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Purpose: Diabetic nephropathy (DN), a major complication of diabetes mellitus, significantly impacts global health. Identifying 
individuals at risk of developing DN is crucial for early intervention and improving patient outcomes. This study aims to develop and 
validate a machine learning-based predictive model using integrated biomarkers.
Methods: A cross-sectional analysis was conducted on a baseline dataset involving 2184 participants without DN, categorized based 
on their development of DN over a follow-up period of 36 months: DN (n=1270) and Non-DN (n=914). Various demographic and 
clinical parameters were analyzed. The findings were validated using an independent dataset comprising 468 participants, with 273 
developing DN and 195 remaining as Non-DN over the follow-up period. Machine learning algorithms, alongside traditional 
descriptive statistics and logistic regression were used for statistical analyses.
Results: Elevated levels of serum creatinine, urea, and reduced eGFR, alongside an increased prevalence of retinopathy and peripheral 
neuropathy, were prominently observed in those who developed DN. Validation on the independent dataset further confirmed the 
model’s robustness and consistency. The SVM model demonstrated superior performance in the training set (AUC=0.79, F1-score 
=0.74) and testing set (AUC=0.83, F1-score=0.82), outperforming other models. Significant predictors of DN included serum 
creatinine, eGFR, presence of diabetic retinopathy, and peripheral neuropathy.
Conclusion: Integrating machine learning algorithms with clinical and biomarker data at baseline offers a promising avenue for 
identifying individuals at risk of developing diabetic nephropathy in type 2 diabetes patients over a 36-month period.
Keywords: diabetic nephropathy, prediction, machine learning, biomarkers, risk stratification, type 2 diabetes

Introduction
Diabetic nephropathy (DN) is one of the most severe complications of type 2 diabetes mellitus (T2DM) and represents 
a significant global healthcare burden.1,2 After entering end-stage renal disease (ESRD), the 5-year survival rate of 
patients receiving hemodialysis was 41.4%, compared with 46.9% for patients receiving peritoneal dialysis.3 Early 
identification and intervention in DN are crucial to prevent the progression of kidney damage and reduce the risk of 
ESRD. Traditional clinical risk factors, such as glycemic control and blood pressure management, have been valuable in 
assessing DN risk, but they often lack the sensitivity and specificity needed for early detection.4,5

In recent years, there has been a growing interest in exploring the potential of incorporating specific biomarkers into 
predictive models to enhance the accuracy of DN risk assessment. In particular, integrated biomarker prediction models 
have made substantial strides in improving risk assessment and prognosis in various medical conditions, such as 
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cardiovascular disease,6 cancer,7 and renal disorders.8 Several potential biomarkers, including albuminuria, estimated 
glomerular filtration rate (eGFR), neutrophil gelatinase-associated lipocalin (NGAL),9 and urinary kidney injury mole
cule-1 (uKIM-1), have emerged as potential early indicators of DN.10 Han and colleagues employed machine learning 
algorithms to screen and validate specific biomarkers in patients with DN exhibiting glomerular injury. They identified 
that Protein Kinase, cAMP-Dependent, Regulatory, Type II, Beta (PRKAR2B) and Transforming Growth Factor Beta- 
Induced (TGFBI) play crucial roles in the immunological microenvironment and can serve as diagnostic biomarkers.11 

Yu et al analyzed differentially expressed genes in DN patients and found that Apolipoprotein C1 (APOC1) may be 
a candidate intervention target for DN.12 These biomarkers have shown promise in various studies, but their integration 
into a comprehensive predictive model for DN remains an area of active investigation.

Our single-center study sets out to address this gap by developing and rigorously validating a novel biomarker- 
integrated predictive model for DN in T2DM patients. By weaving together specific biomarkers with traditional clinical 
data in a robust predictive model, we hope to furnish clinicians with a powerful tool to recognize DN at its nascent 
stages, thereby enabling timely and personalized interventions to alleviate the burden of this formidable complication.

Methods
Study Design and Participants
This retrospective study, conducted at Sichuan Provincial People’s Hospital, aimed to develop and validate a machine 
learning-based model for predicting DN in type 2 diabetes patients who are managed by informational system. For the 
development of our model, the training cohort consisted of 2184 T2DM patients, all initially free from DN. To evaluate 
the performance of our predictive model, we divided the data into two distinct sets: a training set comprising the 
aforementioned 1270 patients who developed DN and 914 who remained DN-free, and a testing set including 468 
patients, with 273 developing DN and 195 remaining DN-free during the follow-up period. Inclusion criteria encom
passed adult individuals (≥18 years) diagnosed with T2DM, with regular follow-up visits and comprehensive medical 
records. We excluded patients with Type 1 Diabetes, other primary renal diseases, or incomplete data on critical 
variables. This study was approved by the Ethics Committee of Sichuan Provincial People’s Hospital. This study was 
conducted as a retrospective study and patients’ informed consent was waived.

Data Collection and Variables
The study utilized historical patient data extracted from electronic health records (EHR), spanning January 2018 to 
December 2020. Our study cohort included 2652 T2DM patients initially free from DN, diagnosed according to the 
American Diabetes Association (ADA) criteria:13 HbA1c ≥ 6.5%, Fasting Blood Sugar (FBS) ≥ 126 mg/dL, or 2-Hour 
Postprandial Glucose (2HPP) ≥ 200 mg/dL. In our study, DN diagnosis was not solely based on eGFR levels. Instead, it 
relied on specific criteria, including persistent albuminuria (albumin-to-creatinine ratio ≥30 mg/g in two out of three 
samples over 3–6 months) and a multifactorial assessment in line with the guidelines and research findings in the field of 
diabetic kidney disease. Notably, the classification of participants without DN despite an eGFR <60 mL/min/1.73 m² was 
due to the absence of other DN markers, primarily persistent albuminuria. This approach aligns with the nuanced 
understanding that reduced eGFR can indicate various stages of kidney health and is not exclusively indicative of DN. In 
addition, we only included patients with diabetes duration of more than 10 years and excluded patients with other kidney 
diseases. These criteria are in accordance with the guidelines and research findings in the field of diabetic kidney 
disease.14 Patients were followed up for a period of 36 months to monitor the development of DN. For patients with 
multiple or regular visits to the diabetes clinic, only the initial diagnosis of DN was considered. To calculate HbA1c 
variability, we employed the standard deviation of HbA1c levels, determined from a minimum of three readings obtained 
in the 12 months preceding the study baseline. This approach ensured a robust assessment of glycemic variability over 
time. Patient characteristics were categorized into continuous and categorical variables, with appropriate handling of 
missing values. Variables collected from the EHR encompassed a broad spectrum of demographic, clinical, and 
laboratory data. Demographic data included age and gender. Clinical parameters captured were smoking habits, alcohol 
consumption, exercise habits, age at diabetes diagnosis, duration of diabetes, insulin use, presence of hypertension, 
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systolic and diastolic blood pressure, and medication use for hypertension, cardiovascular diseases, and hyperlipidemia. 
Additionally, we documented body mass index (BMI), presence of diabetic peripheral neuropathy, diabetic retinopathy, 
diabetic ketoacidosis, ischemic heart disease, vascular bypass, and peripheral vascular disease. Peripheral neuropathy was 
assessed using a combination of clinical examination findings and patient-reported symptoms. Specifically, we utilized 
the Michigan Neuropathy Screening Instrument, which includes both a patient questionnaire to capture symptoms of 
neuropathy and a physical assessment conducted by trained healthcare professionals to observe signs of neuropathic 
damage. For the diagnosis of diabetic retinopathy, all participants underwent a detailed eye examination by experienced 
ophthalmologists, including fundus photography and optical coherence tomography, when available. The grading of 
retinopathy was based on the International Clinical Diabetic Retinopathy Disease Severity Scale, which classifies the 
condition into several levels ranging from no apparent retinopathy to proliferative retinopathy. Key laboratory markers 
relevant to T2DM and DN were also included: total cholesterol, low-density lipoprotein cholesterol (LDL-C), high- 
density lipoprotein cholesterol (HDL-C), triglycerides, variation in HbA1c levels, fasting plasma glucose, serum 
creatinine, blood urea nitrogen (BUN), and eGFR. Variables such as the albumin excretion rate (AER) and the presence 
of diabetic complications were also considered.

All data were anonymized. Data quality checks ensured the accuracy and completeness of the dataset. Missing values 
were addressed using established imputation techniques, contributing to the robustness of the dataset for subsequent 
predictive modeling.

Feature Selection and Elimination for Predictive Modeling of DN
In our study, the feature selection and elimination process was a critical phase in developing a predictive model for DN in 
patients with T2DM. The process began by tentatively identifying potential predictors of DN based on multivariable 
logistic regression analysis results. Following this initial statistical analysis, we employed Random Forest (RF) and 
Support Vector Machine (SVM) algorithms to further refine our feature set. The RF algorithm was utilized for its 
capacity to handle high-dimensional data and assess the importance of each feature through a bootstrapping method 
involving multiple decision trees. Features consistently contributing to accurate predictions across various trees were 
deemed important. The SVM, known for its effectiveness in classification problems, was applied to evaluate how each 
feature contributed to correctly classifying patients into DN risk categories by constructing hyperplanes in a multi- 
dimensional space. Features that contributed to a clearer margin of separation in the SVM model were prioritized. The 
combined use of RF and SVM allowed for a comprehensive evaluation of each potential predictor’s role in DN risk 
stratification, ensuring the final model was not only statistically valid but also practically relevant in a clinical setting.

The performance of the feature set selected through RF and SVM was rigorously evaluated using cross-validation 
techniques. We partitioned our dataset into training (2, 184) and testing (468) sets to validate the model’s performance. 
The evaluation focused on key metrics such as accuracy, precision, F1 score, and the Area Under the Curve (AUC) of the 
Receiver Operating Characteristic (ROC) curve. This dual approach in feature selection and validation ensured that our 
predictive model for DN was robust, accurate, and clinically applicable.

Statistical Analysis and Machine Learning Models
Descriptive statistics were first employed to summarize the demographic, clinical, and laboratory data. Continuous 
variables were expressed as means ± standard deviations (SD), while categorical variables were summarized as 
frequencies and percentages. To compare the characteristics between the DN and non-DN groups, independent t-tests 
(for continuous variables) and Chi-square tests (for categorical variables) were conducted. A P-value of less than 0.05 
was considered statistically significant. In our multivariate logistic regression analysis to identify DN predictors, we 
recognized the potential for multicollinearity among variables, notably between hypertension, systolic blood pressure, 
use of anti-hypertensive medication, eGFR, and BUN. To address this: We performed a detailed Variance Inflation Factor 
(VIF) analysis to quantify multicollinearity among these variables. This analysis helped us understand the extent to which 
multicollinearity might affect our regression coefficients and the overall model validity. Based on the VIF results, 
adjustments were made by selecting representative variables or combining correlated variables where clinically and 
statistically appropriate, ensuring no single variable unduly influenced the model due to high correlation with others. The 
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final model included variables adjusted for multicollinearity, ensuring a more accurate and reliable analysis. This refined 
approach allowed us to maintain the clinical relevance of our model without compromising statistical integrity. Variables 
that showed statistical significance in univariate analyses were included in the multivariate model. The results were 
presented as odds ratios (ORs) with 95% confidence intervals (CIs), providing insights into the strength and direction of 
the associations.

Prior to modeling, data underwent preprocessing including imputation of missing values using the median for 
continuous variables and mode for categorical variables. Features were standardized to have a mean of zero and 
a standard deviation of one. Feature engineering included the creation of interaction terms deemed clinically 
relevant.

For predictive modeling, we utilized several machine learning algorithms, including Random Forest (RF), Support 
Vector Machine (SVM), Gradient Boosting, and Logistic Regression. The primary objective was to develop a model that 
accurately predicts the onset of DN in T2DM patients.

Random Forest (RF): An ensemble learning method that constructs multiple decision trees and merges their 
predictions. RF is known for its high accuracy and ability to handle large datasets with numerous variables.

Support Vector Machine (SVM): A supervised learning model that identifies the best hyperplane to separate different 
classes in the data. SVM is effective for classification tasks with complex datasets.

Gradient Boosting: An approach that builds an additive model in a forward stage-wise fashion, allowing optimization 
of arbitrary differentiable loss functions.

Logistic Regression: A statistical model that estimates the probability of a binary outcome based on one or more 
predictor variables. The performance of these models was evaluated using cross-validation techniques, specifically 
a tenfold cross-validation approach. Model performance metrics included accuracy, precision, recall, F1 score, and 
the Area Under the Receiver Operating Characteristic Curve (AUC-ROC). The model exhibiting the best perfor
mance metrics was selected as the primary predictive model for DN. Hyperparameter tuning was conducted for each 
model to optimize performance. We used grid search and random search methods to find the most effective 
parameter combinations, ensuring that the models were robust and generalized well to new data. The final models 
were tested on an independent dataset to validate their predictive accuracy. The results from these machine learning 
models were compared with traditional statistical methods to assess their relative effectiveness in predicting DN in 
T2DM patients.

Results
Demographic Characteristics of the Patients
The detailed demographic characteristics of the two patient groups were presented in Table 1. The average age in the DN 
group was slightly higher at 51.50 years compared to 51.00 years in the non-DN group, with this difference being 
statistically significant (P=0.033). Similar proportions of gender, as well as comparable habits regarding smoking, 
drinking, and exercising, were observed in both groups. A significantly longer duration of diabetes and a lower frequency 
of insulin usage were noted in the DN group compared to the non-DN group (P<0.001). Hypertension was found to be 
more prevalent in the DN group (P=0.013). Significant differences between the groups were observed in terms of systolic 
blood pressure (P<0.001), diabetic peripheral neuropathy (P=0.003), and diabetic retinopathy (P<0.001). Furthermore, 
notable differences were detected in levels of HDL-C, HbA1c variability, eGFR, and BUN (P<0.001).

Risk Factors for Diabetic Nephropathy
In the multivariate logistic regression analysis of baseline data with significant differences, the duration of diabetes, 
insulin usage, hypertension, systolic blood pressure, changes in HbA1c variability, diabetic peripheral neuropathy, 
diabetic retinopathy, eGFR, BUN, and triglycerides were identified as potential significant risk factors for DN patients. 
Age, treatment with antihypertensive drugs, and body mass index were not found to be significantly associated with DN 
(Table 2).
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Comparison of Machine Learning Models
After establishing machine learning models using significant risk factors, these models were validated on both training 
and testing sets. In the training set, the SVM demonstrated superior performance (AUC=0.80, F1-score=0.74). This 
performance surpassed other models including RF, Extra Trees, and Gradient Boosting, indicating that SVM was more 
effective in accurately identifying patients at risk of diabetic nephropathy based on the training data (Table 3, Figure 1). 
When tested on the validation dataset, the proposed SVM model again exhibited the highest accuracy (AUC=0.83, F1- 
score=0.82) (Table 4, Figure 2). The consistency of performance across the training and validation datasets underscored 
the robustness and reliability of the SVM in predicting DN in patients with T2DM.

Predictive Features of the Model
Furthermore, this study identified the most significant features used in the predictive models. The results revealed that 
serum creatinine and estimated eGFR were among the most crucial predictors across all models. The presence of diabetic 
retinopathy also emerged as an important predictive factor. Other key features included HbA1c variability, reflecting 

Table 1 Demographic and Clinical Characteristics of Participants at Baseline

Feature Non-DN (n=914) DN (n=1270) P-value

Age (years) 51.0 (35.0, 64.0) 51.5 (36.0, 67.0) 0.033*
Sex (female) 502 (54.9%) 525 (41.34) 0.670

Smoking Habit 442 (48.4%) 647 (50.9%) 0.251

Alcohol Habit 448 (49.0%) 642 (50.6%) 0.506
Exercise Habit 302 (33.0%) 442 (34.8%) 0.522

Duration of Diabetes (years) 21.0 (11.0, 30.0) 29.0 (20.0, 39.0) <0.001*

Insulin use 413 (45.2%) 131 (10.3%) <0.001*
Hypertension (%) 423 (46.3%) 656 (51.7%) 0.015*

Systolic Blood Pressure (SBP, mmHg) 115.9 ± 41.7 133.3 ± 21.6 <0.001*
Diastolic Blood Pressure (DBP, mmHg) 80.1 ± 8.7 78.1 ± 9.7 0.931

Medicine (%)
Hypertension Medicine 404 (44.2%) 625 (49.2%) 0.013*
Cardiovascular Medicine 464 (50.8%) 612 (48.2%) 0.252

Hyperlipidemia Medicine 474 (51.9%) 660 (52.0%) 0.995

Total Cholesterol (mmol/L) 5.33 (4.42, 6.15) 5.31 (4.4125, 6.25) 0.813
LDL_C (mmol/L) 3.075 (2.48, 3.67) 3.09 (2.44, 3.6875) 0.624

HDL_C (mg/dL) 49.0 (34.0, 65.0) 39.97 (25.29, 55.45) <0.001*

Variation HbA1c (%) 10.0 (5.0, 16.0) 13.92 (8.40, 18.39) <0.001*
Variation in Fasting Plasma Glucose (mmol/L) 10.06 ± 1.70 10.08 ± 1.55 0.931

Diabetes complications (%)
Diabetic Peripheral Neuropathy (%) 366 (40.0%) 615 (48.43%) 0.003*
Diabetic Retinopathy, n(%) 476 (52.08%) 870 (68.50%) <0.001*

Diabetic Ketoacidosis 0.0 (0.0, 1.0) 1.0 (0.0, 1.0) 0.195

Estimated Glomerular Filtration Rate (eGFR, mL/min/1.73 m²) 63.00 (36.00, 90.00) 34.17 (15.00, 61.65) <0.001*
HbA1c variability 1.04 (0.57, 1.52) 1.00 (0.48, 1.51) 0.311

Serum Creatinine (mg/dL) 1.015 (0.766, 1.251) 1.373 (1.119, 1.263) <0.001*

Blood Urea Nitrogen (BUN, mg/dL) 20.71 (15.49, 25.23) 21.29 (16.34, 26.05) 0.001*
Body Mass Index (BMI, kg/m²) 23.84 (20.95, 26.78) 24.31 (21.29, 27.37) 0.002*

Triglycerides (mg/dL) 150.25 ± 58.56 180.79 ± 58.85 <0.001*

Ischemic Heart Disease (%) 459 (50.2%) 618 (48.7%) 0.500
Peripheral Vascular Disease (%) 469 (51.3%) 654 (51.5%) 0.967

Notes: Data are presented as mean ± standard deviation, median (25th percentile, 75th percentile), or number (percentage). P-values marked 
with an asterisk (*) indicate statistical significance (P < 0.05). 
Abbreviations: LDL-C, Low-Density Lipoprotein Cholesterol; HDL-C, High-Density Lipoprotein Cholesterol; HbA1c, Hemoglobin A1c; eGFR, 
Estimated Glomerular Filtration Rate; Scr, Serum Creatinine; BUN, Blood Urea Nitrogen; BMI, Body Mass Index.
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average blood glucose levels, and urea, indicating blood nitrogen levels. These features were ranked according to their 
importance in the predictive models, with serum creatinine and estimated eGFR consistently being the most significant 
predictors (Table 5).

Discussion
Our study successfully developed a machine learning-based model for predicting DN using integrated biomarkers. 
Among four different algorithms, we found that the SVM exhibited superior performance in predicting DN. SVM, 
a supervised learning method for data classification, operates on the principles of minimizing empirical risk and 
maximizing the margin between classes, ensuring high classification accuracy even with a limited number of 
samples.15 Currently, SVM has been applied in the auxiliary diagnosis of various diseases. In a recent study, compared 
to other machine learning models, the SVM model demonstrated effective performance in classifying Parkinson’s disease 
patients, with an accuracy of up to 92.3% achieved through Bayesian optimization.16 Almansour and colleagues 
suggested that Artificial Neural Networks outperformed SVM in the early diagnosis of chronic kidney disease using 
machine learning.17 Another study indicated that among Gradient Boosting Machines, SVM, Logistic Regression, and 
RF algorithms, the RF algorithm showed the best performance in predicting the progression to End-Stage Renal Disease, 
exhibiting the highest AUC and ACC.18 Although different from our findings, our study aimed to provide a novel method 
for early diagnosis and risk stratification for individuals at risk of DN within 36 months. This was similar to the findings 

Table 3 Overall Performance Evaluation for Applied Predictive Models Using 
Training Dataset

Algorithms Accuracy AUC Precision Recall F1-Score

Random Forest 0.78 0.75 0.72 0.68 0.70

Extra Trees 0.76 0.73 0.70 0.69 0.69

Gradient Boosting 0.80 0.77 0.74 0.71 0.72
Support Vector Machine 0.81 0.79 0.75 0.73 0.74

Table 2 Multivariate Logistic Regression Analysis of Risk Factors for DN

Risk Factor Odds Ratio  
(OR)

95% Confidence  
Interval (CI)

P-value

Age (years) 1.02 (1.00, 1.04) 0.051

Duration of Diabetes (years) 1.05 (1.03, 1.07) <0.001*

Insulin use 1.50 (1.20, 1.85) <0.001*
Hypertension (%) 1.30 (1.10, 1.55) 0.002*

SBP (mmHg) 1.01 (1.00, 1.02) 0.025*

Hypertension Medicine 0.90 (0.75, 1.10) 0.300
HDL_C (mmol/L) 0.95 (0.91, 0.99) 0.020*

Variation HbA1c (%) 1.20 (1.10, 1.30) <0.001*
Diabetic Peripheral Neuropathy (%) 2.00 (1.60, 2.50) <0.001*

Diabetic Retinopathy (%) 2.80 (2.20, 3.60) <0.001*

eGFR (mL/min/1.73 m²) 0.97 (0.95, 0.99) 0.005*
BUN (mg/dL) 1.03 (1.01, 1.05) 0.010*

Serum Creatinine (mg/dL) 1.15 (1.05, 1.25) 0.003*

BMI (kg/m²) 1.02 (0.99, 1.05) 0.120
Triglycerides (mg/dL) 1.01 (1.00, 1.02) 0.030*

Notes: Data are presented as the odds ratio (OR) with the 95% confidence interval (CI) for each risk 
factor. P-values marked with an asterisk (*) indicate statistical significance (P < 0.05). 
Abbreviations: SBP, Systolic Blood Pressure; HDL-C, High-Density Lipoprotein Cholesterol; 
HbA1c, Hemoglobin A1c; eGFR, Estimated Glomerular Filtration Rate; BUN, Blood Urea Nitrogen; 
Scr, Serum Creatinine; BMI, Body Mass Index.
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of Leung and colleagues, who demonstrated that SVM showed the best predictive accuracy in their study on the 
association between inflammatory and lipid metabolism-related gene polymorphisms and DN, compared to other 
algorithms.19

Our results highlighted that elevated serum creatinine, urea, a reduction in eGFR, and the presence of retinopathy and 
peripheral neuropathy were identified as key biomarkers associated with DN. Serum creatinine, commonly used to assess 
kidney function, was observed to reflect a decline in renal filtration capacity when levels were elevated.20 In the context 
of diabetic nephropathy, an increase in creatinine levels was often indicative of glomerular damage and reduced 
function.21 This correlation was confirmed in our study, where elevated serum creatinine levels were significantly 
associated with an increased risk of DN. Urea, as another indicator of renal function, was found to suggest weakened 
renal excretory function when elevated. The progression of DN was marked by changes in urea levels, potentially 
reflecting a decline in the kidney’s ability to process metabolic waste, linked to an exacerbation of renal pathology.22 The 
eGFR served as a crucial metric for assessing overall kidney function.23 However, a study conducted in Japan revealed 
no significant difference in subsequent eGFR changes between individuals who received routine renal disease monitoring 
and those who did not,24 which contrasted with our findings. In our research, a reduction in eGFR was closely associated 
with the development of DN, aligning with previous studies,25 and indicating that a decline in eGFR was a significant 

Figure 1 ROC curve for prediction of DN over 36 months in the train dataset.

Table 4 Performance Evaluation of Predictive Models on the Validation 
Dataset

Algorithms Accuracy AUC Precision Recall F1-Score

Logistic Regression 82.0 0.78 80.0 75.0 0.77

Random Forest 80.0 0.77 78.0 74.0 0.76

Gradient Boosting 84.0 0.81 83.0 79.0 0.81
Support Vector Machine 85.0 0.83 82.0 81.0 0.82

Note: AUC, area under the receiver operating characteristic curve.
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predictor of DN progression. The effectiveness of this marker, however, might vary depending on the stage of DN in 
different patients. Retinopathy and peripheral neuropathy, as prevalent complications of diabetes, were not only 
indicative of the disease’s impact on the eyes and nervous system but were also found to be potentially related to the 
development of renal lesions. This association was consistent with the findings of Saini et al.26 In our study, the presence 
of these complications was linked to an increased risk of DN, possibly due to the cumulative effect of microvascular 
damage caused by diabetes across various organs.

In summary, the presence of elevated serum creatinine, urea, reduced eGFR, retinopathy, and peripheral neuropathy 
not only holds significant clinical relevance for the diagnosis and monitoring of DN, but also demonstrated their 

Figure 2 ROC curve for prediction of DN over 36 months in the validation dataset.

Table 5 Predominant Predictors for Diabetic Nephropathy Across Multiple Machine Learning Models

Predictive 
Feature

Logistic 
Regression

Random 
Forest

Gradient 
Boosting

Support 
Vector 
Machine

Frequency Description

Serum Creatinine 
(mg/dL)

2 1 3 2 4 Indicator of renal function; elevated levels 
correlate with DN risk

Estimated GFR 
(mL/min/1.73 m²)

1 3 1 5 3 Filtration efficiency of the kidneys; decreased 
in DN

Presence of 

Diabetic 
Retinopathy

3 2 2 1 4 Ocular manifestation of diabetes; associated 

with nephropathy

Glycated 

Hemoglobin 
(HbA1c, %)

5 6 4 3 3 Reflects average glucose levels; higher values 

indicate poor glycemic control

(Continued)
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importance as predictive factors in our machine learning model. These findings underscore the importance of monitoring 
and assessing these biomarkers in the management of DN, while also providing new directions for future research.

Moreover, this study has its limitations. Firstly, as a retrospective study, inherent limitations include potential 
selection and information biases. Our sample was drawn from a single medical center, which may limit the general
izability and extrapolation of our findings. The development of diabetic nephropathy may vary significantly across 
different regions and populations, hence, our results might not be entirely applicable to a broader demographic. Secondly, 
the study included a limited comparison of algorithms, necessitating further comparisons with a wider range of machine 
learning methods. Lastly, our research primarily focused on biomarkers and clinical parameters, without delving into 
other factors such as lifestyle, dietary habits, and socio-economic factors that might influence the progression of diabetic 
nephropathy. The absence of these factors could limit the comprehensiveness and predictive capability of our model.

Conclusion
In conclusion, these results demonstrate the efficacy of machine learning models, particularly the SVM classifier, in 
predicting DN in patients with T2DM. The identification of key predictive features further enhances our understanding of 
the disease mechanisms and offers potential pathways for early intervention and targeted treatment in high-risk 
populations. In future research, we aim to validate our model in a broader and more diverse population to enhance its 
generalizability and practical utility.

Data Sharing Statement
The datasets used and/or analyzed during the current study are available from the corresponding author on reasonable 
request.

Ethics Statement
This study was approved by the Ethics Committee of Sichuan Provincial People’s Hospital. According to the guidance of 
the Ethics Committee of Sichuan Provincial People’s Hospital, this study, as a retrospective study, did not involve direct 
intervention or potential risks to patients, and informed consent requirements for patients could be waived. This study 
strictly adhered to the principles of the Declaration of Helsinki, and all patient information had been anonymized prior to 
collection to prevent any possible identification. Only authorized researchers had access to the data, and access was 
limited to research purposes. All data storage and transmission processes are encrypted to protect data security.

Table 5 (Continued). 

Predictive 
Feature

Logistic 
Regression

Random 
Forest

Gradient 
Boosting

Support 
Vector 
Machine

Frequency Description

Urea (mg/dL) 4 5 6 4 3 Blood nitrogen levels; increased with renal 

impairment

Blood Pressure 
(SBP/DBP, mmHg)

7 4 5 6 3 Hypertension is a known risk factor for DN

Duration of 

Diabetes (years)

6 7 7 7 3 Longer duration often correlates with an 

increased risk of complications
Peripheral 

Neuropathy 

Presence

8 8 8 8 3 Neuropathic complications of diabetes; 

indicative of systemic disease progression

Triglycerides 

(mmol/L)

6 14 4 10 4 Dyslipidemia is linked with diabetic kidney 

disease

Notes: The numerical values represent the rank of importance attributed to each feature by the corresponding predictive model, with a lower number denoting higher 
importance. The “Frequency” column denotes the count of models that identified the feature as a significant predictor for diabetic nephropathy (DN). Features were 
deemed significant if they appeared as key predictors in at least three out of the four models. Statistical significance was set at a p-value of <0.05. 
Abbreviations: GFR, Glomerular Filtration Rate; SBP, Systolic Blood Pressure; DBP, Diastolic Blood Pressure; HbA1c, Hemoglobin A1c.
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