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A machine learning approach 
to personalized dose adjustment 
of lamotrigine using noninvasive 
clinical parameters
Xiuqing Zhu1,2, Wencan Huang3, Haoyang Lu1,2, Zhanzhang Wang1,2, Xiaojia Ni1,2, 
Jinqing Hu1,2, Shuhua Deng1,2, Yaqian Tan1,2, Lu Li1,2, Ming Zhang1,2, Chang Qiu1,2, 
Yayan Luo2,4, Hongzhen Chen1, Shanqing Huang1, Tao Xiao1, Dewei Shang1,2* & 
Yuguan Wen1,2*

The pharmacokinetic variability of lamotrigine (LTG) plays a significant role in its dosing requirements. 
Our goal here was to use noninvasive clinical parameters to predict the dose-adjusted concentrations 
(C/D ratio) of LTG based on machine learning (ML) algorithms. A total of 1141 therapeutic drug-
monitoring measurements were used, 80% of which were randomly selected as the "derivation 
cohort" to develop the prediction algorithm, and the remaining 20% constituted the "validation 
cohort" to test the finally selected model. Fifteen ML models were optimized and evaluated by tenfold 
cross-validation on the "derivation cohort,” and were filtered by the mean absolute error (MAE). 
On the whole, the nonlinear models outperformed the linear models. The extra-trees’ regression 
algorithm delivered good performance, and was chosen to establish the predictive model. The 
important features were then analyzed and parameters of the model adjusted to develop the best 
prediction model, which accurately described the C/D ratio of LTG, especially in the intermediate-to-
high range (≥ 22.1 μg mL−1 g−1 day), as illustrated by a minimal bias (mean relative error (%) =  + 3%), 
good precision (MAE = 8.7 μg mL−1 g−1 day), and a high percentage of predictions within ± 20% of the 
empirical values (60.47%). This is the first study, to the best of our knowledge, to use ML algorithms 
to predict the C/D ratio of LTG. The results here can help clinicians adjust doses of LTG administered to 
patients to minimize adverse reactions.

Lamotrigine (LTG) is a second-generation antiepileptic drug used commonly for monotherapy or adjunctive 
therapy for focal seizures, absence seizures, and generalized tonic–clonic seizures1. The drug has also been 
approved as a mood stabilizer for bipolar disorder to prevent mood relapses2. It is frequently associated with cuta-
neous adverse drug reactions ranging from mild maculopapular eruption to severe Stevens-Johnson syndrome 
and toxic epidermal necrolysis3. The incidence of toxicity increases in definite relation to rising concentrations 
of LTG4.

Pharmacokinetic variability, which can be influenced by age, pregnancy, drug-drug interactions, and con-
current diseases, plays a significant role in the dosing requirements for LTG5. Therapeutic drug monitoring 
(TDM), as an essential part of personalized medicine, is valuable for adjusting doses of LTG, and is especially 
recommended when other co-administered drugs that induce or inhibit the metabolism of LTG are prescribed 
or discontinued in the treatment regimen6. Thus, patients characterized by a combination of environmental and 
biological factors may benefit from TDM to adjust doses of LTG to minimize adverse reactions.

Dose-adjusted concentrations (C/D ratio), namely the ratio of drug concentration to dose under steady-state 
and trough conditions, is a parameter that can be easily obtained from TDM data. It can be calculated by dividing 
the trough steady-state concentration of a drug by the dose that the patient is taking7. A high C/D ratio indicates 
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slow drug clearance while a low C/D ratio implies the reverse7. The C/D ratio has proven to be a valuable tool 
to facilitate dosing adjustment because it can be used to identify possible associations between adverse drug 
reactions and pharmacokinetic parameters8, analyze pharmacokinetic variability9, measure non-adherence to 
medication10, detect drug-drug interactions11,12, distinguish pharmacogenetic phenotypes (e.g., poor or ultra-
rapid metabolizers)12,13, and estimate the dose required to achieve the desired concentration of the drug13.

Machine learning (ML) is defined as a field of study that enables computers to learn without being explicitly 
programmed14. It is a type of artificial intelligence that gives systems the ability to analyze a vast range of data 
collected from electronic health records (EHRs) and automatically learn from them using advanced statistical and 
probabilistic techniques to make more accurate predictions by constructing intelligent and effective predictive 
models15. Research in ML in the context of clinical medicine has revealed exciting advances in recent years, for 
example, the classification of medical images into diagnostic categories, detecting whether there are metastases 
on histological sections, and the automated segmentation of radiological images into known anatomical cor-
relates to reduce diagnostics-related workload16. The application of ML to clinical drug therapies has garnered 
considerable research interest in recent years, and is playing an increasingly important role in the development 
of personalized dosing, especially in drug dose selection17. A few studies have been published on the application 
of ML to predict either drug doses or blood concentrations18–23. Jovanović et al.18 explored the application of ML 
as an alternative to pharmacokinetics analysis. A summary of the ML algorithms and drugs used, the purposes 
of prediction, sample sizes, and results are shown in Table 1.

The traditional pharmacokinetic analysis is based on mathematically simple techniques, for example, calcu-
lations of the area under the concentration–time curve (AUC). However, if the data are insufficient or cannot 
support a pharmacokinetic modeling approach, the model is inaccurate24. Recent years have seen growing inter-
est in new statistical approaches, such as population pharmacokinetic (popPK) analysis, which can be used to 
extract useful information from sparse data25. A variety of programs are available for population modeling, of 
which nonlinear mixed-effects modeling (NONMEM) is the most widely used to analyze pharmacokinetic data26. 
However, building a popPK model usually requires understanding and choosing various mathematical models 
(e.g., a pharmacokinetic structure model related to dose, a population model for inter-subject variability, and a 
variance model for random residual variation), where this process is time consuming27. Furthermore, adding or 
removing a parameter may also be complicated owing to the explicit analytical model used24. In contrast, ML is 
known for its self-organizational and learning capabilities, which enables computers to learn from “experience” 
without being explicitly programmed27. Many previous studies have reported that ML algorithms, such as arti-
ficial neural networks (ANNs), have accuracies equivalent to or even higher than the NONMEM method27,28. 
Poynton et al.29 built an ensemble model by combining ANNs with NONMEM that was more accurate than 
either method.

ML algorithms fall into three categories: (1) supervised, (2) unsupervised, and (3) reinforcement learning. 
Supervised learning is used to predict classes or labels on unlabeled input data based on previously labeled 
data30. To date, the application of ML algorithms to predict the C/D ratio of LTG has not yet been reported. 
Therefore, in this study, we compare the performance of 15 supervised ML algorithms to identify the best one 

Table 1.   Summary of several relevant studies on models to predict either drug dosage or blood concentration. 
CPANNs counter-propagation artificial neural networks, RT regression tree, BART​ Bayesian additive regression 
trees, MARS multivariate adaptive regression splines, SVR support vector regression, RFR random forest 
regression, CRT​ classification and regression tree, RE relative error, RMSE root mean squared relative error, 
MAE mean absolute error. a Therapeutic drug monitoring (TDM) measurements, with the number of patients 
in the parentheses. b The ideal rate was defined as the percentage of patients for whom the predicted doses were 
within 20% of the actual stable therapeutic doses of tacrolimus. c The percentage within 20% was defined as the 
percentage of patients for whom the predicted doses were within 20% of the actual stable therapeutic doses of 
warfarin. d Data was obtained from the International Warfarin Pharmacogenetics Consortium (IWPC) open 
access dataset. e The correct value (%) was defined as the percentage of patients for whom the predicted dose 
adjustment correctly fell within the smallest increment in doses of levothyroxine (12.5 mg).

Study Algorithm Drug Purposes of prediction Sample Size Results

Jovanović18 CPANNs Topiramate Blood concentration 118 (78)a RE (%) = 6.21, RMSE (%) = 39.9 for test set

Tang19 RT Tacrolimus Drug dosage 1 045 MAE = 0.73 mg/day and ideal rate (%) = 54.8 for 
validation cohortsb

Liu20 BART, MARS, and SVR Warfarin Drug dosage 4 798d

MAE (mg/week) for BART, MARS, and SVR were 
8.87, 8.84, and 8.96, respectively, for validation 
cohorts
Percentage within 20% for BART, MARS, and 
SVR were 46.03%, 46.35%, and 45.88%, respec-
tively, for validation cohorts c

Ma21 The stacked generalization ensemble frameworks 
(Stack 1 and 2) Warfarin Drug dosage 5 743 d

MAE (mg/week) for Stack 1 and 2 were 8.31 and 
8.31, respectively, for the hold-out test set. Per-
centage within 20% for Stack 1 and 2 were 47.85% 
and 47.81%, respectively, for the hold-out test setc

Roche-Lima22 RFR Warfarin Drug dosage 190 MAE = 4.73 mg/week and percentage within 
20% = 80.56% for the overall test set

Chen23 CRT​ Levothyroxine Drug dosage 320 MAE = 13.0 μg and correct value (%) = 75 for 
evaluation sete



3

Vol.:(0123456789)

Scientific Reports |         (2021) 11:5568  | https://doi.org/10.1038/s41598-021-85157-x

www.nature.com/scientificreports/

in terms of predicting the C/D ratio of LTG in Chinese patients based on noninvasive clinical parameters. We 
used clinical data to improve therapeutic efficacy while minimizing adverse effects. We also investigated clini-
cal factors associated with the C/D ratio of LTG, and designed an easy-to-use web application as a real-time 
assisting clinical decision support tool for personalized adjustment to doses based on the proposed noninvasive 
predictive model. This is in the context of the costly implementation of the TDM because of the dedicated staff 
and equipment required31, which makes it unaffordable as a routine procedure in most hospitals in developing 
countries like China.

Results
Basic characteristics of the entire dataset.  In the dataset used, the mean values of the serum concen-
tration and daily dose of LTG were 5.52 (range: 0.50–18.55) µg/mL and 171 (range: 12.5–500) mg/day, respec-
tively. The mean value of the calculated C/D ratio parameter was 35 (range: 4.0–147) μg·mL−1·g−1·day. The histo-
gram and quantile–quantile (Q-Q) plot of the C/D ratio are shown in Supplementary Fig. S1a,c, indicating that 
it was normally distributed. The distribution of features in the entire dataset is shown in Table 2. None of the 
variables had a missing rate (i.e., the percentage of missing values) above 50% in our dataset. Note that the daily 
dosage of a drug was assumed to be zero if it had not been taken. A heatmap of Pearson’s correlations between 
the C/D ratio and the variables was shown in Fig. 1. 

Imputation evaluation.  A total of 184 missing data points were imputed. An overall comparison of mod-
els using the entire dataset and the omitted dataset is shown in Table 3. When all features and default parameters 
of the models were used, the nonlinear models outperformed the linear models on the whole. The imputation 
generated a bias in both linear and nonlinear models. However, when the results of t-tests of the training set were 
omitted, the values of the mean absolute error (MAE) in the test set showed no statistical significance between 
the entire dataset and the omitted dataset in most nonlinear models, indicating that the imputation had a smaller 
impact on the nonlinear models. Thus, the entire dataset was considered in the modeling study.

Comparison of performance of models.  An overall comparison of the optimized predictive regres-
sion models in the derivation cohort of the entire dataset is shown in Table 4. The grid search-based parameter 
optimization for each ML algorithm is listed in Supplementary Tables S1–S15. Overall, the nonlinear models 
were superior to the linear models. All nonlinear models yielded lower MAE values than the multiple linear 
regression (MLR) model (statistically significant). The t-tests for the MAE in the test set showed that linear 
models delivered the same performance at a 95% confidence interval (CI). Among the best nonlinear models, 
the extra-trees’ regression (ETR), k-nearest neighbor regression (KNR), bagging regression (BR), random forest 
regression (RFR), XGBoost regression (XGBR), gradient-boosted regression (GBR), and decision tree regression 
(DTR) models yielded similar values of the MAE in the test set, where the differences among them were not 
statistically significant (range: 9.4–10.1 μg·mL−1·g−1·day). The ETR algorithm, a tree-based ensemble algorithm, 
was chosen to establish the predictive model.

Optimizing ETR model.  The ETR algorithm was employed to select important features. A tree-based 
method and forward feature selection were applied to compute feature importance and discard irrelevant 
features. Figure 2a shows the results of the feature selection method. The daily dosage of valproic acid (VPA) 
appeared to be the most important determinant of the C/D ratio of LTG. The relative importance of all features 
for predicting the C/D ratio of LTG was ranked as follows: daily dosage of VPA (1.0000), age (0.5400), body 
weight (BW) (0.5096), enzyme inducers (IND) (0.2893), sex (male) (0.0842), daily dosage of oxcarbazepine 

Table 2.   Distribution of features in the entire dataset (N = 1141). IND enzyme inducers, BW body weight, VPA 
valproic acid, CBZ carbamazepine, OXC oxcarbazepine, PB phenobarbitone, PHT phenytoin. a Continuous data 
are reported as mean values (standard deviation) or median values (minimum ~ maximum).

Value Distribution in the dataset (N, %) Missing (N, %)

Categorical variable

Gender
Male 659, 57.76% 0, 0%

Female 482, 42.24% 0, 0%

Co-administration of IND
Yes 226, 19.81% 0, 0%

No 915, 80.19% 0, 0%

Continuous variable

Age (year) 34.88 (17.58)a 1 141, 100% 0, 0%

BW (kg) 60.33 (13.95)a 1 117, 97.90% 24, 2.10%

VPA daily dosage (mg) 250 (0–6912)a 981, 85.98% 160, 14.02%

CBZ daily dosage (mg) 0 (0–1200)a 1 141, 100% 0, 0%

OXC daily dosage (mg) 0 (0–1800)a 1 141, 100% 0, 0%

PB daily dosage (mg) 0 (0–300)a 1 141, 100% 0, 0%

PHT daily dosage (mg) 0 (0–100)a 1 141, 100% 0, 0%
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Figure 1.   Heatmap visualization of the correlations between the dose-adjusted concentrations (C/D ratio) 
and the variables analyzed by Pearson’s correlation coefficient. BW body weight, VPA valproic acid, CBZ 
carbamazepine, OXC oxcarbazepine, PB phenobarbitone, PHT phenytoin, IND enzyme inducers.

Table 3.   An overall comparison of mean absolute error (MAE) at 95% confidence intervals (CI) for the 
prediction of dose-adjusted concentrations of lamotrigine in the derivation cohort for models using two 
datasets. MLR multiple linear regression, RidgeR ridge regression, LassoR lasso regression, LSVR linear-support 
vector regression, ETR extra-trees’ regression, KNR k-nearest neighbor regression, BR bagging regression, RFR 
random forest regression, XGBR XGBoost regression, GBR gradient boosted regression, DTR decision tree 
regression, SVR support vector regression, NuSVR nu-support vector regression, MLPR multi-layer perceptron 
regression, ABR AdaBoost regression. *P values for the training set (the left side of the semicolon) and the test 
set (the right side of the semicolon), respectively.

Regression models

Entire dataset Omitted dataset

P values (vs. entire dataset)*

MAE [+ 95% CI, − 95% CI] μg mL−1 
g−1 day

MAE [+ 95% CI, − 95% CI] μg mL−1 
g−1·day

Training Set Test Set Training Set Test Set

Linear models

MLR 13.4 [13.6, 13.3] 13.6[14.6, 12.6] 12.5 [12.7, 12.3] 12.7 [14.3, 11.1]  < 0.001; 0.009

RidgeR 13.5 [13.6, 13.3] 13.6 [14.6, 12.7] 12.6 [12.8, 12.3] 12.7 [14.5, 11.0]  < 0.001; 0.014

LSVR 13.9 [14.0, 13.7] 13.9 [15.4, 12.5] 12.9 [13.1, 12.7] 13.1 [15.5, 10.6]  < 0.001; 0.065

LassoR 15.2 [15.3, 15.0] 15.2 [17.0, 13.5] 14.0 [14.3, 13.7] 14.0 [16.8, 11.3]  < 0.001; 0.047

Nonlinear models

ETR 2.3 [2.4, 2.1] 9.7 [11.5, 7.8] 2.4 [2.5, 2.3] 8.9 [10.2, 7.6] 0.004; 0.092

BR 4.9 [5.1, 4.8] 9.8 [11.8, 7.8] 4.7 [4.8, 4.5] 8.9[10.4, 7.4]  < 0.001; 0.054

RFR 4.9 [5.0, 4.8] 9.9[12.0, 7.9] 4.7 [4.9, 4.5] 9.1 [10.4, 7.7] 0.002; 0.052

GBR 8.3 [8.5, 8.1] 10.0[11.3, 8.7] 7.6 [7.8, 7.4] 9.3 [11.3, 7.4]  < 0.001; 0.120

XGBR 8.6 [8.7, 8.4] 10.0 [11.4, 8.6] 7.9 [8.1, 7.7] 9.5 [11.3, 7.7]  < 0.001; 0.227

KNR 8.9 [9.1, 8.7] 11.2[13.5, 8.8] 8.2 [8.4, 8.0] 10.0[12.0, 8.0]  < 0.001; 0.048

DTR 2.3 [2.4, 2.1] 10.9 [13.4, 8.4] 2.4 [2.5, 2.3] 10.0 [11.1, 9.0] 0.004; 0.061

MLPR 10.3 [10.9, 9.7] 11.1 [12.7, 9.5] 9.8 [10.1, 9.5] 10.8 [12.6, 8.9] 0.001; 0.489

ABR 13.2 [14.0, 12.3] 13.6 [14.8, 12.4] 11.8 [12.9, 10.8] 12.5 [14.3, 10.8]  < 0.001; 0.006

SVR (kernel = ’rbf ’) 14.5 [14.7, 14.4] 14.6 [16.3, 12.9] 13.4 [13.7, 13.1] 13.5 [16.4, 10.5]  < 0.001; 0.052

NuSVR (kernel = ’rbf ’) 14.8 [15.0, 14.7] 14.9 [16.6, 13.1] 13.6 [14.0, 13.3] 13.7 [16.5, 10.9]  < 0.001; 0.042
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(OXC) (0.0299), daily dosage of carbamazepine (CBZ) (0.0128), daily dosage of phenobarbitone (PB) (0.0089), 
and daily dosage of phenytoin (PHT) (0.0014).

To determine the optimal feature set, we identified the point at which there was no considerable change in 
the decline in MAE in the test set when a feature was added to the model. The results of the forward feature 
selection method showed that the MAE decreased gradually at first, as expected, and then tended to minimum 
values when the following features were used: daily dosage of VPA, age, BW, IND, and sex (male) (see Fig. 2b).

Further, Pearson’s correlation and a heat map analysis revealed weakly positive correlations between the C/D 
ratio, and the daily dosage of VPA (r = 0.275, P < 0.001), age (r = 0.190, P < 0.001), BW (r = 0.045, P = 0.130), and 
sex (male) (r = 0.154, P < 0.001); conversely, a moderately negative correlation was observed between the C/D 
ratio and IND (r = − 0.334, P < 0.001). The selected features were not found to be multi-collinear (see Fig. 2c).

We also adjusted the key parameter n_estimators, which can be considered to be the number of trees, as it 
had the most significant influence on the performance of the ETR algorithm but did not affect the complexity 
of any model. Based on the method used to choose the forward parameter using tenfold cross-validation, the 
maximum mean cross-validation score (0.5093) was achieved on the test set when the parameter n_estima-
tors (default value = 10) was increased to 31 (see Fig. 2d). Adjustments to other key parameters yielded higher 
scores when n_estimators was set to 31 by using tenfold cross-validation-based grid search (see Supplementary 
Table S1). Below are the main parameters that were optimized for our final ETR model: (1) ’n_estimators’: 31; 
(2) ’max_depth’: 20; (3) ’min_samples_leaf ’: 1; (4) ’min_samples_split’: 6; and (5) ’max_features’: ’auto’.

We then compared the predictive performance of the ETR model before and after feature selection and 
parameter adjustment on the derivation cohort. The optimal ETR model enhanced generalization by reducing 
the overfitting yielded a lower MAE on the test set (not statistically significant, P = 0.106), but obtained a higher 
MAE on the training set (statistically significant, P < 0.001) than the ETR model before optimization.

Validation and assessment of ETR model.  Finally, to determine the overall predictive performance of 
the chosen prediction model, three indices, namely the MAE, mean relative error (MRE) (%), and percentage 
within 20%, were applied to the validating cohort. As is shown in Table 5, the predictive model was able to accu-
rately describe the C/D ratio of LTG, especially in the intermediate-to-high range (≥ 22.1 μg mL−1 g−1 day), as 
illustrated by a minimal bias (MRE (%) =  + 3%) and good precision (MAE = 8.7 μg mL−1 g−1 day). About 60.47% 
of all relative errors versus the observed C/D ratio ≥ 22.1 μg mL−1 g−1 day were in the ± 20% range. Overall, the 
model provided more accurate predictions in the intermediate and high ranges of the C/D ratio than its low 
range (see Fig. 3). 

We compared the effect of the predictive performance of the ETR models after optimization on the derivation 
cohort in the context of modeling the C/D ratio and its log10-transformed parameter [log10(C/D ratio)] when 

Table 4.   The mean absolute error (MAE) at confidence intervals (CI) of 95% for the prediction of dose-
adjusted concentrations of lamotrigine in the derivation cohort in the entire dataset for optimized regression 
models. MLR multiple linear regression, RidgeR ridge regression, LassoR lasso regression, LSVR linear-support 
vector regression, ETR extra-trees’ regression, KNR k-nearest neighbor regression, BR bagging regression, RFR 
random forest regression, XGBR XGBoost regression, GBR gradient boosted regression, DTR decision tree 
regression, SVR support vector regression, NuSVR nu-support vector regression, MLPR multi-layer perceptron 
regression, ABR AdaBoost regression. *P values for the training set (the left side of the semicolon) and the test 
set (the right side of the semicolon), respectively.

Regression models

MAE [+ 95% CI, − 95% CI] μg mL−1 
g−1 day

P values (vs. MLR)* P values (vs. ETR)*Training set Test set

Linear models

MLR 13.5 [13.6, 13.3] 13.6 [14.7, 12.5] -  < 0.001; < 0.001

RidgeR 13.6 [13.7, 13.4] 13.7 [14.7, 12.6] 0.005; 0.695  < 0.001; < 0.001

LassoR 13.5 [13.7, 13.3] 13.6 [14.7, 12.5] 0.210; 1.000  < 0.001; < 0.001

LSVR 13.6 [14.1, 13.2] 13.8 [14.7, 12.8] 0.023; 0.576  < 0.001; < 0.001

Nonlinear models

ETR 5.4 [5.6, 5.3] 9.4 [11.2, 7.7]  < 0.001; < 0.001 -

KNR 2.4 [2.5, 2.2] 9.6 [11.6, 7.5]  < 0.001; < 0.001  < 0.001; 0.743

BR 5.8 [6.0, 5.6] 9.6 [11.7, 7.5]  < 0.001; < 0.001  < 0.001; 0.681

RFR 6.6 [6.8, 6.4] 9.6 [11.6, 7.7]  < 0.001; < 0.001  < 0.001; 0.634

XGBR 8.4 [8.6, 8.1] 9.9 [11.2, 8.5]  < 0.001; < 0.001  < 0.001; 0.234

GBR 7.9 [8.1, 7.8] 9.9 [11.4, 8.4]  < 0.001; < 0.001  < 0.001; 0.251

DTR 7.3 [7.7, 6.8] 10.1 [12.1, 8.1]  < 0.001; < 0.001  < 0.001; 0.142

SVR (kernel = ’rbf ’) 7.8 [8.0, 7.6] 10.3 [12.0, 8.7]  < 0.001; < 0.001  < 0.001; 0.034

NuSVR (kernel = ’rbf ’) 8.1 [8.4, 7.9] 10.3 [12.0, 8.6]  < 0.001; < 0.001  < 0.001; 0.038

MLPR 10.6 [10.9, 10.2] 11.0 [12.5, 9.5]  < 0.001; < 0.001  < 0.001; < 0.001

ABR 12.3 [12.4, 12.1] 12.5 [14.0, 10.9]  < 0.001; 0.002  < 0.001; < 0.001
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treated as labels. The log10(C/D ratio) [mean value (range): 1.48 (0.60–2.168) log10-μg mL−1 g−1 day] showed a 
normal distribution (see Supplementary Fig. S1b,d). The grid search-based parameter optimization for the ETR 
model in the context of modeling log10(C/D ratio) is listed in Supplementary Table S16. Overall, the performance 
of the ETR model in terms of predicting the C/D ratio was superior to that in terms of predicting log10(C/D ratio) 
in the intermediate and high ranges of the C/D ratio (see Table 5).

Discussion
In addition to the popPK method32, other data-driven techniques have been used to predict the dose and/or 
concentration of LTG. For instance, Nakamura et al.33 reported significant linear relationships between the LTG 
concentrations in week 2 and those at week 8 for Japanese patients of depression, some of whom were being 
administered VPA while the others were not. They estimated an optimal dose of LTG by building regression 
equations. Yamamoto et al.34 studied factors influencing LTG concentrations in Japanese patients of epilepsy 

Figure 2.   Optimization of the extra-trees’ regression model. (a) The features are ranked according to the 
relative importance for the prediction of dose-adjusted concentrations (C/D ratio) of lamotrigine based on the 
tree-based feature selection strategy. (b) The composition of the feature set (i.e., the top five features) is selected 
by the forward feature selection strategy. The colored area indicates the corresponding standard deviations 
obtained via tenfold cross-validation. (c) Heatmap visualization of the correlations between the C/D ratio and 
the selected features analyzed by Pearson’s correlation coefficient. “*” represents P values < 0.05. (d) The optimal 
value of the model parameter n_estimators is filtered by mean cross-validation scores in the test set using the 
forward-parameter selection strategy, by iteratively generating increasingly larger parameter values and the 
corresponding scores. The abbreviations used in the legends represent the following: Var1 [daily dosage of 
valproic acid (VPA)]; Var2 (age); Var3 [body weight (BW)]; Var4 [enzyme inducers (IND)]; Var5 [sex (male)]; 
Var6 [daily dosage of oxcarbazepine (OXC)]; Var7 [daily dosage of carbamazepine (CBZ)]; Var8 [daily dosage of 
phenobarbitone (PB)]; Var9 [daily dosage of phenytoin (PHT)].
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Table 5.   The total number of therapeutic drug monitoring (TDM) measurements, mean relative error (MRE) 
(%), mean absolute error (MAE), and percentages of predictions within 20% of the observed dose-adjusted 
concentrations (C/D ratio) in the validation cohort depending for different ranges of the C/D ratio in the 
context of modeling it and log10(C/D ratio) when treated as labels, respectively.

Items Modeling labels

C/D ratio range

Total range
Low range (< 22.1 μg mL−1 g−1 
day)

Intermediate-to-high range 
(≥ 22.1 μg mL−1 g−1 day)

Total number of TDM measure-
ments 229 57 172

MRE (%)
C/D ratio  + 15  + 53  + 3

log10(C/D ratio)  + 8  + 43 − 4

MAE (μg mL−1 g−1 day)
C/D ratio 8.7 8.8 8.7

log10(C/D ratio) 8.9 7.2 9.4

Percentage within 20% (%)
C/D ratio 53.71 33.33 60.47

log10(C/D ratio) 51.53 39.66 55.56

Figure 3.   Scatter plots of the predicted vs. observed dose-adjusted concentrations (C/D ratio) and relative error 
(%) vs. observed C/D ratio. (a) Goodness-of-fit plot for model prediction of the C/D ratio. (b) Relative error (%) 
vs. observed C/D ratio over the entire range of the C/D ratio. (c) Relative error (%) vs. observed C/D ratio over 
the range ≥ 22.1 μg mL−1 g−1 day. The blue and green areas indicate ± 20% and ± 50% ranges, respectively. MRE 
mean relative error.
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by stepwise multiple regression analysis that enabled them to estimate the LTG concentration by applying the 
coefficients of these factors to a multiple regression model. However, to the best of our knowledge, scarcely any 
study has used ML methods to predict the C/D ratio, where this is a key parameter for analyzing pharmacokinetic 
abnormalities7. Our study, therefore, fills this gap in the literature. Our present work here has improved on these 
abovementioned studies, as reflected in the following: First, even though datasets related to the LTG have been 
explored in these studies, the TDM measurements were not adequate. Moreover, these datasets did not include 
the trough concentrations used to calculate the C/D ratio or the co-administered drugs that induce the hepatic 
drug-metabolizing enzymes. However, our dataset was based on Chinese population, and had a larger number 
of samples of trough LTG concentrations and more comprehensive variables (including age, gender, BW, and 
IND). Second, unlike past work that has focused on linear regression models, our modeling study considered 
both linear and nonlinear regression models. ML can help detect the nonlinear and complex interactions between 
variables by minimizing the error between the predicted and the measured values35. Third, our models were 
trained and tested on the derivation cohort, and validated on another validation cohort randomly split from 
the entire dataset. Such external validation verifies the generalizability of our models to new data36. Finally, the 
superiority of ML in terms of developing predictive models becomes clearer on larger populations with greater 
numbers of predictors. The relevant factors may not be recognized owing to missing values. However, the ML 
method involves imputing these missing values35.

No one ML algorithm is the most accurate in all cases, and thus comparisons of ML algorithms in differ-
ent fields of research, and on different datasets, may yield different results37. In this study, a comparison of the 
regression models showed that other linear models performed similarly on the test set to the MLR model, a 
frequently used and simple statistical model that makes it easy to interpret the variables38. A possible explanation 
for this is that these linear models had the same optimal feature set (see Supplementary Tables S12–S15), and 
no multi-collinear relationship was obtained between the features (see Fig. 1). Our results also indicate that the 
nonlinear models were statistically significantly stronger than the MLR model, which can be in part attributed 
to the weak linear correlations between consecutive parameters (see Fig. 1) and the high signal-to-noise ratio35. 
Compared with linear models, the nonlinear models did not require linear relationships between the parameters. 
Moreover, many factors affect the outputs, particularly in nonlinear, dynamic disease states. Therefore, the dataset 
may inevitably contain noise that can affect linear regression models more than nonlinear regression models38.

Better features mean flexible, simple models that yield good predictive results. A total of five patient variables 
were identified by the variable selection process of the extra-trees’ algorithm to develop the noninvasive predic-
tive model, daily dosage of VPA, age, BW, IND, and sex, where the daily dosage of VPA and IND were identified 
as the most important positive and negative predictors, respectively. Uridine glucuronosyltransferases (UGTs) 
play an essential role in the metabolism of LTG. LTG dosage in adjunctive therapy is usually dependent on the 
interactions of LTG with co-administered drugs. An enzyme inhibitor is a type of drug that binds to the enzyme 
and reduces its metabolic activity. As a broad-spectrum enzyme inhibitor, the VPA can inhibit the metabolic 
activities of many hepatic drug-metabolizing enzymes to different extents39. An IND is a type of drug that binds 
to the enzyme, activates it, or increases its gene coding expression, and then increases its metabolic activity. 
Previous studies have reported that IND induces the metabolism of LTG, increases its clearance, and lowers 
its serum levels by 34–52%, whereas VPA inhibits the metabolism of LTG, decreases its apparent clearance by 
38.5%, and raises its serum levels twofold40–42. A previous study revealed that the clearance of LTG increases to 
a maximum at 36 years and then gradually decreases in adult patients43. In general, in agreement with the earlier 
study, we found that the data points with a high C/D ratio were more likely to be distributed among younger or 
older patients (see Supplementary Fig. S2a), and the kernel density analysis showed that the data points with a 
low C/D ratio were concentrated in patients 20–30 years of age (see Supplementary Fig. S2b). Due to the differ-
ence in the gene coding expression or metabolic activity of the UGTs, sex may influence the pharmacokinetics of 
LTG44. VPA is known to have endocrinal side effects, and is likely to affect fertility45. Thus, young women likely 
tend to use other drugs instead. In the context of the co-administration of the VPA, the TDM measurements 
for men were 2.3 times those for women in our study (see Supplementary Fig. S2c). This can in part explain the 
weakly positive correlations between the C/D ratio of LTG, and age and sex (male) in our study. Brzaković et al.44 
reported that BW may influence the interactions of LTG, and overweight patients may be less susceptible to 
these interactions. BW was identified as another important predictor for our model but showed an insignificant 
correlation with the C/D ratio via Pearson’s correlation analysis. This might be due to their nonlinear relation-
ship (see Supplementary Fig. S2d), as Pearson’s correlation coefficient is sensitive to only linear relationships.

The prediction model also showed a much higher variance at low C/D ratios, possibly due to the overfitting 
problem in the training set, as well as a greater influence of uncontrolled factors like genetic effects and TDM 
measurement errors. Even so, our prediction model in general performed better in the intermediate and high 
ranges of the C/D ratio (lower MAE and MRE (%), and a higher percentage within 20%). Moreover, patients 
in these ranges were more likely to benefit more from our model because a high C/D ratio indicated slow drug 
clearance7; hence, such patients may suffer from overdose and toxicity more easily. The analysis revealed that mul-
tiple factors (age, gender, BW, and co-administered drugs) had an impact on the C/D ratios of LTG. However, not 
all these factors were considered in the recommended dosing regimens according to the latest package inserts of 
LTG approved by the National Medical Products Administration (NMPA). For instance, the recommended usual 
maintenance dose for LTG monotherapy in patients of epilepsy older than 12 years is 100–200 mg/day, while a 
strict rate of dose escalation, starting at low doses, is recommended owing to the possibility of life-threatening 
rashes. To promote the clinical applications of our model, we designed an easy-to-use web application for per-
sonalized dose adjustments by allowing prescribers to input the characteristics of patients to estimate their LTG 
dosing needs. For example, according to the latest Arbeitsgemeinschaft für Neuropsychopharmakologie und 
Pharmakopsychiatrie (AGNP) guideline for TDM in neuropsychopharmacology7, the recommended therapeutic 
reference ranges for LTG are 3–15 μg/mL as an anticonvulsant drug and 1–6 μg/mL as a mood-stabilizing drug. 
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Given that the C/D ratio was predicted to be 60 μg mL−1 g−1 day, an estimated maintenance dose of 50 mg/day 
(= 3/60 × 1 000 mg/day) was required for adult patients of epilepsy to reach 3 μg/mL, and 250 mg/day (= 15/60 × 1 
000 mg/day) to reach 15 μg/mL (assuming good therapeutic responses)7. If the predicted C/D ratio was assumed 
to be 80 μg mL−1 g−1 day due to changes in the patients’ BW, ignoring problems of adherence and drug-drug 
interactions, estimated maintenance doses of 37.5 mg/day (= 3/80 × 1000 mg/day) and 187.5 mg/day (= 15/80 × 1 
000 mg/day) were required to reach the target concentrations of 3 μg/mL and 15 μg/mL, respectively. Thus, unlike 
the dose recommended for most patients in the package inserts, this application can tailor doses for specific 
patients. Further, our model can be implemented within electronic health systems. Thus, once the TDM has 
been implemented, it automatically crawls the information on the characteristics of patients using their EHRs 
as well as the TDM measurements. Such implementation would make it easier to increase the size and variety 
of the dataset, in which case the ML algorithm has enough data to learn to generate robust predictions. More 
importantly, these designs, particularly the ML-based algorithm, can be applied to other drugs with the use of 
TDM highly recommended as a clinical routine for dose optimization. A snapshot of this application, and the 
model’s self-learning and optimizing process are depicted in Fig. 4.

Despite the promising results, there is room to improve the predictive models overall. Several key limitations 
of this study should be noted. First, the sample size used in our model was small, and a much larger number of 
samples is needed for further development and evaluation. In future work, using the abovementioned web appli-
cation, we should be able to collect and store data more efficiently, and use big data to optimize the prediction 
model. Second, owing to the use of retrospective data instead of prospective in our study, certain uncontrollable 
factors were unavoidable. For example, the C/D ratios might have decreased due to nonadherence46. The inac-
curate timing of the blood collection might also have led to the fluctuation in LTG concentration, especially in 
the case of the co-administration of IND47. The influence of inevitable experimental errors on the C/D ratios, 
especially its low range, could not be accurately evaluated either. Finally, the variables used in our model, though 
readily available, are all non-genetic factors. The effects of genetic polymorphisms on LTG pharmacokinetics have 
been widely explored in previous studies, but have yielded some conflicting findings48,49. Thus, more variables 
(e.g., genetic factors) needed to be included in the model. Despite these limitations, by using only noninvasive 
clinical parameters, the proposed model has the potential to help adjust doses of LTG and minimize adverse 
reactions. However, note that it is not an all-powerful tool in clinical practice because complex interactions (e.g., 
gene-environment) play a major role in many disorders, such as neurological and psychiatric disorders50. Hence, 
even though our model has achieved promising results, the best way of personalizing LTG doses is to monitor 
the serum concentration of LTG and attend to its clinical response.

Conclusion
The results here proved the feasibility of ML algorithms, especially the nonlinear model, for predicting the C/D 
ratio of the LTG and identifying important predictors. By using the extra-trees’ regression algorithm (one of the 
best nonlinear models) and noninvasive clinical parameters (including the daily dosage of the VPA, age, BW, 
IND, and sex), the proposed predictive model delivered good performance, especially in the intermediate-to-high 
range of the C/D ratio of LTG (≥ 22.1 μg mL−1 g−1 day). Furthermore, an easy-to-use web application based on 
the proposed predictive model was designed as a real-time assisting clinical decision support tool to help with 
the personalized dose adjustment of LTG, thus improving its therapeutic efficacy while minimizing its adverse 
effects. Finally, the application of the proposed predictive model requires further improvement overall.

Figure 4.   Web application to personalize dosing adjustments of lamotrigine, and the model’s self-learning 
and refinement processes. ML machine learning, TDM therapeutic drug-monitoring, EHRs electronic health 
records.
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Methods
Dataset.  This retrospective study was performed on 1141 TDM measurements obtained from 347 Chinese 
patients who had received LTG treatment at the Affiliated Brain Hospital of Guangzhou Medical University in 
2018 and 2019. The patients were on monotherapy with LTG or concomitant therapy with VPA or IND (includ-
ing CBZ, OXC, PB, and PHT). All patients’ data were collected from the EHRs during TDM, and included 
demographic characteristics (e.g., gender, age, and BW), LTG dosing regimens, TDM measurements, and co-
medication status when the LTG concentration was determined. The data collection was approved by the inde-
pendent Ethics Committee of the Affiliated Brain Hospital of Guangzhou Medical University ([2016] NO.060). 
The requirement for informed consent was waived by the Ethics Committee of the Affiliated Brain Hospital of 
Guangzhou Medical University that approved the study, owing to the retrospective nature of the analyses. This 
study was carried out in compliance with the guidelines of the Helsinki Declaration.

TDM measurements of LTG were considered for enrollment. If the patient was in a steady state (usually 
therapy with a stable dose for at least four to six half-lives7, trough sampling was performed before the next 
dosage, and the concentrations were not below the lower limit of quantification (LLQ). Each of the 1141 C/D 
ratios calculated, along with its corresponding covariates (including demographic and clinical information), 
was treated as a new input (i.e., feature) and output (i.e., label) data pair. The categorical covariates included sex 
(male or female) and the co-administration of IND (yes or no). The continuous covariates included age, BW, 
and daily dosages of co-administered drugs (including VPA, CBZ, OXC, PB, and PHT) when the concentration 
of LTG was determined.

Bioanalysis.  The serum concentration of LTG was determined by a validated, analytical, high-performance 
liquid chromatography (HPLC) method that included an HPLC system (Agilent 1260; Agilent Technologies, 
Inc., Santa Clara, USA). The serum samples were extracted by methanol as protein precipitators. Pirfenidone 
was taken as the internal standard. Eclipse Plus C18 column (150 mm × 4.6 mm, 5 μm) was used with the mobile 
phase of methanol: water (5 mmol/L ammonium formate) = 52: 48 (v/v) at a flow rate of 0.8 mL/min, a column 
temperature of 40 °C, detection wavelength of 310 nm, and injected volume of 10 μL. The standard curve was 
linear (r2 = 0.9933), and ranged from 0.5 μg/mL to 20 μg/mL. The LLQ was validated at 0.5 μg/mL. The mean 
extraction recoveries of the LTG from plasma at three quality control (QC) levels were found to be over 91.24%, 
whereas the intra- and inter-day precisions were both less than 11.54%.

ML strategies.  We selected clinical factors related to the C/D ratio of LTG, and built a prediction model to 
adjust its doses and minimize adverse reactions. Our ML process can be divided into five steps: (1) data preproc-
essing, (2) imputation evaluation, (3) model optimization, (4) model selection, and (5) model validation. The 
overall modeling process is illustrated in Fig. 5.

Data preprocessing.  The process of data cleaning and transformation is intended to solve problems of missing 
values and data normalization. Before analysis, summary and descriptive statistics were obtained, with a review 
of the missing values. If the rate of absence of a variable in the original dataset was above 50%, it was removed51. 
The missing values needed to be computed before the data were input into the model. We filled in the missing 
values by imputation using the k-nearest neighbor (KNN) method with k = 351. Data normalization was also 
performed to obtain data of higher quality. Categorical variables were coded using “one-hot” encoding, and 
continuous variables were rescaled using min–max rescaling52.

Imputation evaluation.  The imputation evaluation was based on two datasets: the entire dataset (N = 1141) 
with missing data points imputed, and the omitted dataset (N = 957) derived from the entire dataset but with 
the missing data points omitted. For each dataset, the raw data were randomly split into two batches. Eighty 
percent of the raw data were randomly selected as the "derivation cohort", and the remaining were assigned to 
the "validation cohort." To explore whether imputation generated a bias, we employed tenfold cross-validation 
to compare the performance of models using the two datasets above53: the entire derivation cohort was divided 
into 10 subsets, and the holdout method was repeated 10 times. Each of the subsets was used in turn as the 
test set and the other nine subsets were combined to form a training set (see Fig. 5). The average MAE across 
all 10 tests was then computed. All features in the dataset were considered, and the hyperparameters for each 
algorithm used in these comparisons were set to their default values specified in the package54. They are listed 
in Supplementary Table S17.

R2, MAE, mean square error (MSE), and root mean square error (RMSE) are commonly used evaluation 
metrics for regression models in ML. Measures of dispersion, such as the MAE and RMSE, are preferred over R2 
because the value of a model generally lies in its overall accuracy and precision, but not on how successfully it 
explains the dependent data variance55. To explore the impact of imputation on prediction, that is, the differences 
in MAE in the test set before and after omitting the missing data points, paired sample t-tests were performed. 
Defined as the average of the absolute values of the predicted C/D ratio ( yi ) minus the observed C/D ratio ( ̂yi ), 
the MAE was calculated according to Eq. (1):

(1)MAE
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)
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Model optimization.  Model optimization involved feature selection and parameter adjustment. Before this 
step, raw data from the entire dataset were randomly split into two batches. Eighty percent (912 measurements) 
of the TDM measurements were randomly selected as the "derivation cohort" to develop an optimal regression 
model. The remaining 20% (229 measurements) were assigned to the "validation cohort," which was used to test 
the performance of the final model in terms of handling unseen samples. Only the derivation cohort was used 
for feature selection and parameter adjustment. Feature selection, which is crucial for developing a better and 
simpler model, is the process of selecting a subset of relevant variables (features) to be used for regression by 
removing redundant and/or irrelevant ones56. Here, an embedded approach to feature selection was chosen dur-
ing training, together with a suitable regression algorithm, such as the algorithm evaluated here or the random 
forest regression algorithm, if the evaluated algorithm had no attribute with “feature_importance_.” Features 

Figure 5.   Flowchart of data collection, analysis of missing data, model selection, and model validation. (a) 
Comparisons of models in terms of the MAE on the test data using the entire dataset and the omitted dataset. 
(b) Comparisons of the performance of linear and nonlinear models in terms of MAE on the test data using the 
entire dataset. MAE mean absolute error, TDM therapeutic drug-monitoring, ML machine learning.
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that best contributed to the model were learned while the model was being created56. They were then ranked 
according to measured importance. However, an optimal feature set should have had the fewest variables but the 
best predictive performance. Therefore, a forward feature selection strategy was used to find the shortest list of 
features. Briefly, forward feature selection began at the top of a ranked list of features, and iteratively generated 
increasingly longer lists, along with the corresponding models and their predictive performances on the test set 
using tenfold cross-validation by adding one feature at a time57. The C/D ratio and the corresponding feature 
covariates selected above were evaluated via Pearson’s correlation visualization and heatmap analysis.

Once the optimal number of features had been determined, parameter adjustment was needed to optimize the 
learning algorithm. In general, we did this using tenfold cross-validation by choosing important hyperparameters 
first. The optimal parameters were filtered by mean cross-validation scores on the test set. As in the forward 
feature selection strategy, the parameter adjustment strategy involved iteratively generating increasingly larger 
parameter values and their corresponding scores. Finally, tenfold cross-validation was used in a grid search of 
the other key tuning parameters.

Model selection.  As in feature selection and parameter adjustment, only the derivation cohort in the entire 
dataset was used for model selection. A total of 15 supervised ML algorithms were applied and evaluated: Ada-
Boost regression (ABR), bagging regression (BR), decision tree regression (DTR), extra-trees’ regression (ETR), 
gradient-boosted regression (GBR), k-nearest neighbor regression (KNR), lasso regression (LassoR), multiple 
linear regression (MLR), linear support vector regression (LSVR), multi-layer perceptron regression (MLPR), 
nu-support vector regression (NuSVR), random forest regression (RFR), ridge regression (RidgeR), support vec-
tor regression (SVR), and XGBoost regression (XGBR). The hyperparameters of each algorithm were optimized 
and the corresponding optimal feature set was determined according to the methods of feature selection and 
parameter adjustment considered. Considering the small size of our dataset, and to avoid bias, we employed 
tenfold cross-validation to compare the performance of the models53. They were then filtered by the MAE in 
the test data. To test the differences in the predictive performance of the models, unpaired student’s t-tests were 
performed. One of the better models was then selected for validation, and its performance before and after opti-
mization was compared using a paired sample t-test.

All models were developed and evaluated in Python (version 3.7.2) using Anaconda (version 5.3.1, https​://
www.anaco​nda.com/; Anaconda Inc., Austin, TX, USA), Jupyter notebook (version 5.6.0, https​://jupyt​er.org), 
the scikit-learn package (version 0.20.2, http://sciki​t-learn​.org/stabl​e/), and the XGBoost package (version 0.80, 
https​://xgboo​st.readt​hedoc​s.io/en/lates​t/). All statistical analyses and data visualizations were implemented using 
Python (version 3.7.2) with the relevant packages: the scipy package (version 1.2.1, https​://www.scipy​.org), the 
matplotlib package (version 2.3.2, https​://matpl​otlib​.org), and the seaborn package (version 0.9.0, http://seabo​
rn.pydat​a.org).

Model validation.  The shortest list of features and the most suitable parameters were determined for the chosen 
algorithm to yield a better predictive model. Model validation was performed using three indices: MAE, MRE 
(%), and the percentage of predictions within 20% of the observed C/D ratios (percentage within 20%) in the 
validating cohort. The MRE (%), defined as the average of the ratio of an error in the predicted C/D ratio ( yi ) to 
the magnitude of the observed C/D ratio ( ̂yi ), was calculated according to Eq. (2):

We selected the percentage within 20% because this range has been widely accepted and applied to assess 
models for predicting the dosages of such drugs as warfarin and tacrolimus (see Table 1)19–22. Moreover, ignor-
ing problems of adherence and pharmacokinetic alteration, the intra-individual variation in the C/D ratio is 
generally considered to not be above 20%7. The above indices were calculated overall for the validation cohort, 
and in terms of the range of the C/D ratio based on the 25% quartile of the unseen data points, where this was 
divided into two categories: low C/D ratio range (< 22.1 μg mL−1 g−1 day) and intermediate-to-high C/D ratio 
range (≥ 22.1 μg mL−1 g−1 day). Given the wide range of values of the C/D ratio, we also considered modeling 
log10(C/D ratio) when treated as a label by using the proposed algorithm. In the context of modeling the C/D 
ratio and log10(C/D ratio), the respective performances of the optimized models on the validation cohort based 
on different ranges of the C/D ratio were compared.
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ŷi
× 100%

https://www.anaconda.com/
https://www.anaconda.com/
https://jupyter.org
http://scikit-learn.org/stable/
https://xgboost.readthedocs.io/en/latest/
https://www.scipy.org
https://matplotlib.org
http://seaborn.pydata.org
http://seaborn.pydata.org
https://doi.org/10.2165/00003495-199346010-00009
https://doi.org/10.1080/17460441.2019.1553951
https://doi.org/10.1111/j.1742-7843.2011.00681.x
https://doi.org/10.1212/01.wnl.0000138424.33979.0c


13

Vol.:(0123456789)

Scientific Reports |         (2021) 11:5568  | https://doi.org/10.1038/s41598-021-85157-x

www.nature.com/scientificreports/

	 5.	 Johannessen, S. I. & Tomson, T. Pharmacokinetic variability of newer antiepileptic drugs: When is monitoring needed?. Clin. 
Pharmacokinet. 45, 1061–1075. https​://doi.org/10.2165/00003​088-20064​5110-00002​ (2006).

	 6.	 Naik, G. S. et al. Therapeutic drug monitoring of levetiracetam and lamotrigine: is there a need?. Ther. Drug Monit. 37, 437–444. 
https​://doi.org/10.1097/FTD.00000​00000​00015​8 (2015).

	 7.	 Hiemke, C. et al. Consensus guidelines for therapeutic drug monitoring in neuropsychopharmacology: Update 2017. Pharma-
copsychiatry 51, 9–62. https​://doi.org/10.1055/s-0043-11649​2 (2018).

	 8.	 Schoretsanitis, G. et al. Pharmacokinetic patterns of risperidone-associated adverse drug reactions. Eur. J. Clin. Pharmacol. 72, 
1091–1098. https​://doi.org/10.1007/s0022​8-016-2085-2 (2016).

	 9.	 Johannessen Landmark, C. et al. Pharmacokinetic variability of valproate in women of childbearing age. Epilepsia 58, e142–e146. 
https​://doi.org/10.1111/epi.13872​ (2017).

	10.	 Lie, I. A., Hoggen, I., Samsonsen, C. & Brodtkorb, E. Treatment non-adherence as a trigger for status epilepticus: an observa-
tional, retrospective study based on therapeutic drug monitoring. Epilepsy Res. 113, 28–33. https​://doi.org/10.1016/j.eplep​syres​
.2015.03.007 (2015).

	11.	 Launay, M. et al. Posaconazole tablets in real-life lung transplantation: impact on exposure, drug-drug interactions, and drug 
management in lung transplant patients, including those with cystic fibrosis. Antimicrob. Agents Chemother. 62, e02061-e2117. 
https​://doi.org/10.1128/AAC.02061​-17 (2018).

	12.	 Leon, J. D., et al. A study of genetic (CYP2D6 and ABCB1) and environmental (drug inhibitors and inducers) variables that may 
influence plasma risperidone levels. Pharmacopsychiatry 40, 93–102. https​://doi.org/10.1055/s-2007-97383​6 (2007).

	13.	 de Leon, J. Personalizing dosing of risperidone, paliperidone and clozapine using therapeutic drug monitoring and pharmacoge-
netics. Neuropharmacology 168, 107656. https​://doi.org/10.1016/j.neuro​pharm​.2019.05.033 (2020).

	14.	 Senders, J. T. et al. Natural and artificial intelligence in neurosurgery: A systematic review. Neurosurgery 83, 181–192. https​://doi.
org/10.1093/neuro​s/nyx38​4 (2018).

	15.	 Shatte, A., Hutchinson, D. M. & Teague, S. J. Machine learning in mental health: a scoping review of methods and applications. 
Psychol. Med. 49, 1426–1448. https​://doi.org/10.1017/S0033​29171​90001​51 (2019).

	16.	 Nichols, J. A., Herbert Chan, H. W. & Baker, M. Machine learning: applications of artificial intelligence to imaging and diagnosis. 
Biophys. Rev. 11, 111–118. https​://doi.org/10.1007/s1255​1-018-0449-9 (2019).

	17.	 Meng, H. Y., Jin, W. L., Yan, C. K. & Yang, H. The application of machine learning techniques in clinical drug therapy. Curr. Comput. 
Aided Drug Des. 15, 111–119. https​://doi.org/10.2174/15734​09914​66618​05251​24608​ (2019).

	18.	 Jovanović, M., et al. Application of counter-propagation artificial neural networks in prediction of topiramate concentration in 
patients with epilepsy. J. Pharm. Pharm. Sci. 18, 856–862. https​://doi.org/10.18433​/j3303​1 (2015).

	19.	 Tang, J. et al. Application of machine-learning models to predict tacrolimus stable dose in renal transplant recipients. Sci. Rep. 7, 
42192. https​://doi.org/10.1038/srep4​2192 (2017).

	20.	 Liu, R., Li, X., Zhang, W. & Zhou, H. H. Comparison of nine statistical model based warfarin pharmacogenetic dosing algorithms 
using the racially diverse international warfarin pharmacogenetic consortium cohort database. PLoS ONE 10, e0135784. https​://
doi.org/10.1371/journ​al.pone.01357​84 (2015).

	21.	 Ma, Z., Wang, P., Gao, Z., Wang, R. & Khalighi, K. Ensemble of machine learning algorithms using the stacked generalization 
approach to estimate the warfarin dose. PLoS ONE 13, e0205872. https​://doi.org/10.1371/journ​al.pone.02058​72 (2018).

	22.	 Roche-Lima, A. et al. Machine learning algorithm for predicting warfarin dose in Caribbean hispanics using pharmacogenetic 
data. Front. Pharmacol. 10, 1550. https​://doi.org/10.3389/fphar​.2019.01550​ (2020).

	23.	 Chen, S. S. et al. Optimizing levothyroxine dose adjustment after thyroidectomy with a decision tree. J. Surg. Res. 244, 102–106. 
https​://doi.org/10.1016/j.jss.2019.06.025 (2019).

	24.	 You, W., Widmer, N., & De Micheli, G. Example-based support vector machine for drug concentration analysis. Conf. Proc. IEEE 
Eng. Med. Biol. Soc. 2011, 153–157. https​://doi.org/10.1109/IEMBS​.2011.60899​17 (2011).

	25.	 Ludden, T. M. Population pharmacokinetics. J. Clin. Pharmacol. 28, 1059–1063. https​://doi.org/10.1002/j.1552-4604.1988.tb057​
14.x (1988).

	26.	 Johansson, Å. M., Ueckert, S., Plan, E. L., Hooker, A. C. & Karlsson, M. O. Evaluation of bias, precision, robustness and runtime 
for estimation methods in NONMEM 7. J. Pharmacokinet. Pharmacodyn. 41, 223–238. https​://doi.org/10.1007/s1092​8-014-9359-z 
(2014).

	27.	 Chow, H. H., Tolle, K. M., Roe, D. J., Elsberry, V. & Chen, H. Application of neural networks to population pharmacokinetic data 
analysis. J. Pharm. Sci. 86, 840–845. https​://doi.org/10.1021/js960​4016 (1997).

	28.	 Brier, M. E., Zurada, J. M. & Aronoff, G. R. Neural network predicted peak and trough gentamicin concentrations. Pharm. Res. 
12, 406–412. https​://doi.org/10.1023/a:10162​60720​218 (1995).

	29.	 Poynton, M. R. et al. Machine learning methods applied to pharmacokinetic modelling of remifentanil in healthy volunteers: a 
multi-method comparison. J. Int. Med. Res. 37, 1680–1691. https​://doi.org/10.1177/14732​30009​03700​603 (2009).

	30.	 Goecks, J., Jalili, V., Heiser, L. M. & Gray, J. W. How machine learning will transform biomedicine. Cell 181, 92–101. https​://doi.
org/10.1016/j.cell.2020.03.022 (2020).

	31.	 Gogtay, N. J., Kshirsagar, N. A. & Dalvi, S. S. Therapeutic drug monitoring in a developing country: an overview. Br. J. Clin. Phar-
macol. 52, 103S-108S. https​://doi.org/10.1046/j.1365-2125.2001.0520s​1103.x (2001).

	32.	 Xu, S. et al. Population pharmacokinetics of lamotrigine co-administered with valproic acid in Chinese epileptic children using 
nonlinear mixed effects modeling. Eur. J. Clin. Pharmacol. 74, 583–591. https​://doi.org/10.1007/s0022​8-018-2414-8 (2018).

	33.	 Nakamura, A. et al. Prediction of an optimal dose of lamotrigine for augmentation therapy in treatment-resistant depressive 
disorder from plasma lamotrigine concentration at week 2. Ther. Drug Monit. 38, 379–382. https​://doi.org/10.1097/FTD.00000​
00000​00027​9 (2016).

	34.	 Yamamoto, Y., Inoue, Y., Matsuda, K., Takahashi, Y. & Kagawa, Y. Influence of concomitant antiepileptic drugs on plasma lamo-
trigine concentration in adult Japanese epilepsy patients. Biol. Pharm. Bull. 35, 487–493. https​://doi.org/10.1248/bpb.35.487 (2012).

	35.	 Suzuki, S. et al. Comparison of risk models for mortality and cardiovascular events between machine learning and conventional 
logistic regression analysis. PLoS ONE 14, e0221911. https​://doi.org/10.1371/journ​al.pone.02219​11 (2019).

	36.	 Stark, G. F., Hart, G. R., Nartowt, B. J. & Deng, J. Predicting breast cancer risk using personal health data and machine learning 
models. PLoS ONE 14, e0226765. https​://doi.org/10.1371/journ​al.pone.02267​65 (2019).

	37.	 Churpek, M. M. et al. Multicenter comparison of machine learning methods and conventional regression for predicting clinical 
deterioration on the wards. Crit. Care Med. 44, 368–374. https​://doi.org/10.1097/CCM.00000​00000​00157​1 (2016).

	38.	 Zhou, S., AbdelWahab, A., Sapp, J. L., Warren, J. W. & Horáček, B. M. Localization of ventricular activation origin from the 12-lead 
ECG: a comparison of linear regression with non-linear methods of machine learning. Ann. Biomed. Eng. 47, 403–412. https​://
doi.org/10.1007/s1043​9-018-02168​-y (2019).

	39.	 Riva, R., Albani, F., Contin, M. & Baruzzi, A. Pharmacokinetic interactions between antiepileptic drugs. Clinical considerations. 
Clin. Pharmacokinet. 31, 470–493. https​://doi.org/10.2165/00003​088-19963​1060-00005​ (1996).

	40.	 May, T. W., Rambeck, B. & Jürgens, U. Influence of oxcarbazepine and methsuximide on lamotrigine concentrations in epileptic 
patients with and without valproic acid comedication: results of a retrospective study. Ther. Drug Monit. 21, 175–181. https​://doi.
org/10.1097/00007​691-19990​4000-00007​ (1999).

https://doi.org/10.2165/00003088-200645110-00002
https://doi.org/10.1097/FTD.0000000000000158
https://doi.org/10.1055/s-0043-116492
https://doi.org/10.1007/s00228-016-2085-2
https://doi.org/10.1111/epi.13872
https://doi.org/10.1016/j.eplepsyres.2015.03.007
https://doi.org/10.1016/j.eplepsyres.2015.03.007
https://doi.org/10.1128/AAC.02061-17
https://doi.org/10.1055/s-2007-973836
https://doi.org/10.1016/j.neuropharm.2019.05.033
https://doi.org/10.1093/neuros/nyx384
https://doi.org/10.1093/neuros/nyx384
https://doi.org/10.1017/S0033291719000151
https://doi.org/10.1007/s12551-018-0449-9
https://doi.org/10.2174/1573409914666180525124608
https://doi.org/10.18433/j33031
https://doi.org/10.1038/srep42192
https://doi.org/10.1371/journal.pone.0135784
https://doi.org/10.1371/journal.pone.0135784
https://doi.org/10.1371/journal.pone.0205872
https://doi.org/10.3389/fphar.2019.01550
https://doi.org/10.1016/j.jss.2019.06.025
https://doi.org/10.1109/IEMBS.2011.6089917
https://doi.org/10.1002/j.1552-4604.1988.tb05714.x
https://doi.org/10.1002/j.1552-4604.1988.tb05714.x
https://doi.org/10.1007/s10928-014-9359-z
https://doi.org/10.1021/js9604016
https://doi.org/10.1023/a:1016260720218
https://doi.org/10.1177/147323000903700603
https://doi.org/10.1016/j.cell.2020.03.022
https://doi.org/10.1016/j.cell.2020.03.022
https://doi.org/10.1046/j.1365-2125.2001.0520s1103.x
https://doi.org/10.1007/s00228-018-2414-8
https://doi.org/10.1097/FTD.0000000000000279
https://doi.org/10.1097/FTD.0000000000000279
https://doi.org/10.1248/bpb.35.487
https://doi.org/10.1371/journal.pone.0221911
https://doi.org/10.1371/journal.pone.0226765
https://doi.org/10.1097/CCM.0000000000001571
https://doi.org/10.1007/s10439-018-02168-y
https://doi.org/10.1007/s10439-018-02168-y
https://doi.org/10.2165/00003088-199631060-00005
https://doi.org/10.1097/00007691-199904000-00007
https://doi.org/10.1097/00007691-199904000-00007


14

Vol:.(1234567890)

Scientific Reports |         (2021) 11:5568  | https://doi.org/10.1038/s41598-021-85157-x

www.nature.com/scientificreports/

	41.	 Armijo, J. A., Bravo, J., Cuadrado, A. & Herranz, J. L. Lamotrigine serum concentration-to-dose ratio: influence of age and con-
comitant antiepileptic drugs and dosage implications. Ther. Drug Monit. 21, 182–190. https​://doi.org/10.1097/00007​691-19990​
4000-00008​ (1999).

	42.	 Wang, Z. Z. et al. Effects of comedication and genetic factors on the population pharmacokinetics of lamotrigine: a prospective 
analysis in Chinese patients with epilepsy. Front. Pharmacol. 10, 832. https​://doi.org/10.3389/fphar​.2019.00832​ (2019).

	43.	 Wegner, I., Wilhelm, A. J., Sander, J. W. & Lindhout, D. The impact of age on lamotrigine and oxcarbazepine kinetics: a historical 
cohort study. Epilepsy Behav. 29, 217–221. https​://doi.org/10.1016/j.yebeh​.2013.07.016 (2013).

	44.	 Brzaković, B. B. et al. Impact of age, weight and concomitant treatment on lamotrigine pharmacokinetics. J. Clin. Pharm. Ther. 37, 
693–697. https​://doi.org/10.1111/j.1365-2710.2012.01351​.x (2012).

	45.	 Svalheim, S., Sveberg, L., Mochol, M. & Taubøll, E. Interactions between antiepileptic drugs and hormones. Seizure 28, 12–17. 
https​://doi.org/10.1016/j.seizu​re.2015.02.022 (2015).

	46.	 Samsonsen, C., Reimers, A., Bråthen, G., Helde, G. & Brodtkorb, E. Nonadherence to treatment causing acute hospitalizations in 
people with epilepsy: an observational, prospective study. Epilepsia 55, e125–e128. https​://doi.org/10.1111/epi.12801​ (2014).

	47.	 Inoue, K. et al. Factors that influence the pharmacokinetics of lamotrigine in Japanese patients with epilepsy. Eur. J. Clin. Pharmacol. 
72, 555–562. https​://doi.org/10.1007/s0022​8-016-2008-2 (2016).

	48.	 Shen, C. H. et al. Specific OCT1 and ABCG2 polymorphisms are associated with lamotrigine concentrations in Chinese patients 
with epilepsy. Epilepsy Res. 127, 186–190. https​://doi.org/10.1016/j.eplep​syres​.2016.09.004 (2016).

	49.	 Klarica Domjanović, I. et al. Interaction between ABCG2 421C>A polymorphism and valproate in their effects on steady-state 
disposition of lamotrigine in adults with epilepsy. Br. J. Clin. Pharmacol. 84, 2106–2119. https​://doi.org/10.1111/bcp.13646​ (2018).

	50.	 Rogers, J., Renoir, T. & Hannan, A. J. Gene-environment interactions informing therapeutic approaches to cognitive and affective 
disorders. Neuropharmacology 145(Pt A), 37–48. https​://doi.org/10.1016/j.neuro​pharm​.2017.12.038 (2019).

	51.	 Sharabiani, A., Bress, A., Douzali, E. & Darabi, H. Revisiting warfarin dosing using machine learning techniques. Comput. Math. 
Methods Med. 2015, 560108. https​://doi.org/10.1155/2015/56010​8 (2015).

	52.	 Levy, A. E. et al. Applications of machine learning in decision analysis for dose management for dofetilide. PLoS ONE 14, e0227324. 
https​://doi.org/10.1371/journ​al.pone.02273​24 (2019).

	53.	 Wu, C. C. et al. Prediction of fatty liver disease using machine learning algorithms. Comput. Methods Programs Biomed. 170, 23–29. 
https​://doi.org/10.1016/j.cmpb.2018.12.032 (2019).

	54.	 Wang, C. et al. Comparison of machine learning algorithms for the identification of acute exacerbations in chronic obstructive 
pulmonary disease. Comput. Methods Programs Biomed. 188, 105267. https​://doi.org/10.1016/j.cmpb.2019.10526​7 (2020).

	55.	 Alexander, D. L., Tropsha, A. & Winkler, D. A. Beware of R(2): simple, unambiguous assessment of the prediction accuracy of 
QSAR and QSPR models. J. Chem. Inf. Model 55, 1316–1322. https​://doi.org/10.1021/acs.jcim.5b002​06 (2015).

	56.	 Alonso-Betanzos, A. & Bolón-Canedo, V. Big-data analysis, cluster analysis, and machine-learning approaches. Adv. Exp. Med. 
Biol. 1065, 607–626. https​://doi.org/10.1007/978-3-319-77932​-4_37 (2018).

	57.	 Pan, L. et al. Machine learning applications for prediction of relapse in childhood acute lymphoblastic leukemia. Sci. Rep. 7, 7402. 
https​://doi.org/10.1038/s4159​8-017-07408​-0 (2017).

Acknowledgements
We thank International Science Editing (http://www.inter​natio​nalsc​ience​editi​ng.com) for editing this manu-
script. This work was supported by National Natural Science Foundation of China (Grant numbers 81403016 
and 81701319), Natural Science Foundation of Guangdong Province (Grant numbers 2018A0303130074 
and 2019A1515010265), Science and Technology Plan Project of Guangdong Province (Grant number 
2019B030316001), Guangzhou municipal key discipline in medicine (2021-2023), Guangzhou Municipal Psy-
chiatric Disease Clinical Transformation Laboratory, Science and Technology Program of Guangzhou (Grant 
number 201805010009), and Guangzhou Municipal Science and Technology Project for Medicine and Healthcare 
(Grant numbers 20201A011047 and 20202A011016).

Author contributions
D.W.S. and Y.G.W. conceived and designed the study, X.Q.Z. wrote the original draft preparation, W.C.H., H.Y.L., 
Z.Z.W., and X.J.N. determined the lamotrigine serum concentration, J.Q.H., M.Z., H.Z.C., S.Q.H., and T.X. 
conducted data collection, L.L. performed data analysis, C.Q. conducted data curation, S.H.D., Y.Q.T, and Y.Y.L. 
reviewed and edited the manuscript. All authors have read and agreed to the published version of the manuscript.

Competing interests 
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https​://doi.
org/10.1038/s4159​8-021-85157​-x.

Correspondence and requests for materials should be addressed to D.S. or Y.W.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://creat​iveco​mmons​.org/licen​ses/by/4.0/.

© The Author(s) 2021

https://doi.org/10.1097/00007691-199904000-00008
https://doi.org/10.1097/00007691-199904000-00008
https://doi.org/10.3389/fphar.2019.00832
https://doi.org/10.1016/j.yebeh.2013.07.016
https://doi.org/10.1111/j.1365-2710.2012.01351.x
https://doi.org/10.1016/j.seizure.2015.02.022
https://doi.org/10.1111/epi.12801
https://doi.org/10.1007/s00228-016-2008-2
https://doi.org/10.1016/j.eplepsyres.2016.09.004
https://doi.org/10.1111/bcp.13646
https://doi.org/10.1016/j.neuropharm.2017.12.038
https://doi.org/10.1155/2015/560108
https://doi.org/10.1371/journal.pone.0227324
https://doi.org/10.1016/j.cmpb.2018.12.032
https://doi.org/10.1016/j.cmpb.2019.105267
https://doi.org/10.1021/acs.jcim.5b00206
https://doi.org/10.1007/978-3-319-77932-4_37
https://doi.org/10.1038/s41598-017-07408-0
http://www.internationalscienceediting.com
https://doi.org/10.1038/s41598-021-85157-x
https://doi.org/10.1038/s41598-021-85157-x
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	A machine learning approach to personalized dose adjustment of lamotrigine using noninvasive clinical parameters
	Results
	Basic characteristics of the entire dataset. 
	Imputation evaluation. 
	Comparison of performance of models. 
	Optimizing ETR model. 
	Validation and assessment of ETR model. 

	Discussion
	Conclusion
	Methods
	Dataset. 
	Bioanalysis. 
	ML strategies. 
	Data preprocessing. 
	Imputation evaluation. 
	Model optimization. 
	Model selection. 
	Model validation. 


	References
	Acknowledgements


