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Abstract
Due to the outbreak of COVID-19 disease globally, countries around the world are facing shortages of resources (i.e. testing
kits, medicine). A quick diagnosis of COVID-19 and isolating patients are crucial in curbing the pandemic, especially in
rural areas. This is because the disease is highly contagious and can spread easily. To assist doctors, several studies have
proposed an initial detection of COVID-19 cases using radiological images. In this paper, we propose an alternative method
for analyzing chest X-ray images to provide an efficient and accurate diagnosis of COVID-19 which can run on edge devices.
The approach acts as an enabler for the deep learning model to be deployed in practical application. Here, the convolutional
neural network models which are fine-tuned to predict COVID-19 and pneumonia infection from chest X-ray images are
developed by adopting transfer learning techniques. The developed model yielded an accuracy of 98.13%, sensitivity of
97.7%, and specificity of 99.1%. To highlight the important regions in the X-ray images which directs the model to its
decision/prediction, we adopted the Gradient Class Activation Map (Grad-CAM). The generated heat maps from the Grad-
CAM were then compared with the annotated X-ray images by board-certified radiologists. Results showed that the findings
strongly correlate with clinical evidence. For practical deployment, we implemented the trainedmodel in edge devices (NCS2)
and this has achieved an improvement of 90% in inference speed compared to CPU. This shows that the developed model has
the potential to be implemented on the edge, for example in primary care clinics and rural areas which are not well-equipped
or do not have access to stable internet connections.

Keywords Chest x-ray · Edge computing · Deep learning · Visualization

1 Introduction

COVID-19 is an infectious disease caused by severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) and
instigates respiratory infections in humans. This virus first
emerged in Wuhan, China, back in December 2019. As of
1 November 2021, there have been 246,594,191 confirmed
cases of COVID-19, including 4,998,784 deaths, making it
one of the deadliest pandemics in history. The outbreak due to
COVID-19was declared a PublicHealth Emergency of Inter-
national Concern on January 30, 2020, and was escalated to
a global pandemic status on March 11, 2020, by The World
Health Organization (WHO) (WHO 2021; Shereen et al.
2020).Once a person is infected byCOVID-19, he or shemay
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exhibit mild symptoms, such as fever, fatigue, cough, loss of
taste, or smell. There is a small percentage of patients that
suffer from severe and critical conditions, in which the virus
leads to pneumonia, multi-organ failure, and even death.

Vaccination is one of the solution to end the pandemic. The
development and its enrollment, however, are long and com-
plexprocesses.Currently, the technique that iswidely consid-
ered as the gold standard to diagnose COVID-19 according
to WHO guidelines, is reverse transcription-polymerase
chain reaction (RT-PCR). For the RT-PCR test, a sample of
data is obtained and collected from a person’s nose and then
placed in an RT-PCR machine to be analyzed. The results
are usually available within a few hours or up to a few days.
However, due to the outbreak,most countries have been over-
whelmed and suffered from shortages of medical resources.
The ability to offer COVID-19 testing is constrained in high-
and low-income countries alike (Nogee and Tomassoni
2020; He et al. 2020). Hence, the test is only carried out on
patients that exhibit relevant symptoms. As stated in He et al.
(2020), this poses a serious issue because the probability

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s43674-022-00044-w&domain=pdf
http://orcid.org/0000-0001-6123-5100
http://orcid.org/0000-0002-8779-3116


33 Page 2 of 11 Advances in Computational Intelligence (2022) 2 :33

of transmission of the virus from asymptomatic and pre-
symptomatic patients is up to 75%. Before these groups of
patients are tested and become confirmed COVID-19 cases,
many people are already affected by them. Therefore, it is
important that we have an accurate and timely diagnosis tools
so that infected patients can be isolated and treated promptly.

Researchers have been looking for alternative screening
methods. One of these alternatives are methods based on
computerized tomography (CT) scans or chest X-ray images
(Fang et al. 2020; Ai et al. 2019). CT scans employ a series
of rotated X-ray image to generate create cross-sectional and
details images of the body. It, however, is costly and usually
only available in big cities. Chest X-ray image, on the other
hand, may not be as detailed as CT scans but it is still reliable
in assisting medical doctors in diagnosing many respiratory
infections. Generally, X-ray image is accessible and afford-
able compared to CT scans. And, most of the primary care
clinics in cities and rural areas have X-ray machines (Ariff
and Teng 2002; Falcon 2019).

As reported in Sufian et al. (2020), Pham et al. (2020),
Fang et al. (2020) and Ai et al. (2019), radiological imaging
could be used as a screening method for detecting COVID-
19. Several studies have demonstrated promising results
for detecting and prediction COVID-19 cases using chest
radiography images (Ariff and Teng 2002; Falcon 2019). In
particular, the studies are focused on using and fine-tuning
deep learning techniques to detect COVID-19 features.

Deep learning is an emerging field and has been adopted
in various medical fields including segmentation of medi-
cal imaging data (Kayalıbay et al. 2017), classification and
identification of skin cancer (Victor and Ghalib 2017), lung
cancer detection and classification (Alakwaa et al. 2017),
malaria diagnosis (Liang et al. 2017), and classification and
identification of Alzheimer’s disease (Farooq et al. 2017).
Researchers have also reported the use of the neural network-
based method in predictingCOVID-19 cases (Elsheikh et al.
2021). Nonetheless, to train a deep neural network with
promising results, a vast amount of dataset and immense
computational resources are required.

The high computational demand is also a challenge in
deep learning applications. This is also highlighted in a recent
survey paper (Sufian et al. 2020). The high computation cost
makes it difficult and impractical to apply deep learningmod-
elswhere resources are limited.Hence, current efforts of deep
learning applications have resorted to cloud computing. The
trend of cloud computing has continued to grow significantly
over the past decade, outpacingmany other sectors. However,
cloud computing requires a strong internet connection as the
end-user device needs to be connected to a central data cen-
ter. Unfortunately, this is also accompanied by other issues
such as data latency, server overload, risk of data leakage, and
memory cost. Therefore, a deep learning model which can
detect COVID-19 using cloud computing is not preferred.

The trend of edge computing has emerged as it has the
potential to combat the concerns associated with cloud com-
puting. Edge computing is defined as a way to process and
store data on resource-constrained terminal devices where
they are closer to the data sources. This results in a decen-
tralized system whereby the computing is handled locally.
Edge computing can be used to replace cloud computing, or
to complement existing cloud systems. For example, with
an edge, we can offset the load on the cloud and share its
computing loads. This can improve the performance of the
system and can be adopted for a wide range of deep learn-
ing applications (Wang et al. 2020). From the survey papers
(Sufian et al. 2020; Pham et al. 2020) however, we can see
that works on edge computing for COVID-19 are mostly on
monitoring condition especially on hospital services. The use
of edge devices for COVID-19 prediction is still limited.

In this work, we aim to develop a method, which can iden-
tify/predict COVID-19 and pneumonia in chestX-ray images
that is able to be run on edge devices. To overcome the prob-
lems of an inadequate dataset, transfer learning techniques
are exploited to develop the model. Transfer learning is a
popular approach to improve the accuracy and generaliza-
tion ability whereby a pre-trained model is reused to solve
a target task while utilizing the previous knowledge gained
(Pan and Yang 2010).

As an additional contribution to establish appropriate
confidence and introduce interpretability of the final clas-
sification result, the Grad-CAM technique is also applied
to the proposed model to extract the gradient information
which streams into the final layers of the model. The output
of the applied Grad-CAM on the trained model will be a
heat map that highlights the important region of the input
image that leads to the final decision of the model. To
deploy the proposed model on the edge, the model will
be optimized for edge application. The proposed system
utilizes Intel Neural Compute Stick 2 (NCS2) together with
the OpenVINO toolkit to accelerate inference and optimize
the proposed model. A low-cost but high-yielding system
which can predict COVID-19 and pneumonia diseases using
chest X-ray images can serve as a solution to assist relevant
healthcare facilities that are less well-equipped or do not
have access to stable internet connections. The edge system
will serve as an optimal solution for healthcare facilities that
have to deal with data privacy and compliance issues as the
data center is managed locally.

In summary, the main contributions of this paper are listed
as follows:

1. A deep learning model which can classify and predict
COVID-19 and pneumonia disease using chest X-ray
images is developed. The model is optimized for imple-
mentation in edge devices.
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2. Visual interpretationof the classification results by apply-
ingGrad-CAMto themodel is adapted to serve as clinical
evidence.

The structure of the rest of the paper proceeds as follows:
Sect. 2 describes the material used and the proposed method-
ology for developing the overall system, Sect. 3 presents the
experimental analysis to assess the performance of the sys-
tem. Finally, the paper is concluded in Sect. 4 and futurework
is also presented.

2 Material andmethods

In this section, the dataset and themethodology are presented.
As depicted in the overall design of the system in Fig. 1, there
are 3main stages in developing the proposed system.Thefirst
stage is collecting and preparing the dataset which is used to
develop the deep learning model. The next stage is devel-
oping a convolutional neural network model by exploiting
transfer learning to classify healthy, COVID-19, and pneu-
monia chest X-rays. The models are evaluated by computing
the confusion matrix and observing the learning curve of the
model during the training and testing process. To establish
appropriate trust and confidence in the classification result of
the model, Grad-CAM is applied to the network in an effort
to provide transparency and interpretability of the developed
model. The final stage is the deployment of the model. The
system aims to optimize and deploy the model on the edge
without sacrificing performance.

2.1 Data preparation

The dataset used in the study is obtained from three publicly
available sources. The first dataset was collected by Cohen
et al. (2020). It is an open dataset that has chestX-rays andCT
scans of COVID-19 cases, as well as other viral and bacterial
types of pneumonia. Another dataset was obtained from a
Kaggle repository (Kermany 2018). The database consists of
chest X-ray images for cases of normal, bacterial pneumonia,
and viral pneumonia. The final dataset was obtained from
Chowdhury et al. (2020), Rahman et al. 2020), the database
was contributedby a teamof researchers in collaborationwith
medical doctors. A total of 9337 images were collected from
these sources. The collected dataset consists of 795 COVID-
19 cases, 2924 normal cases, and 5618 cases of pneumonia.
With the COVID-19 class being the minority, the dataset’s
class imbalanced problem will affect the model’s accuracy
as the model will have the tendency to be biased towards the
class with more instances. Hence, random under-sampling
techniques are applied to the dataset (Rendón et al. 2020).
This technique involves removing data in a random manner
from the majority classes to achieve the same amount of

data in the minority class. After removing data from normal
and pneumonia classes, the dataset consists of 795 data in
each class. All of the collected images were normalized to a
common scale and resized to 299 × 299 pixels required by
the Inception-ResNet-v2 model.

To enable the model to generalize well to unseen data,
data augmentation is also implemented on the training set
in a random manner. Data augmentations increase diversity
in the dataset and could prevent problems like overfitting.
Therefore, different data augmentation techniques and values
were tested on the dataset to find the best combination that
balances overfitting and under-fitting. The data augmentation
techniques applied include rotating images at various angle
values in the range of ±15◦, zooming in the range of ±0.2,
horizontal flipping, and shearing in the range of ±0.2. The
dataset is further divided into 2 sets which are the train and
test set. The train set consists of 80% of the data, and the
remaining fractions for testing purposes. After processing,
the combined dataset consists of 1905 images in the train set
and 480 in the test set. Each class contains 635 training data
and 160 testing data.

2.2 Model development

A transfer learning-based approach and its optimization are
employed in this project. The base model used in this paper
is Inception-ResNet-v2 that has 572 layers. Due to it being
a very deep network, it has the advantage of being able to
generalize well to never-seen-before data as it can learn com-
plex and non-linear functions. However, a very deep model
may also cause degradation problems and could increase the
training time significantly. Inception-ResNet-v2 model is a
hybrid model that combines both the Inception structure and
residual networks. Inception blocks utilize multiple different
sizes of kernels in parallel to increase the effectiveness of the
variable-size feature in object recognition. Residual blocks
can accelerate the training speed of deepmodels while reduc-
ing the vanishing gradient problem. Hence, it can achieve
high accuracy while also satisfying the requirements of hav-
ing increased speed and smaller size (Deng et al. 2010).

When retrainingwith the newCOVID-19 dataset that con-
tains only 1905 images, the machine will be able to exploit
the previous knowledge to improve generalization and accu-
racy. Themodel is instantiatedwithout the top classifier layer
and replaced with modified custom layers as shown in Fig. 2.
The newly added custom layers consist of 5 layers which are
AveragePooling2D layer, Flatten layer, Dense layer with 64
nodes, Dropout layer, and a final Dense layer with 3 nodes
and “softmax” activation function for 3 class prediction. The
custom layers are added to reshape the shape dimension for
fine-tuning the class prediction (Karthik et al. 2021; Chowd-
hury et al. 2021).
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Fig. 1 General workflow of the overall system

Fig. 2 Architectural details of the proposed model [adapted from
Szegedy et al. (2017)]

During the first 15 epochs, the pre-trained weights of the
initial convolutional layers are frozen, and only the newmod-
ified layers are trained on the new dataset to convert extracted
features from the early frozen convolutional layers into 3
class predictions. Training is then continued for another 15
epochs whereby part of the later layers will be unfrozen. The
weights of the later layers are fine-tuned along with the cus-
tom layers using the COVID-19 dataset with a lower learning
rate. By doing so, significant improvement of the model’s
accuracy could be achieved as the pre-trained features will
be more adapted to the new dataset.

2.3 Localization using Grad-CAM

Gradient-weighted Class Activation Map (Grad-CAM) aims
to build trust in intelligent systems by introducing trans-
parency and interpretability inAImodels. It allows intelligent
models to explain why the model predicts what they pre-
dict. Grad-CAM works by utilizing the gradient information
which streams into the last convolutional layer of themodel to
detect the importance of each neuron for a particular decision
made by the model. Class activation map techniques are gen-
erally utilized to visually debug a deep learning model due to
the non-transparent nature of the neural network. However,
Grad-CAM was used in the proposed system to localize the
potentially infected area to confirm the classification result.
Grad-CAM technique can be used in any layer of a network
to provide an explanation of the activations. In the proposed
system, Grad-CAM is used in the final convolutional layer as
convolutional layers generally preserve spatial information
which is usually lost in fully connected layers. The last con-
volutional layers offer the best trade-off between high-level
semantics information and its spatial information (Selvaraju
et al. 2020).

To assist the model to localize better, the input chest X-ray
images were processed before being read by the proposed
model. The lung region was manually extracted as illus-
trated in Fig. 3. The extracted lung X-ray image will then
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Fig. 3 (Left) Sample original
image that is used as input of the
model during training (Right)
Extracted image that is used as
input during prediction

be taken as input. Once the predicted label has been calcu-
lated by the proposed model, the Grad-CAM technique is
applied and adopted on the last convolutional layer to obtain
a heat-map that highlights regions with the highest impor-
tance. The heat-map generated by the Grad-CAM algorithm
will be overlaid on the original image for better comparison
with the radiologist-marked X-ray image,

2.4 Deployment of themodel on the edge

The Intel Movidius Neural Stick 2 (NCS2) is utilized to
run the deep learning model on the edge. The OpenVINO
toolkit optimizes the CNNs for various Intel-specific hard-
ware devices including the NCS2 (Misra 2019). However,
the Inception-ResNet-v2 based model is developed using the
deep learning framework Keras that is not supported on the
OpenVINO toolkit. Thus, theKerasmodel,which runs on top
of Tensorflow, is converted into a Tensorflow compatible for-
mat (Protocol Buffers.pb file)which can be read by themodel
optimizer of the OpenVINO toolkit. The Model Optimizer
(MO) is one of the 2 main components of the OpenVINO
toolkit. The other one being the Inference Engine (IE). MO
is used in the offline phase and fed with the definition files
of the model (Intel Corporation 2022). The primary tasks of
MO are described as follows:

1. Convert the Tensorflow model (.pb file) to Intermediate
Representation (IR) format which is the only format that
is readable for the IE. The IR format includes 2 files:.xml
file which describes the network architecture in XML
format and.bin file which consists of the parameters of
the trained model in binary format.

2. Execute optimization of the model such as quantization
of the model’s weight and merging model’s layers which
result in reduced model’s size.

The model optimizer is able to optimize the model using
various precision formats such as INT8, FP16, and FP32.

However, due to the computing constraints of NCS2, the
model is optimized using FP16 format.

TheMOprepares themodel to be ready for the deployment
phase, whereas the IE executes the inference on the edge
device. The IE is installed independently on the inference
device and it consists of an API to read the IR files generated
by the MO. This deployment environment is separated from
the training environment and requires only 2 light-weighted
IR files that are generated by the MO to execute inference.
The workflow of the inference engine is illustrated in Fig. 4.

3 Results and Analysis

The experiments are conducted to assess and evaluate the
performance of the proposed method. The assessments are
as follows;

(i) The classification between healthy, COVID-19, and
pneumonia disease.

(ii) The interpretability of the network by comparingX-ray
images marked by a board-certified radiologist and the
heat-map computed by using Grad-CAM.

(iii) The performance of the optimizedmodel when deploy-
ing on different platforms.

The dataset of 2385 images is split into 80% training set
and 20% testing set. Hence, the performance of the model
is evaluated based on 480 images. Figure 5 illustrates the
confusion matrices before and after fine-tuning to discrimi-
nate between COVID-19, normal, and pneumonia X-rays. In
the confusion matrix, the blue boxes represent classes that
are classified correctly, and the white boxes represent mis-
classified classes. Before fine-tuning, out of 160 COVID-19
X-rays, it can be observed that 1 is misclassified as a nor-
mal case and 1 is classified as pneumonia. Only 1 of the
normal X-rays is classified as COVID-19, and 5 of them are
misclassified as pneumonia. For pneumonia, 1 is classified
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Fig. 4 General workflow of the
Inference Engine

Fig. 5 Left) Confusion matrix
before fine-tuning (Right)
Confusion matrix after
fine-tuning

incorrectly as a COVID-19 case, and 5 are classified as nor-
mal cases.

After fine-tuning, it is observed that the performance of
the model is adjusted and improved. The number of accurate
classifications of COVID-19 remain the same, but none of the
normal are incorrectly predicted as COVID-19. The number
of misclassifications of normal cases as pneumonia are also
reduced to 3. There is no misclassification of pneumonia as
COVID-19, but 4 of them are still misclassified as normal.

From the confusionmatrix, fourmetrics can be calculated;
accuracy, specificity, sensitivity, and F-1 score. Accuracy is
the most common and important metric that measures how
well the model performs across all classes with can be deter-
mined using Eq. 1.

Accuracy � TP + TN

TP + TN + FP + FN
. (1)

Here, TP is the number of true positive cases, TN is the
number of true negative cases, FP indicates the number of
false-positive cases and FN indicates the number of false-
negative cases.

Sensitivity, or recall, is the percentage of true positive
cases among all the cases that are correctly identified. It mea-
sures how well the model is able to identify cases that have
the disease.

Sensitivity � TP

TP + FN
. (2)

Specificity is the proportion of cases that are correctly pre-
dicted as negative among cases that do not have the disease.

It is a measurement of how well the model can predict cases
that do not have the disease.

Specificity � TN

TN + FP
. (3)

F-1 scoremeasures the accuracy of themodel on a dataset,
it is the weighted average of sensitivity and specificity. F-1
score takes into consideration both false-positive and false-
negative cases. Hence, it is more useful than accuracy when
there is an uneven class distribution of false-positive and
false-negative cases.

F1 − Score � 2 × Sensitivity × Specificity

Sensitivity + Specificity
. (4)

Table 1 summarizes the overall performance on the test set
before and after fine-tuning. The results showed improve-
ment in the overall performance metrics, with the overall
accuracy increasing from 97.1 to 98.13%.

The accuracy and loss of the model for both train and
test set are also observed for each epoch. This is illustrated
in Fig. 6 where the variation of accuracy and loss during
the process of training and testing can be monitored. The
training and testing loss decreasewith the increase of training
iteration epochs and gradually converges after approximately
25 epochs. This indicates that no significant overfitting or
under-fitting problems is observed.
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Table 1 Summarized result of
the performance of the model
before and after fine-tuning

Sensitivity (%) Specificity (%) F-1 score (%) Accuracy (%)

Before fine-tuning 97.1 98.5 97.1 97.1

After fine-tuning 97.7 99.1 98.3 98.13

Fig. 6 Learning curves of the training and testing process. Validation
using Grad-CAM for a visual explanation

3.1 Visualization

To improve the reliability of the proposed model, it is crucial
to associate the classification results with clinical symp-
toms/evidences. Grad-CAM algorithm computes a heat-map
that highlights the important regions in the X-ray images
that contributed to the classification. The heat-map contains
intensity values that correspond to the importance of that
particular pixels. Higher intensity indicates higher impor-
tance to the result. The highlighted region produced by the
Grad-CAMalgorithm corresponds to the potentially infected
region as shown in Fig. 7.

To validate the credibility of the model, five (5) COVID-
19 chest X-ray images (Fig. 7, Column 1) were collected
from trusted source (Narayan Das et al. 2020) and compared
with the Grad-CAM generated heatmap overlaid chest X-ray
images (Fig. 7, Column 3). These 5 images exhibit different
regions of the infected area to prove that the model inference
results are not biased. The region that displayed specific signs
of COVID-19 (ROI) was marked by a board-certified radi-
ologist (Fig. 7, Column 1). All 5 images were predicted as
COVID-19 by the proposed model. The weights and node
values that contributed to these 5 inference results are ana-
lyzed by the Grad-CAM algorithm and heatmaps (Fig. 7,

Column 4) are computed from these inferences. The heatmap
intensity is converted into color-coded by matching yellow
bring the highest intensity and blue being the lowest inten-
sity (Fig. 7, Column 2). The color-coded heatmaps are then
overlaid onto the cropped-out chest X-ray (Fig. 7, Column
3).

The model correctly considers the lungs area as indica-
tors of COVID-19 in Fig. 7. The highlighted regions in the
heatmap that have relatively higher intensity values (yel-
low) mostly fall within the lungs region. Even though not
all marked regions by the radiologist are highlighted in the
heatmap, the region that has the highest intensity value coin-
cides with the region marked by the radiologist. The model
is able to identify the affected area in the lungs effectively
and make predictions accordingly. This is because the final
classification result could be derived based on one problem-
atic area, indicating that to identify all affected areas is not
necessary for an accurate COVID-19 diagnosis.

3.2 Edge implementation

Two different devices are considered to evaluate the per-
formance and efficiency trade-offs. The first experiment is
conducted onGoogleColabwith a single-core Intel®Xeon®
CPU @ 2.20 GHz and 12.72 GB RAM. The second one is a
Raspberry Pi 4 with SoC Broadcom BCM2711 Quad-Core
Cortex A-72 @ 2.5 GHz and 4 GB SDRAM. The NCS2 is
connected to Raspberry Pi 4 to illustrate the edge device.

To evaluate the performance of the model on different
devices, the same test set is utilized in calculating the aver-
age frame per second (FPS), average inference time, and the
final accuracy. The original developed model’s size is also
compared with the optimized model’s size. The comparisons
are shown in Figs. 8 and 9.

As illustrated in Fig. 8, it takes 1.85 s on average to clas-
sify a single X-ray image on the CPU. On the other hand, the
NCS2 has an average inference time of approximately 0.2 s.
The optimized model on NCS2 demonstrates an increased
performance by a factor of 9.25 times in terms of inference
time. It also shows significant improvement in terms of aver-
age frame per second (FPS). The average FPS on NCS2 is 5,
which is almost 10 times of theCPU.As depicted in Fig. 9 the
optimized model has a total size of approximately 214 MB
(694 KB.xml file + 213 MB.bin file). The model in CPU,
which is stored in the file format of HDF5, has a size of
430 MB, which is double the size of the optimized model.
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(1) (2) (3) (4)

Fig. 7 (Column 1) Original X-ray images marked by a radiologist (Column 2) Color-coded heatmap generated by Grad-CAM algorithm (Column
3) Heatmap overlaid on the extracted original image (Column 4) Intensity values of the heatmap generated by Grad-CAM algorithm
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Average
Inference
Time (s)

Average
Frame per

Second
Accuracy

CPU 1.8467 0.5415 98.13%
Raspberry Pi 4 + NCS2 0.1995 5.0118 93.96%

1.8467

0.5415 98.13%
0.1995

5.0118

93.96%

0
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4
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6

Fig. 8 Performance comparison in terms of inference time, frame per
second, and accuracy

430
214

0 200 400 600

Model Size (MB)

Optimized Model Original Model

Fig. 9 Comparison in terms of model’s size

The accuracy is reduced from 98.13 to 93.96%. However,
a significant improvement can be observed from the average
inference speed, average FPS, and model size. The infer-
ence speed and FPS have an improvement of 90%, and the
model’s size is reduced by 50%. The experiments show that
the optimized model has a smaller size and faster inference
time with slightly reduced accuracy. It displays the poten-
tial of the model to be deployed on the edge as it has a good
trade-off between efficiency and performance on tightly con-
strained platforms. Such characteristics are ideal for primary
and rural clinics as the model can be employed without the
need to invest in higher computing machines. The edge sys-
tem is an optimal solution for clinics that do not have access
to internet connections. It will enable primary and rural clin-
ics to predict expected COVID-19 cases from chest X-ray
images.

3.3 Performance evaluation

Few studies have developed chest X-ray analysis for the
classification of COVID-19 using deep learning. Heidari
et al. (2020) developed a computer-aided scheme of chest
X-ray images to detect COVID-19 and pneumonia disease.
The study utilized the VGG-16 to classify the images into
3 classes. Their model had an overall accuracy of 93.9%
in 3-classes classification. Wang et al. (2021) developed a
method based on deep learning to identify COVID-19 from
community-acquired pneumonia (CAP). Two models were
developed. Their method was able to yield an accuracy of
98.7% for the first model, and an accuracy of 93.0% for

the second model. Das et al. (2021) used a transfer learn-
ing approach to classify chest X-ray images into 3 classes,
namely: COVID-19, pneumonia and no infection. Their best
performingmodel was based onVGG16 and had an accuracy
of 97.7%, precision of 96.7%, recall of 96.5%, and F1 score
of 96.6%. Karakanis and Leontidis (2021) aimed to generate
synthetic chestX-ray images using the concept of conditional
generated adversarial networks (cGANs). The model had
98.3% accuracy, 99.3% sensitivity, and 98.1% specificity for
multi-class prediction. This research also used interpretable
AI to visualize the areas that contributed to the model’s deci-
sion. Rajpal et al. (2021) explored the use of transfer learning
using the base model of ResNet-50 to perform multiclass
classification involving 3 classes as well: COVID-19, pneu-
monia, and normal/healthy cases. The model had an overall
accuracy of 97.4%. Ismael and Şengür (2021) usedResNet50
model also to perform feature extraction, alongwith the SVM
classifier Linear kernel function to perform binary classifi-
cation of COVID-19 and healthy X-ray images. This model
produced an accuracy of 94.7%. Umer et al. (2021) devel-
oped a CNN approach to detect COVID-19 cases with 97%
accuracy for 2-classes classification.

Recently, researchers also develop an application for
COVID-19 prediction on edge devices. Shen et al. (2022)
developed a method to detect COVID-19 from Chest X-
ray(CXR) images using ResNet18 as a feature extractor with
discrete social learning particle swarm optimization algo-
rithm (DSLPSO) as the feature selections and Support Vector
Machine (SVM) to classify the images intoCOVID-19, pneu-
monia and no infection classes. It is reported the method has
95.86% accuracy. They however do not report which edge
devices used in their experiment. Laxmi Lydia et al. (2021)
developed a federated deep learning-basedCOVID-19 (FDL-
COVID) detection model on edge computing environment.
The method was based on SqueezeNet architecture. The
edge devices uploaded the images into the cloud which
was then performed federated learning to develop the global
cloud model. The model was used to classify CXR images
into COVID-19, pneumonia and no infection classes. It
was reported that the average accuracy was 0.97. Rangara-
jan and Ramachandran (2021) developed an application of
deep learning models on smart-phone. They used and tested
five CNN models namely VGG16, MobileNetV2, Xception,
NASNetMobile and InceptionResNetV2. It was reported that
VGG16 and Xception performed better in a smartphone. The
validation accuracy of those models were 98.6% and 98.1%
respectively.

From the literature, we found that the results of our pro-
posed model are comparable with other reported models
which have accuracy ranging from 93.9% to 98.7%. Espe-
cially for works on edge devices, our models which have
98.13% accuracy are better than most of the reported works.
In addition to that, the credibility of our model has been
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verified by the addition of the interpretability function. Fur-
thermore, the proposed model is able to be implemented at
the edge, where computing resources are scarce and limited
without sacrificing much of the accuracy in exchange for
accelerated inference speed. This is a relatively good trade-
off in performance. With the implementation of the model
on the edge, the system has demonstrated its potential for
real-world application.

4 Conclusion

Due to the current COVID-19 pandemic and the limitations
of the diagnosis method, deep learning-based method can be
adopted as an alternative tool for detecting COVID-19. The
deep learning models generally, however, require high com-
putational resources which are not suitable for deployment in
primary care clinics in cities and rural areas. As these areas
may have limited internet access, a cloud-based approach is
also not preferred.

To solve these challenges, in this work,

1. We developed a deep learning model which can clas-
sify and predict COVID-19 and pneumonia disease using
chest X-ray images that can run on edge devices.
Transfer learning techniques are employed to resolve the

issue of having an inadequate dataset. The proposed model
is trained with 1905 X-ray images and evaluated with 480
images and has an accuracy of 98.13%, sensitivity of 97.7%,
and specificity of 99.1% for 3-class prediction. The proposed
model is deployed on a Raspberry Pi 4 and NCS2, which
can consider as an edge device. Results show that there is a
significant improvement in terms of inference speed (0.2 s)
and frame per second (5 FPS), reduction in size of the model
(214 MB), and a slight reduction in accuracy (93.96%).

2. We also developed a visual interpretation of the classifi-
cation results by applying Grad-CAM to the model.

Grad-CAM localization is applied to provide transparency
and interpretability of the results. The generated heatmap
highlights the important region in the input image that the
model identified as discriminating for COVID-19. The high-
lighted areas are compared to annotated X-ray images that
were marked by a board-certified radiologist and are found
to be correlated with clinical findings.

It is shown that the proposed method has the potential to
act as assistive intelligence to medical practitioners. As part
of future work, the model can be trained and evaluated with
more datasets of COVID-19 to improve its robustness and
accuracy.
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