
22   HASTINGS CENTER REPORT November-December 2021 November-December 2021 HASTINGS CENTER REPORT      23

no. 1 (2012): 88-133; M. Desmond and K. L. Perkins, “Are Landlords 
Overcharging Housing Voucher Holders?,” City & Community 15, no. 
2 (2016): 137-62; Higgins and Táíwò, “Enforcing Eviction.”

23. R. E. Snyder et al., “A Comparison of Social and Spatial 
Determinants of Health between Formal and Informal Settlements in 
a Large Metropolitan Setting in Brazil,” Journal of Urban Health 91, 
no. 3 (2014): 432-45.

24.  H. N. B. de Gusmão, “Mapa Racial de Pontos: Cidade do Rio 
de Janeiro,” November 4, 2015, https://desigualdadesespaciais.word-
press.com/2015/11/04/mapa-racial-da-cidade-do-rio-de-janeiro/; W. 
Carless, “A Brazilian Student Mapped Out Rio’s Segregation. What 
He Found Was Startling,” The World, Public Radio International, 
November 5, 2015, at https://www.pri.org/.

25. N. Klein, The Shock Doctrine: The Rise of Disaster Capitalism 
(New York: Macmillan, 2007).

26. N. Klein, “Coronavirus Capitalism—and How to Beat It,” 
Intercept, March 16, 2020, https://theintercept.com/2020/03/16/
coronavirus-capitalism/.

27. J. Mahanand, “India’s Pandemic Response Needed Ambedkar’s 
Vision of Social Security and Public Health,” Caravan, August 24, 
2020, https://caravanmagazine.in/policy/indias-pandemic-response-
needed-ambedkars-vision-of-social-security-and-public-health.

28. S. Raman and S. Tiwari, “India’s Strict Lockdown Pushed Its 
Dalits, Muslims and Adivasis Deeper into Debt,” Scroll, September 
12, 2020, https://scroll.in/article/972840/indias-strict-lockdown-
pushed-its-dalits-muslims-and-adivasis-deeper-into-debt.

29. A. Deshpande and R. Ramachandran, “Is COVID-19 ‘The Great 
Leveler’? The Critical Role of Social Identity in Lockdown-Induced Job 
Losses,” Global Labor Organization, GLO Discussion Paper No. 622, 
2020, https://glabor.org/is-covid-19-the-great-leveler-the-critical-role-
of-social-identity-in-lockdown-induced-job-losses-a-new-glo-discus-
sion-paper-by-glo-fellow-ashwini-deshpande-rajesh-ramachandran/. 

30. Mahanand, “India’s Pandemic Response Needed Ambedkar’s 
Vision.” 

31. V. Rawal et al., COVID-19 Lockdown: Impact on Agriculture 
and Rural Economy (New Delhi: Society for Social and Economic 
Research, 2020).

32. K. Rajagopal, “Supreme Court Orders Centre and States to 
Immediately Provide Transport, Food and Shelter Free of Cost to 
Stranded Migrant Workers,” Hindu, May 26, 2020, https://www.
thehindu.com/news/national/supreme-court-takes-suo-motu-cogni-
sance-of-migrant-workers-issue/article31679389.ece.

33. N. Jayaram and D. Varma, “Examining the ‘Labour’ in Labour 
Migration: Migrant Workers’ Informal Work Arrangements and 
Access to Labour Rights in Urban Sectors,” Indian Journal of Labour 
Economics 63 (2020): 999-1019. 

34. Government of India, Ministry of Consumer Affairs, Food & 
Public Distribution, “Parliament Passes the Essential Commodities 
(Amendment) Bill, 2020,” press release, September 22, 2020, https://
pib.gov.in/PressReleasePage.aspx?PRID=1657657; Government of 
India, Ministry of Agriculture & Farmers Welfare, Press Information 
Bureau, “Parliament Passes The Farmers’ Produce Trade and 
Commerce (Promotion and Facilitation) Bill, 2020 and The Farmers 
(Empowerment and Protection) Agreement of Price Assurance and 
Farm Services Bill, 2020,” press release, September 17, 2020, https://
pib.gov.in/Pressreleaseshare.aspx?PRID=1656929. 

35. P. Sainath, “And You Thought It’s Only about Farmers?,” People’s 
Archive of Rural India, December 10, 2020, https://ruralindiaonline.
org/articles/and-you-thought-its-only-about-farmers/.

36. IndustriALL Global Union, “Over 250 Million Workers Join 
National Strike in India,” November 26, 2020, http://www.industri-
all-union.org/over-250-million-workers-join-national-strike-in-india.

37. S. Alpa et al., Ground Down by Growth: Tribe, Caste, Class, and 
Inequality in Twenty-First Century India (London: Pluto Press and 
Oxford University Press, 2018).

38. A. Teltumbde, Republic of Caste: Thinking Equality in the Time 
of Neoliberal Hindutva (New Delhi: Navayana Publishing, 2018).

39. A. Kumar, “BR Ambedkar on Caste and Land Relations in 
India,” Review of Agrarian Studies 10, no. 1 (2020): 37-56; J. Lerche, 
“Jat Power and the Spread of the Farm Protests in Northern India,” 
India Forum, April 2, 2021, https://www.theindiaforum.in/article/jat-
power-and-spread-india-s-farm-protests.

40. P. Akhilesh, “The Prohibition of Employment of Manual 
Scavengers and Their Rehabilitation (Amendment) Bill—Part I,” 
in “Trashed: The Brutal Lives of India’s Sanitation Workers,” Dalit 
Camera, September 16, 2020, https://www.dalitcamera.com/the-pro-
hibition-of-employment-of-manual-scavengers-and-their-rehabilita-
tion-amendment-bill-part-i/.

41. S. A. C. Web, “India’s Labour Law Reform: Briefing Note for 
Parliamentarians,” Working Peoples’ Charter, September 21, 2020, 
https://workingpeoplescharter.in/media-statements/indias-labour-
law-reform-briefing-note-for-parliamentarians/.

42. Deshpande and Ramachandran, “Is COVID-19 ‘The Great 
Leveler’?”

43. A. Deshpande, “How India’s Caste Inequality Has Persisted—
and Deepened in the Pandemic,” Current History 120, no. 825 (2021): 
127-32; Dalit Human Rights Defenders Network and S. Veeraraghav, 
No Lockdown on Caste Atrocities: Stories of Caste Crimes during the 
COVID-19 Pandemic (New Delhi: Zubaan Books, 2021).

44. A. Ali, U. Jalal, and S. Zuberi, interview by K. A. Ansari, 
“Interests of Pasmanda and Upper Caste Muslims Never Meet,” Dalit 
Camera, February 26, 2017, https://www.dalitcamera.com/interests-
pasmanda-upper-caste-muslims-never-meet/.

45. S. Y. Rahman, “‘Social Distancing’ during COVID-19: The 
Metaphors and Politics of Pandemic Response in India,” Health 
Sociology Review 29, no. 2 (2020): 131-39.

46. R. K. Ahmad, M. S. Ahmad, and R. A Shaik, “India’s Response 
to COVID-19 Pandemic and Its Impact on Migrant Workers—a 
Public Health Perspective,” International Journal of Current Research 
and Review 12, no. 21, special issue (2020): 2-4; Press Trust of India, 
“Superspreader Protest? As Experts Worry about COVID, Farmers 
Say New Laws Bigger Threat to Their Survival,” Economic Times, 
November 30, 2020, https://economictimes.indiatimes.com/news/
politics-and-nation/superspreader-protest-as-experts-worry-about-
COVID-farmers-say-new-laws-bigger-threat-to-their-survival/ar-
ticleshow/79492533.cms; Z. Ahmed, “Tablighi Jamaat: The Group 
Blamed for New COVID-19 Outbreak in India,” BBC, April 2, 
2020, https://www.bbc.com/news/world-asia-india-52131338; G. 
Agoramoorthy and M. J. Hsu, “How the Coronavirus Lockdown 
Impacts the Impoverished in India,” Journal of Racial and Ethnic 
Health Disparities (2020): 1-6; N. Kipgen, “COVID-19 Pandemic 
and Racism in the United States and India,” Economic & Political 
Weekly 55, no. 23 (2020): 21-26; P. Preet and R. Balachandran, “Letter 
to the Chief Justice of the Calcutta High Court Addressing Caste-
Based Labour in the Pandemic,” May 4, 2021, SSRN, doi:10.2139/
ssrn.3842887; T. Bhattacharya, “Turning a Profit from Death: On 
Modi’s Pandemic Response in Neoliberal India,” Spectre Journal, May 
3, 2021, https://spectrejournal.com/turning-a-profit-from-death/.

47. A. Vilenica et al., “COVID-19 and Housing Struggles: The 
(Re)makings of Austerity, Disaster Capitalism, and the No Return to 
Normal,” Radical Housing Journal 2, no. 1 (2020): 9-28. 

48. S. Gupta, and R. Jayaswal, “C1.45 Lakh Crore Corporate Tax 
Cuts Finalised by Govt in 36 Hours,” Hindustan Times, September 
22, 2019, https://www.hindustantimes.com/india-news/1-45l-crore-
corporate-tax-cuts-finalised-by-govt-in-36-hours/story-bysocQKo-
QFEIELV1MYeNdN.html; J. Ghosh, “A Critique of the Indian 
Government’s Response to the COVID-19 Pandemic,” Journal of 
Industrial and Business Economics 47, no. 3 (2020): 519-30.

49. C. A. Phillips et al., “Compound Climate Risks in the 
COVID-19 Pandemic,” Nature Climate Change (2020): 586-88.

Mind the Gaps:  
Ethical and Epistemic Issues in the Digital 
Mental Health Response to Covid-19

by JOSHUA AUGUST SKORBURG and PHOEBE FRIESEN

Well before the Covid-19 pandemic, propo-
nents of digital mental health were touting the 
promise of various tools and techniques, from 

mHealth to digital phenotyping, that could revolutionize 
mental health care. As social distancing and its knock-
on effects (economic hardship, increased stress, decreased 
community support) have strained existing mental health 
infrastructures, calls have grown louder for implementing 
various digital mental health solutions. 

Commentaries have urged mental health profession-
als to “turn the crisis into an opportunity” by widely 
deploying digital mental health tools.1 John Torous and 
colleagues argue that we need to “accelerate and bend the 
curve on digital health.”2 Dror Ben-Zeev contends that 
“the digital mental health genie is out of the bottle.”3 
And, in fact, there have been record levels of investment 
in various digital mental health initiatives. One recent 
estimate suggests that digital behavioral health start-ups 
raised $588 million in the first half of 2020 alone.4 

At the outset of the pandemic, decisions about the 
rapid and widespread adoption of various digital health 
initiatives were necessarily made quickly, under condi-
tions of uncertainty and stress. Medicare rapidly modified 
their policies to allow clinicians to use (and bill for) tele-
health by FaceTime and Skype. Similarly, some Health 
Insurance Portability and Accountability Act (HIPAA) 
rules were initially relaxed. Many states also waived re-
quirements for psychiatrists to provide services only to 
patients in states in which they are licensed. 

But as the pandemic drags on, policy-makers are faced 
with difficult choices about these emergency measures. 
Should they stay in place? If so, for how long? Decisions 
made in crisis contexts often have a way of gaining a slow 
and steady momentum and then appearing inevitable in 

hindsight. Philosophers of science and technology have 
helpfully described these phenomena in terms of “path de-
pendencies” leading to “lock-in.” The case of surveillance 
technologies following the September 11, 2001, terrorist 
attacks are perhaps the clearest example. And indeed, an 
April 2020 headline asked, “After 9/11, we gave up pri-
vacy for security. Will we make the same trade-off after 
Covid-19?”5 In much the same way that the 9/11 crisis 
accelerated and locked in surveillance technologies in the 
name of national security, so, too, might the Covid-19 
crisis accelerate and lock in various digital technologies in 
the name of health security.

Medicine exhibits many path dependencies of this 
sort. In the United States, hospitals were established as a 
decentralized and highly competitive system, a structure 
that, over time, has become widespread and deeply en-
grained.6 This has created a fixed system in which reforms 
oriented toward collaboration and universal coverage are 
incredibly difficult to achieve, in part because they require 
not just doing but also an immense amount of undoing. 

Similarly, path dependencies in the Diagnostic and 
Statistical Manual of Mental Disorders (the DSM) lead to 
lock-ins that make substantive revisions nearly impos-
sible, despite widespread dissatisfaction with the categori-
cal classification system. The costs of taking a new path 
(such as adopting dimensional classifications for person-
ality disorders) are perceived to be too high because they 
would complicate medical record keeping, create admin-
istrative and clinical barriers, require massive retraining 
efforts, and disrupt longitudinal data collection and me-
ta-analyses.7 It is easy to imagine a not-too-distant future 
where this very same logic is applied to various digital 
health tools, first implemented as emergency measures, 
then rationalized as the “new normal.” 

We are thus at a turning point, where the urgency of 
the pandemic has us rushing headlong toward various 
digital health “solutions.” But decisions made today will 
put us on paths that shape the future of mental health 
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used to make predictions about mental health conditions 
within a population. While pronoun use can be highly pre-
dictive, such a feature doesn’t point toward novel or effective 
interventions for treating depression. Teaching someone to 
use fewer first-person singular pronouns won’t make them 
less depressed. 

This gap between prediction and intervention is hardly 
acknowledged in the scientific literature, however, where an 
announcement of a new predictive technology is often fol-
lowed by a promise related to improving well-being. To take 
just one of many possible examples, in reporting on a new 
automated linguistic analysis that predicts the onset of psy-
chosis in high-risk youth, Corcoran and colleagues suggest 
that their model can help to “identify linguistic targets for 
remediation and preventive intervention.”18 Given that the 
predictions are based on decreased semantic coherence and 
possessive pronoun usage, it seems that the authors may be 
suggesting an intervention that teaches youth to speak more 
coherently and use more possessive pronouns. Such an inter-
vention is unlikely to be successful, because it aims to treat 
an indicator, not a cause; it is like adjusting one’s barometer 
to stop an incoming storm.  

In response to such hype, it is essential to keep in mind 
that predictions do not necessarily lead to interventions, and 
that this worry is especially salient in the digital realm. While 
predictive technologies may support the identification and 
diagnosis of people who are suffering, they are unlikely to 
contribute to the development of tools and interventions 
that can reduce that suffering. Further development and de-
ployment of predictive analytic technologies related to men-
tal health may lead to a situation in which more and more 
people are identified as in need of support, but we lack the 
tools and resources to offer that support. This knowledge of 
where need is greatest might contribute to decisions about 
resource allocation, but it is crucial to keep in mind the limi-
tations of these technologies. Medical researchers and data 
scientists should not oversell the ability of predictive digi-
tal mental health technologies to directly improve mental 
health outcomes. 

The Safety Gap 

Calls for an increased reliance on digital mental health 
tools are taking place amidst a global reckoning with 

anti-Black racism. It is essential to consider how digital 
responses to Covid-19 might disproportionately impact 

individuals and communities of color, who have long ex-
perienced the epidemic of systemic racism and are now, as a 
direct result, being hit hardest by the pandemic.19 In some 
cases, digital mental health services are used not only to 
detect the presence of risk or suffering or offer support to 
those seeking care but also to determine when police officers 
should be dispatched to perform a wellness check. 

For example, Facebook’s suicide prevention program 
was developed as a last-ditch response for those in crisis. 
Although there is little public transparency about how this 
program operates and how decisions are made, a brief sketch 
can be offered. In essence, Facebook’s algorithms constantly 
scan public and private messages for content that may sug-
gest suicidal intent. If a post or message is flagged as high 
risk by an algorithm (due to keywords that have been associ-
ated with suicidal behavior), it is sent to a (human) modera-
tor for assessment. If the moderator decides that a response 
is warranted, then local police are alerted and dispatched to 
intervene.20 

While this may seem like a positive contribution to pub-
lic health on Facebook’s behalf, it is becoming increasingly 
clear that police wellness checks can do more harm than 
good. Between 2015 and August 5, 2020, 1,362 people who 
were experiencing mental health issues were killed by police 
in the United States. This remarkable number constitutes 
23 percent of police fatalities in that time.21 The March 
2020 case of Daniel Prude highlighted for many what has 
long been understood within racialized and marginalized 
communities: dispatching the police, particularly in some 
communities, can be fatal. The United States is not alone 
in the proliferation of these tragedies; police killings during 
wellness checks are generating substantial concern across the 
border in Canada as well.22 This means that digital technolo-
gies meant to increase access to mental health care may also 
lead to increased policing in already-overpoliced neighbor-
hoods. Before digital mental health solutions are funded by 
taxpayers, they must be proven to be, in fact, solutions and 
not themselves part of the problem.

Technological responses to the pandemic are ubiquitous. 
From digital contact tracing and public health surveillance 
to symptom-monitoring apps and smartphone-delivered 
doctor’s appointments, the new normal is likely to be in-
creasingly digital. Mental health care is no exception, and 
recent calls for the widespread adoption of digital mental 
health technologies as a response to the pandemic suggest 
that this new normal may have already arrived. However, 

care for a long time to come. Will the easing of lockdowns 
have come at the cost of technological lock-ins?

As Mélanie Terrasse, Moti Gorin, and Dominic Sisti ar-
gued in 2019 in this journal, bioethicists have a crucial role 
to play in examining how health research and services are 
being transformed in digital spaces.8 We agree, and we see 
bioethicists as uniquely positioned to cut through the hype 
surrounding digital mental health, which can obscure cru-
cial ethical and epistemic gaps that ought to be considered 
by policy-makers before society commits to a digital health 
future. Here, we describe four such gaps.

The Evidence Gap

While there is a substantial body of evidence support-
ing the efficacy of telehealth by video conference 

or phone, many newer digital mental health tools are also  
gaining traction, including smartphone-delivered therapy, 
artificial intelligence chatbots, and symptom monitoring via 
smartwatches and smartrings. It is precisely the scalability of 
these tools that makes them attractive solutions to the men-
tal health fallout from the pandemic. However, the majority 
of commercially available mental health apps are not sup-
ported by robust empirical evidence. In one study, research-
ers found that while seventy-three of the most downloaded 
mental health apps in the iTunes and Google Play stores 
claim to be effective at improving symptoms, only one of 
them included a citation to a published study.9 Yet down-
loads of these apps have been surging since the start of the 
pandemic. 

The best available evidence suggests that smartphone 
apps, chatbots, and the like may be effective as adjuncts to 
traditional forms of psychotherapy but, at best, fail to offer 
significant benefit on their own. Some even lead to worse 
outcomes.10 This does not fit neatly with the arguments for 
the scalability of these digital tools. When the weak evi-
dence base for newer digital mental health tools is weighed 
against other important ethical considerations, such as data 
privacy, potential data misuses, and threats to autonomy, 
many of these digital tools seem inadequate. Thus, before 
limited health care dollars are allocated, it will be impor-
tant to ensure that proposed digital mental health solutions 
demonstrate evidence of directly improving mental health 
outcomes.

The Inequality Gap  

Proponents of digital mental health regularly tout the 
power of these tools to reach underserved populations, 

such as refugees and veterans.11 However, there is a substan-
tial risk that these technologies will perpetuate existing so-
cial biases and inequalities.12 The Covid-19 pandemic has 
brought these inequalities into sharp relief, and it is already 
clear that the mental health fallout will be most significant 
for those with overlapping vulnerabilities.

For example, not only are the elderly more likely to be-
come seriously ill or die from Covid-19, but they are also 
more likely to be lonely and depressed—experiences that 
have been exacerbated by the isolation brought on by the 
pandemic.13 Principles of justice dictate that we ought to 
help the least well-off among us. Nevertheless, many of the 
digital mental health tools in the headlines today seem the 
least likely to benefit those most in need, as they often lack 
digital literacy or reliable access to high-speed internet. The 
latest data from the Pew Research Center shows that, in ear-
ly 2021, only 64 percent of Americans sixty-five years of age 
and older had home broadband. Among Americans mak-
ing less than $30,000 per year, only 57 percent had access.14 
Even if the “evidence gap” is closed, issues with inequality 
will persist. In the short term, many members of the most 
vulnerable populations may not be able to reliably access 
evidence-based forms of remote care. Similarly, low-income 
families are less likely to have a room where a patient can 
be alone with the door closed—a privacy requirement for 
teletherapy. 

To the extent that we are forging new path dependencies 
for digital health, then, the inequality gap may widen even 
further over the long term. Investing in digital mental health 
technologies may mean that those with fewer digital resourc-
es will be excluded from care, making it less likely that their 
mental health issues will be improved, which could lead to 
further disadvantages with regard to resources and literacy, 
and so on. There is a moral imperative for policy-makers to 
ensure that proposed digital mental health solutions do not 
widen the gap between the digital haves and have-nots.

The Prediction-Intervention Gap 

One of the most rapidly growing areas of digital mental 
health is predictive analytics, which is often depicted 

as revolutionizing clinical practice in psychiatry.15 But it is 
far from clear that this claim will be borne out. Predictive 
analytic tools find patterns in multimodal data by examin-
ing features such as how individuals interact with their cell 
phones (scrolling or tapping, for example), how they speak 
(people’s pitch, intonation), or how they write (their pro-
nouns, keywords). These features can be highly predictive. 
For example, people experiencing depression use first-person 
singular pronouns more often than others.16 However, while 
these tools can accurately predict who is likely to experience 
a mental health crisis, they are unlikely to lead to better in-
terventions. This is because they contribute to predictions, 
but not explanations, of mental disorders.

In philosophy of science, the asymmetrical relationship 
between predictions and explanations has long been recog-
nized. While a good scientific explanation can help to make 
accurate predictions, a good prediction does not always lead 
to an explanation. Barometers are good predictors of storms, 
but they don’t explain the arrival of a storm; this is because 
the change in pressure that they measure is an indicator, not 
a cause.17 So too with linguistic features, and many others, 

While predictive technologies may support the identification and 
diagnosis of people who are suffering, they are unlikely to  
contribute to the development of tools and interventions that can 
reduce that suffering. 
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used to make predictions about mental health conditions 
within a population. While pronoun use can be highly pre-
dictive, such a feature doesn’t point toward novel or effective 
interventions for treating depression. Teaching someone to 
use fewer first-person singular pronouns won’t make them 
less depressed. 

This gap between prediction and intervention is hardly 
acknowledged in the scientific literature, however, where an 
announcement of a new predictive technology is often fol-
lowed by a promise related to improving well-being. To take 
just one of many possible examples, in reporting on a new 
automated linguistic analysis that predicts the onset of psy-
chosis in high-risk youth, Corcoran and colleagues suggest 
that their model can help to “identify linguistic targets for 
remediation and preventive intervention.”18 Given that the 
predictions are based on decreased semantic coherence and 
possessive pronoun usage, it seems that the authors may be 
suggesting an intervention that teaches youth to speak more 
coherently and use more possessive pronouns. Such an inter-
vention is unlikely to be successful, because it aims to treat 
an indicator, not a cause; it is like adjusting one’s barometer 
to stop an incoming storm.  

In response to such hype, it is essential to keep in mind 
that predictions do not necessarily lead to interventions, and 
that this worry is especially salient in the digital realm. While 
predictive technologies may support the identification and 
diagnosis of people who are suffering, they are unlikely to 
contribute to the development of tools and interventions 
that can reduce that suffering. Further development and de-
ployment of predictive analytic technologies related to men-
tal health may lead to a situation in which more and more 
people are identified as in need of support, but we lack the 
tools and resources to offer that support. This knowledge of 
where need is greatest might contribute to decisions about 
resource allocation, but it is crucial to keep in mind the limi-
tations of these technologies. Medical researchers and data 
scientists should not oversell the ability of predictive digi-
tal mental health technologies to directly improve mental 
health outcomes. 

The Safety Gap 

Calls for an increased reliance on digital mental health 
tools are taking place amidst a global reckoning with 

anti-Black racism. It is essential to consider how digital 
responses to Covid-19 might disproportionately impact 

individuals and communities of color, who have long ex-
perienced the epidemic of systemic racism and are now, as a 
direct result, being hit hardest by the pandemic.19 In some 
cases, digital mental health services are used not only to 
detect the presence of risk or suffering or offer support to 
those seeking care but also to determine when police officers 
should be dispatched to perform a wellness check. 

For example, Facebook’s suicide prevention program 
was developed as a last-ditch response for those in crisis. 
Although there is little public transparency about how this 
program operates and how decisions are made, a brief sketch 
can be offered. In essence, Facebook’s algorithms constantly 
scan public and private messages for content that may sug-
gest suicidal intent. If a post or message is flagged as high 
risk by an algorithm (due to keywords that have been associ-
ated with suicidal behavior), it is sent to a (human) modera-
tor for assessment. If the moderator decides that a response 
is warranted, then local police are alerted and dispatched to 
intervene.20 

While this may seem like a positive contribution to pub-
lic health on Facebook’s behalf, it is becoming increasingly 
clear that police wellness checks can do more harm than 
good. Between 2015 and August 5, 2020, 1,362 people who 
were experiencing mental health issues were killed by police 
in the United States. This remarkable number constitutes 
23 percent of police fatalities in that time.21 The March 
2020 case of Daniel Prude highlighted for many what has 
long been understood within racialized and marginalized 
communities: dispatching the police, particularly in some 
communities, can be fatal. The United States is not alone 
in the proliferation of these tragedies; police killings during 
wellness checks are generating substantial concern across the 
border in Canada as well.22 This means that digital technolo-
gies meant to increase access to mental health care may also 
lead to increased policing in already-overpoliced neighbor-
hoods. Before digital mental health solutions are funded by 
taxpayers, they must be proven to be, in fact, solutions and 
not themselves part of the problem.

Technological responses to the pandemic are ubiquitous. 
From digital contact tracing and public health surveillance 
to symptom-monitoring apps and smartphone-delivered 
doctor’s appointments, the new normal is likely to be in-
creasingly digital. Mental health care is no exception, and 
recent calls for the widespread adoption of digital mental 
health technologies as a response to the pandemic suggest 
that this new normal may have already arrived. However, 

care for a long time to come. Will the easing of lockdowns 
have come at the cost of technological lock-ins?

As Mélanie Terrasse, Moti Gorin, and Dominic Sisti ar-
gued in 2019 in this journal, bioethicists have a crucial role 
to play in examining how health research and services are 
being transformed in digital spaces.8 We agree, and we see 
bioethicists as uniquely positioned to cut through the hype 
surrounding digital mental health, which can obscure cru-
cial ethical and epistemic gaps that ought to be considered 
by policy-makers before society commits to a digital health 
future. Here, we describe four such gaps.

The Evidence Gap

While there is a substantial body of evidence support-
ing the efficacy of telehealth by video conference 

or phone, many newer digital mental health tools are also  
gaining traction, including smartphone-delivered therapy, 
artificial intelligence chatbots, and symptom monitoring via 
smartwatches and smartrings. It is precisely the scalability of 
these tools that makes them attractive solutions to the men-
tal health fallout from the pandemic. However, the majority 
of commercially available mental health apps are not sup-
ported by robust empirical evidence. In one study, research-
ers found that while seventy-three of the most downloaded 
mental health apps in the iTunes and Google Play stores 
claim to be effective at improving symptoms, only one of 
them included a citation to a published study.9 Yet down-
loads of these apps have been surging since the start of the 
pandemic. 

The best available evidence suggests that smartphone 
apps, chatbots, and the like may be effective as adjuncts to 
traditional forms of psychotherapy but, at best, fail to offer 
significant benefit on their own. Some even lead to worse 
outcomes.10 This does not fit neatly with the arguments for 
the scalability of these digital tools. When the weak evi-
dence base for newer digital mental health tools is weighed 
against other important ethical considerations, such as data 
privacy, potential data misuses, and threats to autonomy, 
many of these digital tools seem inadequate. Thus, before 
limited health care dollars are allocated, it will be impor-
tant to ensure that proposed digital mental health solutions 
demonstrate evidence of directly improving mental health 
outcomes.

The Inequality Gap  

Proponents of digital mental health regularly tout the 
power of these tools to reach underserved populations, 

such as refugees and veterans.11 However, there is a substan-
tial risk that these technologies will perpetuate existing so-
cial biases and inequalities.12 The Covid-19 pandemic has 
brought these inequalities into sharp relief, and it is already 
clear that the mental health fallout will be most significant 
for those with overlapping vulnerabilities.

For example, not only are the elderly more likely to be-
come seriously ill or die from Covid-19, but they are also 
more likely to be lonely and depressed—experiences that 
have been exacerbated by the isolation brought on by the 
pandemic.13 Principles of justice dictate that we ought to 
help the least well-off among us. Nevertheless, many of the 
digital mental health tools in the headlines today seem the 
least likely to benefit those most in need, as they often lack 
digital literacy or reliable access to high-speed internet. The 
latest data from the Pew Research Center shows that, in ear-
ly 2021, only 64 percent of Americans sixty-five years of age 
and older had home broadband. Among Americans mak-
ing less than $30,000 per year, only 57 percent had access.14 
Even if the “evidence gap” is closed, issues with inequality 
will persist. In the short term, many members of the most 
vulnerable populations may not be able to reliably access 
evidence-based forms of remote care. Similarly, low-income 
families are less likely to have a room where a patient can 
be alone with the door closed—a privacy requirement for 
teletherapy. 

To the extent that we are forging new path dependencies 
for digital health, then, the inequality gap may widen even 
further over the long term. Investing in digital mental health 
technologies may mean that those with fewer digital resourc-
es will be excluded from care, making it less likely that their 
mental health issues will be improved, which could lead to 
further disadvantages with regard to resources and literacy, 
and so on. There is a moral imperative for policy-makers to 
ensure that proposed digital mental health solutions do not 
widen the gap between the digital haves and have-nots.

The Prediction-Intervention Gap 

One of the most rapidly growing areas of digital mental 
health is predictive analytics, which is often depicted 

as revolutionizing clinical practice in psychiatry.15 But it is 
far from clear that this claim will be borne out. Predictive 
analytic tools find patterns in multimodal data by examin-
ing features such as how individuals interact with their cell 
phones (scrolling or tapping, for example), how they speak 
(people’s pitch, intonation), or how they write (their pro-
nouns, keywords). These features can be highly predictive. 
For example, people experiencing depression use first-person 
singular pronouns more often than others.16 However, while 
these tools can accurately predict who is likely to experience 
a mental health crisis, they are unlikely to lead to better in-
terventions. This is because they contribute to predictions, 
but not explanations, of mental disorders.

In philosophy of science, the asymmetrical relationship 
between predictions and explanations has long been recog-
nized. While a good scientific explanation can help to make 
accurate predictions, a good prediction does not always lead 
to an explanation. Barometers are good predictors of storms, 
but they don’t explain the arrival of a storm; this is because 
the change in pressure that they measure is an indicator, not 
a cause.17 So too with linguistic features, and many others, 

While predictive technologies may support the identification and 
diagnosis of people who are suffering, they are unlikely to  
contribute to the development of tools and interventions that can 
reduce that suffering. 
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as we have argued, there are good reasons to pause before 
digital mental health tools are adopted too widely or too 
permanently. Many epistemic and ethical gaps are yet to be 
filled in, and the space within them is worrying. Not only is 
there a lack of evidence for the health benefits to be gained 
from most novel digital mental health tools, but they also 
may serve to exacerbate existing inequalities, they may over-
promise innovative treatments when they merely succeed in 
identifying risk, and they may strain overburdened and in-
appropriate emergency response systems, potentially ending 
in more lives lost. 
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Can Covid-19 vaccines be used off-label? Should 
they be? These were questions on the minds of 
parents, pediatricians, and the media when the 

U.S. Food and Drug Administration fully approved the 
Pfizer-BioNTech Covid-19 vaccine (Pfizer vaccine) for 
people aged sixteen and up. That same day, the American 
Academy of Pediatrics (AAP) cautioned against pediat-
ric off-label use of the vaccine,1 citing dosing differences 
between pediatric and adult vaccine recipients. They en-
couraged expedited review and authorization of pediatric 
Covid-19 vaccines rather than off-label use. 

There are three Covid-19 vaccines now available for 
use in the United States: the fully approved Pfizer vaccine 
and two vaccines that are available only under an emer-
gency-use authorization (EUA) in adults: the Moderna 
Covid-19 vaccine and the Johnson & Johnson/Janssen 
Covid-19 vaccine. The Pfizer vaccine was also initially 
available under an EUA in adults, prior to full FDA ap-
proval of Pfizer’s biologics license application (BLA) for 
people aged sixteen and up, and it remains (at the time of 
writing) under an EUA only for children ages twelve to 
fifteen. We are focused on questions pertaining to pedi-
atric off-label use of the Pfizer vaccine in children under 
twelve in light of the approved BLA for the Pfizer vaccine 
for individuals sixteen and older.2 

Popular and social media reflected additional con-
cerns, including legal and ethical permissibility, legal and 
clinical precedent, and perceived or presumed risks to 
patients, providers, and society of off-label vaccination. 
Certain questions about legality and malpractice revealed 
that both medical professionals and the public misunder-
stood established legal precedents that allow providers 
to engage in clinically and ethically appropriate off-label 
use. If legal liability is avoided by ensuring that clinical 

decisions are ethically appropriate, then the question be-
comes how to assess ethical permissibility. Theoretically, 
the same legal and ethical norms apply to pediatric off-la-
bel Covid-19 vaccination as to other instances of off-label 
use. Based on our analysis, there is no singular answer to 
the ethical permissibility of off-label pediatric Covid-19 
vaccine use; the ethics depend on the benefits, risks, and 
alternatives for each patient. 

Yet in practice, the U.S. Covid-19 vaccination pro-
gram departs from policy and practice norms for off-
label vaccination. The Centers for Disease Control and 
Prevention’s (CDC’s) vaccine provider agreement (VPA) 
sets the terms and conditions for the use of federally pur-
chased Covid-19 vaccines and therefore of all Covid-19 
vaccines administered in the United States outside of 
clinical trials, since all Covid-19 vaccines for U.S. resi-
dents have been purchased and supplied by the U.S. 
government. According to the VPA, administering vac-
cines to individuals younger than the ages for whom the 
FDA has approved or authorized use is prohibited and 
risks repercussions to providers, including legal liability, 
loss of payment, and removal from the Covid-19 vaccine 
program. The VPA effectively prevents providers from 
even considering recommending or administering pediat-
ric Covid-19 vaccines off-label. The prohibition reveals a 
tension between health policy and individual health care 
choices and options, as well as the distinct ethical consid-
erations that contribute to each.    

After briefly contextualizing ethical and legal prec-
edents regarding off-label use, we offer an analysis of the 
ethical permissibility of and considerations for pediat-
ric off-label Covid-19 vaccination based on individual 
benefits, risks, and available alternatives. Our analysis 
challenges the ethics of the blanket prohibition against 
off-label pediatric Covid-19 vaccination in the VPA, as 
it blocks clinicians from providing the care they may de-
termine to be clinically and ethically appropriate for their 
patient. At the same time, our analysis acknowledges that 
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