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Introduction

The first industrial revolution led to mechanical production and steam power; the second,
mass production and electrical power; and the third, electronics and computers. Today, as
most sectors of the world move forward into the fourth industrial revolution, one centered
around data and artificial intelligence (AI), biomedicine finds itself still in the third, lagging
behind the rest [1]. Only recently, the exponential growth of technology has facilitated the
widespread integration of computers into the biomedical domain from electronization of med-
ical data analysis to automated detection of biomedical images [2-3].

Rather than merely automating time-consuming processes within healthcare, Al stands to
reduce medical errors, expand upon the relationships between basic science and clinical medi-
cine, and improve our analysis of existing datasets too large and complex for traditional statis-
tics [3]. Despite these potential benefits, many biomedical facilities are hesitant to incorporate
such systems into their practices due to the liability associated with AI making decisions that
impact the health of patients [4], such as misdiagnosis (see Rule 8). Additionally, there exists a
computational “black box,” a phenomenon describing the difficulty of understanding how Al
algorithms arrive at a particular result (see Rule 3). Without a clear means of understanding
how these machines generate their output, biomedical facilities are often skeptical of incorpo-
rating these “black boxes” into their work practices. As such, the “explainability” issue is an
important barrier to overcome before applying these powerful technologies in biomedicine
[5].

The lack of understanding around Al and the tantalizing benefits of this new wave of tech-
nology suggest the need for professionals in biomedical fields to acquire a basic understanding
of Al and its medical applications in order to understand its clinical utility and engage with
cutting-edge research. As such, there is a clear need for literature that explains Al in a way that
is digestible to professionals in other fields [5]. Without a fundamental understanding of data
science models and Al methods, modern biomedical experts who are not well versed in these
fundamentals may be intimidated. Introduction to the basics of Al, such as big data analysis,
data mining, machine and deep learning, and computer vision, would allow for the expansion
of innovative designs in biomedicine.
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The importance of biomedical involvement in emerging technology is highlighted in the
flaws of contemporary electronic medical records (EMR) that are widely used across the
healthcare system. The ideal AI adaptation of EMR would be able to facilitate patient care
through a variety of features like tracking changes in medical history of a patient and alerting
caretakers of concerning health patterns; however, with the current state of EMR, tasks as sim-
ple as sharing medical records between healthcare facilities are burdensome. Though it has
many virtues, most biomedical professionals agree that the current implementation of EMR is
less than ideal, in part because it was developed and implemented with minimal consideration
for the flow of information in the biomedical field [6]. The current weaknesses of EMR should
serve as a warning, illustrating the importance of biomedical involvement in the deployment
of new technologies. When these advancements inevitably make it to the forefront of clinical
medicine, biomedical professionals should feel like they are in the driver’s seat rather than
helpless passengers along for the ride. We propose the following rules to allow biomedical pro-
fessionals to attain some measure of control and strap down their panic at the sight of words
such as “algorithms,” “Al,” “machine learning” and the like.

Rule 1: Don’t panic

Computation-based technologies are ubiquitous in our lives, touching almost every facet of
our day-to-day interactions. Nevertheless, the vast majority of us do not understand how these
systems operate, let alone how to troubleshoot them when problems become apparent. Quickly
overwhelmed and frustrated by error messages, constant update reminders, and pop-up adver-
tisements, many of us have an adverse reaction to the increased incorporation of technology
into our daily lives.

As healthcare begins to adopt a new language unfamiliar to most people, there will be push-
back. When there are words that we do not understand, such as “machine learning,” our
immediate response is to experience an internal error message and shut down. While it is only
natural to have an uneasy and uncomfortable feeling when approaching anything unfamiliar,
this sensation can be debilitating and prevent the exploration of the unknown. Now is the time
to resist the urge to fall back into something comfortable and learn how to embrace that feeling
to allow yourself to grow from new experiences.

It should be reassuring that, although many of the terms used in Al seem exotic, they are
often deviations on reasonably simple statistical concepts that many biomedical professionals
already understand. For example, “a multivariate predictive model using three knots of nonlin-
earity for continuous values” is fundamentally a linear regression model with some extra bells
and whistles. “Deep learning” is a specific method to train neural networks, which are based
upon different layers of computational “neurons” that recognize patterns (see Rule 3), much
like neurons in the brain firing in response to specific visual inputs [7]. In learning about these
new techniques, biomedical professionals will find that they are already familiar with many of
the underlying algorithms.

Your preexisting knowledge of statistics will serve as the foundation for your understanding
of Al, because Al builds on statistics. Both statistics and AI manipulate data with similar algo-
rithms and differ only in the purpose—inference versus prediction, respectively.

Rule 2: Don’t feel threatened by an impending “Al takeover”

While technology is advancing rapidly, experts believe we are still light years away from the
Hollywood depictions of AI with robots taking over the world. Furthermore, these inaccurate
representations of “intelligence” (see Rule 3) only further misunderstanding and induce the
fear that robot takeover is inevitable and imminent.
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Upon discussion of the integration of more machines into healthcare, many biomedical
experts are intimidated by the thought that they are being replaced by robots. The concern is
that once machines are able to perform tasks normally done by people, people’s jobs will
become unnecessary and obsolete. However, it is important to keep in mind that machines
can reach erroneous conclusions (see Rule 8), often because they lack the ability to view a
problem from multiple perspectives, ranging from the cell level to the patient and even global
level. The “art” of biomedicine reflects this synthesis of data from a variety of sources with the
hopes and wishes of a human patient in order to create an action plan. Al in our lifetimes will
never achieve the level of biomedical artistry that a human can. Do not think of machines as
replacements, but rather one more tool on your toolbelt.

Biomedical imaging is a field which has seen significant change since the incorporation of
Al New image analysis software has facilitated the identification of cells and the diagnosis of
conditions. The practice of radiology, for example, has increased in efficiency due to technolo-
gies that act as an extra set of eyes (see Rule 6). This would help serve much needed gaps, such
as providing AI-driven diagnostic aid systems for residents and fellows in overnight shifts
when there is typically less attending supervision for imaging interpretation or in triaging
patient investigations with critical findings that need immediate human review. Many have
fallen prey to the notion that these programs reduce the need for radiologists; however, there is
still the need for radiologists to confirm a software’s computational output and place the find-
ings in context of the whole patient. Artificially intelligent machines are not replacing radiolo-
gists; rather, radiologists who understand these machines are replacing radiologists who do
not [8].

Some theorists in AI make the distinction between prediction and judgment [9]. Prediction
is simply the process of determining the probability of an event. It is becoming cheap, and
computers may outperform humans in this area, but it only encompasses part of the complexi-
ties of providing medical care. Judgment involves weighing the risk and benefits in the context
of an individual to choose a course of action. An algorithm may be able to determine the likeli-
hood that a lesion on a radiograph is malignant, but selecting the best next steps in the context
of the patient’s understanding, beliefs, and desires is a process that will likely never be
automated.

Rule 3: Understand what artificial intelligence is

Artificial intelligence is a term loosely used to describe the ability of designed intelligent agents
to mimic human decision-making processes to achieve a desired goal [10-12]. An extension of
statistics and data analysis, Al can be programmed to reason and perform tasks in different
environments. In this paper, we generally refer to Al in the context of computational data anal-
ysis and learning systems that can make predictions from structured (tabular data like patient
records) and unstructured data (biomedical images and videos). The term “AI” is frequently
confused to be synonymous with “machine learning” and “deep learning,” but they are actually
subsets of one another (Fig 1).

Machine learning (ML) is a subfield of study which aims to approximate a mapping func-
tion between the input and output from given training data without explicit programming in
order to make predictions on new data. Training data are a group of data points for the algo-
rithm to learn patterns and then subsequently make inferences linked to the outcome of inter-
est. The validation data are used to tune the hyperparameters (configuration) of the model by
iteratively testing the model’s performance on this set while changing the values of hyperpara-
meters to eventually arrive at the optimal model configuration values. After deriving an opti-
mized model, new observations can be made about the relationship between the data and the
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Fig 1. Understand what Artificial Intelligence is. Data analysis techniques have become more advanced over time. The elaboration of artificial intelligence techniques
influenced machine learning. Similarly, the sophistication of machine learning prompted evolution into deep learning as shown in this figure adapted from Le Berre
and colleagues [13]. Each approach shows an example of its application in the biomedical field.

https://doi.org/10.1371/journal.pcbi.1008531.9001

v

outcome. This learning process is essential to produce the predictive behavior of a model for
new data and ensure the generalization ability of the learned mapping function. The introduc-
tion of new data in the form of a test set then assesses the ML model’s performance after the
learning phase.

With the tremendous increases in computing power, the last couple decades saw a rise in
the use of neural networks. These networks, loosely modeled on the functioning of the brain,
are made up of a network of interconnected units called “neurons.” When given an input, each
neuron performs a relatively simple function and outputs either a high value or a very low
value. An arbitrarily large number of such units when connected together can approximate
complex mathematical functions to map the input to an output. This field of study within ML
came to be known as deep learning (DL). Therefore, in recent years, ML generally refers to
more traditionally used statistical algorithms to learn the mapping function, while DL refers to
the use of neural network architectures to learn the mapping [14].

ML and DL can be easily confused, because they are very similar approaches. For example,
an ML model would be given training data with biomedical images of cells and the corre-
sponding classifications of the cells in order to determine what distinct microscope features
are linked to specific cell types. A DL model would be given training data with just biomedical
images of cells in order to determine the underlying patterns between the microscope features
and specific cells, as well as the classifications of the cells. A properly trained DL algorithm
would also be able to distinguish more sophisticated features, giving a higher classification
accuracy [15].

You may encounter the term “black box” when looking into AI technology. Traditional
computer models are programmed explicitly to perform specific tasks, and their programmers
therefore know exactly how they arrive at their end decision. This is not the case with Al mod-
els, which are programmed to learn without specific input from humans. As a result,
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Fig 2. Understand what Artificial Intelligence is. The predictive behaviors of AI models can sometimes be hidden
from programmers, who must then view the internal workings as a “black box,” analyzing them based on their inputs
and outputs.

https://doi.org/10.1371/journal.pcbi.1008531.9002

programmers can visualize the inputs and outputs of an Al model, but it is very difficult to
explore the process by which the model achieves its decision-making (Fig 2). This lack of
“explainability” is what is referred to as the “black box” of AI [16].

This theory of a “black box” has also been generalized and applied outside of the scope of
Al to other studies such as philosophy and biomedical sciences. For example, patients can be
” as we often cannot directly observe the internal physiologi-
cal function of the body [17]. We can try different treatments or therapies and assess for a

viewed as the ultimate “black box,

response to infer internal processes causing a condition. This “black box” visualization has
been further extended in the biomedical domain through image analysis (see Rule 5).

Rule 4: Keep a working dictionary of AI vocabulary

If you have managed to make it past the minefield of unfamiliar words above, congratulations!
Many people do not understand that Al is all around us in our everyday lives, from the voice
recognition used by home devices such as the Amazon Echo and the image recognition uti-
lized by Facebook to suggest picture tags. An understanding of these words will open doors for
you as technology becomes inevitably more incorporated in biomedicine.

Use your new knowledge to seek out more literature about Al Research the biomedical
advancements being made, and understand where Al is already applied in your specialty. Try
to relate new ML methods to concepts you already understand. Keep record of the new terms
and methods you learn about in order to better your own practice and provide patients the
best care possible.

Rule 5: Try to peek into the “black box” where you can

As mentioned above (see Rule 3), sometimes it is not always clear how computational (or AI)
models make decisions. Do not let this discourage you from trying to understand the “black
box” where you can. Understanding the basic concepts on which these models are built can
help to demystify their inner workings. In Al literature, especially in papers regarding image
analysis, this can be done by seeking out studies related to “Explainable AL.” In order to be able
to use Al algorithms as tools, biomedical professionals must understand what processes are
used to produce the outputs. Algorithms can handle the same problem very differently and
generate widely varying results; therefore, understanding their inner workings can help bio-
medical professionals distinguish which decision-making algorithm is the most appropriate
for a given situation. After being verified for validity by a biomedical expert, the program out-
put can then be used as supportive evidence in analysis.

The notion of a “black box” has become a significant hurdle preventing AI adaptation into
biomedicine through the misconception that it cannot be understood. However, as is done
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Fig 3. Try to peek into the “black box” where you can. The recognition of objects in images done by Grad-CAMs relies on classification of these
objects by programmers. Without the explicit knowledge of what “clocks,” “toilets and sinks,” giraffes, or “stop signs” are, the programmer would
not be able to verify the outputs of the Grad-CAM visualization. Mastery of the topic of interest is crucial in the development of such models [19].

https://doi.org/10.1371/journal.pchi.1008531.g003

with other advanced biomedical technologies, the results can be interpreted in many ways

[18]. Professionals in biomedicine can help find ways to open the “black box” where AI experts
are unable to provide insight into how analysis is done and decisions are made. In the develop-
ment of one such Al approach called Gradient-weighted Class Activation Mapping (Grad-
CAM), biomedical experts can review which aspects of an image an Al model uses to make its
decision (Fig 3). Even if you do not understand the computational aspect of the biomedical
technology in question, you are an invaluable resource for the engineers developing it because
only a biomedical expert can make sense of the model’s output (Fig 4).
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Fig 4. Try to peek into the “black box” where you can. With the help of experts in gastrointestinal tissues, Grad-CAMs can be trained
to recognize many different key features (specified by the blue color) in biomedical images to aid with celiac disease classification [20].

https:/doi.org/10.1371/journal.pcbi.1008531.9004

Rule 6: Find the potential of Al in your practice

The purposes of integrating these models into biomedicine are to allow for early and efficient
diagnosis, to develop personalized medical therapy for patients, and to enhance healthcare
operations for the well-being of patients. Biomedical experts come to the table with a wealth of
knowledge in fields such as genomics and proteomics, bioimaging, medical imaging, brain
and body machine interface, and public and medical health management. This expertise, com-
bined with the firsthand experience of everyday frustrations and struggles that prevent prog-
ress in biomedicine, will facilitate the assimilation of helpful Al models into the healthcare
space [3].

Years of training in the fact-based sciences make biomedical professionals fluent in conver-
gent thinking. However, we urge you to analyze the problems you face in your particular
branch of biomedicine and partake in explorative divergent thinking in order to come up with
creative and innovative solutions. Think about the limitations in your practice, issues with cur-
rent technological methods, and other potential benefits of incorporating new machines.

Recent years have seen rapid growth in the distribution of published papers that use AI
methods in biomedical fields, especially bio- and medical imaging [3]. One practical example
of the power of technology in biomedicine is the automation of diabetic retinopathy detection
using smartphone-based fundoscopy. The combined forces of Al experts, biomedical engi-
neers, authorities in retinal imaging, and physicians have allowed for the development of AI
software in Remidio “Fundus On Phone” (Fig 5), which, with a high sensitivity for detecting
diabetic retinopathy, has proven to be an effective initial mass retinal screening tool. The hand-
held device offers convenience by eliminating the need for mydriasis (dilation of the pupil)
and allowing primary care physicians to track the progress of the condition [21]. The benefits
extend not only to the reduction of ophthalmology referrals and ophthalmologist workload
but also to the minimization of healthcare and insurance costs for the patient.

Rule 7: Partner with AI experts to advance your field

Rest assured, once you have an idea to incorporate Al into your work, you do not have to do it
alone. The development of AI models almost always involves a team of researchers with
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Fig 5. Find the potential of Al in practice. The Remidio “Fundus on Phone” has reformed fundoscopy by creating
more accessible and economical technology to optimize healthcare [22].

https://doi.org/10.1371/journal.pchi.1008531.9005

different strengths. Once you have determined where Al can improve your practice, coordi-
nate with experts who understand the possibilities and limitations of technology. With your
existing knowledge of the twists and turns of the problem and its context, act as a guide
through the process of developing new technology to help yield the most successful outcomes.

Many biomedical professionals can be unsettled and feel as though they are not in the driv-
er’s seat when it comes to the application of “intelligent” technology in their respective fields.
Although learning the raw Al algorithms and programming is by far the most challenging part
(see Rule 9 for resources to get you started), the more you are familiar with the principles of
Al, the better you can facilitate application in your field of expertise. The most fruitful partner-
ships with data scientists and computer programmers result from multidisciplinary
approaches in clinical and lab settings.

Rule 8: Recognize the ethical implications of AI in biomedicine

The ethical issues related to the use of Al in our lives have been well documented with several
contemporary books devoted to explaining this in layman language to the general audience
[23-25].

The benefits of Al in biomedicine, while innumerable, are not widely applied due to the lia-
bilities of computational error. With the concern of who is at fault when a machine malfunc-
tions, biomedical facilities are hesitant to integrate such technologies into healthcare
applications. The implementation of these systems requires the awareness of biomedical
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professionals about the decision-making algorithms to prevent harmful consequences for
patients.

Eliminating bias is important throughout applications of AI, and underrepresented groups
are often at increased risk of the harmful effects of bias. The data that a healthcare program
uses must be representative of a population to minimize risks for patients. The collection of
this data also increases privacy and consent challenges, which have been especially emphasized
in genomics research.

Personal genomics analysis that is offered by the likes of 23andMe and Ancestry have
become increasingly popular for their ability to use Al to predict ethnicity and genetic predis-
position to diseases like breast cancer and Alzheimer disease. However, with the increasing
ability to identify even anonymized genetic data, not only can an individual’s health-related
information be exploited by insurance companies, who increase rates for people at risk of cer-
tain medical conditions, but also their family members. While recent laws have banned these
malpractices, they do not account for loopholes [26].

The National Institutes of Health has addressed many of the concerns that have risen with
the expansion of Al in biomedicine [27]; however, because the field of Al is constantly growing
and evolving, we recommend that you stay up to date with policies and legislation regarding
biomedical ethics.

Rule 9: Help educate your peers about the relevance of AI

While you might be as excited as we are about the possibilities of Al in the biomedical field,
not all of your colleagues will share your enthusiasm. As many biomedical engineers may have
experienced already, these AT models are more apt to streamline the healthcare system if there
is a welcoming environment for their incorporation. This can be achieved by introducing the
ideas and methods from literature or practice to other biomedical professionals. Once others
are excited about the potential benefits, the incorporation of biomedical technologies will have
much less resistance.

Many institutions have recognized the expanding sector of Al in biomedicine and are
developing interdisciplinary programs and courses geared toward current and future techno-
logical advancements [28]. AT and data science courses are also offered to physicians as Con-
tinuing Medical Education and through undergraduate medical education as supplemental
learning to prepare future healthcare workers [29-32]. Take advantage of these resources
around you and share them with your peers.

Rule 10: Remember, Al is not magic

Science fiction writer Arthur C. Clark famously stated that “any sufficiently advanced technol-
ogy is indistinguishable from magic [33].” It is easy to get carried away under the impression
that technology is advancing at tremendous rates and that these models cannot be understood
by anyone who is not part of the Al avant-garde. However, the fundamental concepts of most
Al techniques are often fairly simple. While implementing these models requires in-depth
experience and training, a general understanding of what is happening under the hood is
attainable with a reasonably small investment of time.

Even after years of hard work to develop an Al machine, the program can still have many
flaws. IBM Watson’s supercomputer was found to often suggest unsafe and incorrect treat-
ment for cancer. Regardless of the mass quantity of data used during development, the Al was
not able to provide accurate solutions. With the help of medical specialists, these flaws were
identified and the promotion of the product to hospitals and physicians was promptly halted
[34].
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Understanding Al is simple at its core, and you will realize that its “wizardry” relies on data
and programming. Al cannot do everything, and we need to have reasonable expectations of
what it can do. Developing and perfecting models into usable tools takes years of hard work,
trial and error, and time. Despite this, the benefits are reaped when these artificially intelligent
models help humans live happier, healthier lives.

Conclusion

Congratulations! You have ventured this far into understanding the incorporation of Al in
biomedicine. While it is invaluable to have an understanding of the current applications of Al
in biomedicine, the development of future technology will require input from biomedical pro-
fessionals to be successful. Al is a team sport, so we encourage collaboration across fields in
order to help transition biomedicine from the third to the fourth industrial revolution. Use the
rules listed as a guide from which to build your knowledge. Take it step-by-step, and become a
part of the future of biomedicine!
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