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Abstract 

Background Integrating artificial intelligence (AI) into intensive care practices can enhance patient care by provid‑
ing real‑time predictions and aiding clinical decisions. However, biases in AI models can undermine diversity, equity, 
and inclusion (DEI) efforts, particularly in visual representations of healthcare professionals. This work aims to examine 
the demographic representation of two AI text‑to‑image models, Midjourney and ChatGPT DALL‑E 2, and assess their 
accuracy in depicting the demographic characteristics of intensivists.

Methods This cross‑sectional study, conducted from May to July 2024, used demographic data from the USA work‑
force report (2022) and intensive care trainees (2021) to compare real‑world intensivist demographics with images 
generated by two AI models, Midjourney v6.0 and ChatGPT 4.0 DALL‑E 2. A total of 1,400 images were generated 
across ICU subspecialties, with outcomes being the comparison of sex, race/ethnicity, and age representation in AI‑
generated images to the actual workforce demographics.

Results The AI models demonstrated noticeable biases when compared to the actual U.S. intensive care workforce 
data, notably overrepresenting White and young doctors. ChatGPT‑DALL‑E2 produced less female (17.3% vs 32.2%, 
p < 0.0001), more White (61% vs 55.1%, p = 0.002) and younger (53.3% vs 23.9%, p < 0.001) individuals. While Midjour‑
ney depicted more female (47.6% vs 32.2%, p < 0.001), more White (60.9% vs 55.1%, p = 0.003) and younger intensivist 
(49.3% vs 23.9%, p < 0.001). Substantial differences between the specialties within both models were observed. Finally 
when compared together, both models showed significant differences in the Portrayal of intensivists.

Conclusions Significant biases in AI images of intensivists generated by ChatGPT DALL‑E 2 and Midjourney reflect 
broader cultural issues, potentially perpetuating stereotypes of healthcare worker within the society. This study 
highlights the need for an approach that ensures fairness, accountability, transparency, and ethics in AI applications 
for healthcare.
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Background
Artificial intelligence (AI) is a technology that enables 
computers and machines to simulate human intelli-
gence and problem-solving capabilities [1]. Integrating 
AI into intensive care practices is gaining recognition 
for its potential to significantly enhance and streamline 
patient care. [2–5]

Recently, awareness has been raised about inher-
ent biases in commonly used AI tools that undermine 
diversity, equity, and inclusion (DEI) efforts [6]. These 
include algorithmic biases, which refer to the systemic 
and repeatable errors in a computer system that cre-
ate unfair outcomes, such as privileging one arbitrary 
group over others [7]. Addressing these biases is essen-
tial for ensuring fairness in AI systems, especially in 
healthcare, where bias can negatively affect diagnosis, 
treatment, and patient trust. [8–10]

Responsible AI, defined as the development of AI 
systems that prioritize fairness, transparency, account-
ability, and inclusivity, is crucial to mitigate such biases 
[11]. Ensuring fairness in AI helps avoid privileging any 
particular group, which is especially critical in health-
care, where bias may exacerbate healthcare disparities. 
To mitigate these risks, strategies such as diversifying 
training datasets, continuously monitoring AI tools for 
evolving biases, and adhering to ethical guidelines are 
recommended [11]. These approaches aim to promote 
transparency, fairness, and ethical AI use. Following 
frameworks from organizations like the World Health 
Organization (WHO) can reinforce the integration of 
Responsible AI principles into healthcare to prevent 
harm and build patient trust. [12]

Recent research in the medical field revealed that 
text-to-image models generating pictures of physicians 
exhibit discrimination based on gender and ethnicity. 
These studies consistently show an over-representation 
of white and male individuals in AI-generated images, 
suggesting that these biases extend across various med-
ical fields. The consistency of these trends highlights 
a broader issue within AI models used in healthcare, 
where demographic misrepresentation can contribute 
to reinforcing stereotypes and inequities. [13–16]

As the racial/ethnic and gender demographics within 
the field of critical care continue to evolve, it is unclear 
whether text-to-image models accurately reflect the 
current intensivist workforce and whether they support 
or undermine initiatives for gender and racial/ethnic 
inclusivity. This study addresses this gap by examining 
the demographic representation within the critical care 
community using two prominent text-to-image mod-
els. The objective was to assess whether the visualiza-
tions generated by two AI models accurately depict the 

demographic characteristics of the actual workforce 
and align with initiatives for inclusivity.

Methods
Study design and setting
This cross-sectional study was conducted from May to 
July 2024, focusing on evaluating demographic diversity 
in intensive care. Two AI text-to-image models, Mid-
journey version 6.0 (Midjourney Inc., San Francisco, 
CA, USA) and ChatGPT 4.0 DALL-E 2 (Open AI, San 
Francisco, CA, USA), were used to generate images of 
intensivists across various subspecialties which were 
compared to available real-life data on the intensive 
care workforce. This data-centric approach leverages 
advanced technological tools to address representation 
issues within the medical field.

We examined seven intensivist categories—Medical, 
Surgical, Cardiac, Neuro, Pediatric, Trainee Intensivists, 
and Heads of Intensive Care Departments (HODs)—to 
capture the diversity and complexity of critical care med-
icine. These categories represent the most predominant 
subspecialties in ICUs, thus allowing us to explore poten-
tial biases across general, specialized, and leadership 
roles. Medical and surgical intensivists were chosen as 
they comprise the broader workforce, providing care for 
adult patients. Cardiac and neurointensivists represent 
the predominant sub-specializations within intensiv-
ists. Pediatric Intensivists were included as they encom-
pass the workforce that cares for neonates, children, and 
younger adults. Trainee Intensivists reflect emerging 
trends in the workforce, particularly in gender and age 
representation. Lastly, including HODs allowed us to 
examine leadership roles, considering potential gender 
disparities in medical leadership. These categories collec-
tively provide a broad view of potential biases in critical 
care subspecialties.

Outcome measures
The primary outcome was to assess how accurately AI-
generated images reflect the real demographic diversity 
of intensivists. This included analyzing images created by 
text-to-image models across various intensive care sub-
specialties, focusing on sex, race/ethnicity, and age.

The secondary outcomes were to assess: (A) The differ-
ences in representation between the two text-to-image 
AI models. (B) The differences between subspecialties.

ICU demographic data collection
We used published self-reported demographic data on 
intensive care fellowship (2021) and the last USA physi-
cian workforce report (2022) that describes the demo-
graphics of critical care residents in the United States 
of America and of physicians in three intensive care 
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subspecialties (Critical Care, Surgical Critical Care and 
Pediatric Critical Care). [17, 18]

AI model data generation
We analysed two AI text-to-image models: Midjourney 
version 6.0 and ChatGPT 4.0 DALL-E2 were chosen due 
to their popularity at the time of the study. Both mod-
els were used to produce images based on a standard-
ised prompt: “a photo of the face of a [blank],” where the 
blank was filled with the names of different dimensions of 
intensivists:

(1) Medical Intensivist; (2) Surgical Intensivist; (3) 
Cardiac Intensivist; (4) Pediatric Intensivist; (5) Neuro-
intensivist; (6) Trainee Intensivist and; (7) Head of the 
Intensive Care Department (e.g., “a photo of the face of 
Head of the Intensive Care Department”). Each model 
generated images 100 times for the seven selected dimen-
sions, resulting in 1400 images. The images were gener-
ated in May and June 2024.

Image review and classification
Two independent reviewers (EK, LM) rated each gener-
ated image based on sex (male, female), age (young “ < 40”, 
middle-aged “40–60”, and old “ > 60  years”), and race/
ethnicity category. In the classification of race/ethnicity, 
images were initially rated into five categories: White, 
Asian, Black, Hispanic/Latino and Undetermined. Indi-
viduals of Middle Eastern descent were classified under 
the ‘Asian’ category in this study. For some analyses, the 
‘non-White’ category (consisting of Asian, Hispanic/
Latino, Black, undetermined) was used as a composite of 
the non-White groups. Children’s faces were included in 
the analysis and categorized as being under 40 years old. 
Their race was determined similarly to adult faces. The 
reviewers followed a simplified version of the Chicago 
face dataset to minimise judgments and ensure consist-
ency in the classification process [19]. A third reviewer 
(MG) checked the two Excel files for disagreements. Each 
disagreement was resolved by consensus. We kept track 
of each intermediate scoring to rate the IRR.

Statistical analysis
Real-world data was extracted from the self-reported 
USA fellowship statistics (2021) and the USA physi-
cian workforce report (2022) [17, 18]. The latter statis-
tics allowed for subgroup comparisons: data regarding 
surgical and pediatric intensivists was used unchanged, 
while a composite of medical, cardiac and neurointen-
sivists was generated for each AI model and compared 
to the critical care medicine group. Individuals classified 
as Black, Asian, Hispanic/Latino, Multiracial and Other 
were categorized as a composite "non-White" group. 
Finally, all the groups representing intensivist physicians 

in the 2022 USA physician workforce report were pooled 
to compare with the AI models. When documents only 
reported percentages, they were converted and rounded 
to the nearest integer and sums were then checked to 
ensure consistency. Categorical data were presented as 
percentages.

Differences between AI-generated images and real-
world data were analysed using binary comparisons. A 
40-year-old age cut-off for young and old, common to 
real-world demographics reports and the Chicago Face 
datasets ratings, was used to compare age distributions. 
Likewise, binary comparisons were used to analyse eth-
nic distribution (White vs Non-White) since definitions 
of race/ethnicity varied between the different real-world 
demographics available. We used several statistical tests 
to compare AI-generated images with real-world demo-
graphic data. The Kruskal–Wallis test was our primary 
method for comparing demographic categories (e.g., sex, 
race/ethnicity, age) across groups. This non-parametric 
test was chosen because our data were not normally dis-
tributed and had unequal group sizes, making it appro-
priate for comparing medians across subspecialties. We 
also used the Chi-Square test to compare categorical 
variables, such as sex and race/ethnicity, between AI-
generated images and real-world data. When expected 
cell counts were small, we applied Fisher’s Exact Test to 
provide more reliable p-values, especially for subgroup 
analyses. These tests ensured accurate comparisons given 
the distribution and size of our data. Inter-reviewer disa-
greements were reported as frequencies (n, %) and kappa 
values were computed. Inter-rater reliability (IRR) was 
assessed based on the five-category classification and the 
simplified ‘White vs. non-White’ classification. We pri-
oritized the classification with the better IRR to enhance 
consistency and reliability of the statistical analysis.

We applied logistic regression models to examine the 
likelihood of an AI-generated image depicting a spe-
cific demographic group (e.g., female, non-White) based 
on the combined effects of race, gender, and age. This 
approach allows us to determine whether certain combi-
nations of demographic factors (e.g., non-White females 
or older males) are under- or over-represented in the 
AI-generated outputs. We used multivariate analysis of 
variance (MANOVA) to assess how the intersection of 
gender, race, and age influences the demographic char-
acteristics of AI-generated images. The significance level 
was set at 5% (P < 0.05). Statistical analyses were con-
ducted using Stata 17.0 (StataCorp LLC, College Station, 
Texas, USA).

In summary, by comparing the outputs of two dif-
ferent AI models (ChatGPT DALL-E 2 and Midjour-
ney) with actual demographic data, the results aim rto 
demonstrate the extent of bias present in AI-generated 
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representations and examine how these biases differ 
between models and subspecialties. The following results 
section will detail these findings and highlight key pat-
terns of misrepresentation.

Results
Data generation
A total of 1400 images were generated by the AI mod-
els; the demographics are represented in Table  1. The 
inter-rater disagreement for sex was 6.1% (85/1400), 
with a kappa coefficient of 0.87. The inter-rater disagree-
ment of the five-category classification for race/ethnicity 
was 24.7% (346/1400), with a kappa coefficient of 0.58. 

However, when the simpler ‘White vs. non-White’ classi-
fication was used, it had a kappa value of 0.61 (P < 0.001). 
As a result, we prioritized the ‘White vs. non-White’ clas-
sification in most analyses to enhance consistency and 
reliability. This decision reflects the higher inter-rater 
agreement and addresses the complexity of classifying 
multiple race categories. The inter-rater disagreement for 
age was of 30.5% (427/1400) with a kappa coefficient of 
0.48. Of note, Midjourney represented 63% of children’s 
faces when asked for “a photo of the face of a pediatric 
intensivist”. This is the only category where children were 
depicted. The data on the demographics of trainees and 
physicians working in intensive care in the USA are dis-
played in.Table 2. [17, 18]

Comparison between AI‑models generated images 
and real‑world data
Physicians Sex, race and age distribution were compared 
to the 2022 USA physician workforce report data [18] 
(Table  3). Midjourney generated a higher proportion of 
female intensivists compared to the report (47.6% vs. 
32.2%, respectively, p < 0.001), whereas ChatGPT DALL-
E 2 generated a lower proportion of female intensivists 
(17.3% vs. 32.2%, p < 0.001). The 2022 USA physician 
workforce report also indicated that 55.1% of intensivists 
were of White race (11,950/21,678). Higher proportions 
of White individuals were generated with both Midjour-
ney (60.9%, p = 0.003) and ChatGPT DALL-E 2 (61.0%, 
p = 0.002).

The same report noted that 23.9% (5181/21678) of 
intensivists were under the age of 40. Both Midjourney 
and ChatGPT DALL-E 2 depicted higher proportions 
of young intensivists, 49.3% and 53.3%, respectively, 
(p < 0.001, Table 3). It is important to note that in Table 3, 

Table 1 Overall characteristics of the AI‑generated images

Characteristic Midjourney (N = 700) ChatGPT 
DALL‑E 2 
(N = 700)

P value

Sex (n, %) < 0.001

Male 348 (49.7) 579 (82.7)

Female 333 (47.6) 121 (17.3)

Undetermined 19 (2.7) 0 (0.0)

Race/Ethnicity (n, %) 0.081

Asian 147 (21.0) 178 (25.4)

Black 4 (0.6) 3 (0.4)

White 426 (60.9) 427 (61.0)

Hispanic/Latino 122 (17.4) 92 (13.1)

Undetermined 1 (0.1) 0 (0.0)

Age, years (n, %) < 0.001

Young, < 40 345 (49.3) 373 (53.3)

Middle‑aged, 40–60 248 (35.4) 281 (40.1)

Old, > 60 107 (15.3) 46 (6.6)

Table 2 Demographics of the USA critical care workforce and fellowships in 2022 [13, 14]

Category USA ICU Fellowship 
[17] n = 3311

Critical Care Medicine [18] 
n = 15,599 (%)

Pediatric Critical Care 
Medicine [18] n = 3099 (%)

Surgical Critical Care 
Medicine [18] n = 2980 
(%)

Female sex 39.4% 27.9 50.2 35.7

 Race/Ethnicity

 White 49.3% 51.8 61.6 65.8

 Black 4.4% 4.0 4.3 6.5

 Asian 27.5% 29.1 19.5 14.1

Hispanic/Latino NA 7.1 8.8 8.5

 Multiracial 2.7% 1.8 1.9 2.1

 Other 16.1% 6.2 3.9 2.7

Age

 Young (< 40 y) NA 23.5 23.4 26.5

 Middle‑aged (40–60 y) NA 70.7 69.7 70.2

 Old (> 60 y) NA 5.8 6.9 3.3
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which is based on real-world data, the classification 
of ‘Medical Intensivists’ includes a broader range of 
subspecialties, as more granular data (such as distinc-
tions between Cardiac and Neurointensivists) were not 

available in real-world databases. In contrast, Figs. 1 and 
2 reflect the more detailed classification used in our LLM 
queries, where Cardiac and Neurointensivists were sepa-
rated from the general Medical Intensivists category. This 

Table 3 Detailed comparison of the US 2022 physician workforce report data with AI‑generated images

*Individuals classified as Black, Asian, Hispanic/Latino, Multiracial and Other were categorized as a composite “non-White” group. P values reflect the comparison 
between the US 2022 physician workforce report data and the respective AI text-to-image models (Midjourney and ChatGPT DALL-E 2) across the different 
demographic categories

US 2022 physician workforce 
report

Midjourney P value ChatGPT DALL‑E 2 P value

Female sex (n, %)

 Overall 6′972/21′678 (32.2%) 333/700 (47.6%) < 0.001 121/700 (17.3%) < 0.001

 Pediatric intensivists 1′556/3′099 (50.2%) 57/100 (57.0%) 0.181 48/100 (48.0%) 0.664

 Surgical intensivists 1′064/2′980 (35.7%) 58/100 (58.0%) < 0.001 1/100 (1.0%) < 0.001

 Medical intensivists 4′352/15′599 (27.9%) 90/300 (30.0%) 0.422 58/300 (19.3%) 0.001

White (n, %)*

 Overall 11′950/21′678 (55.1%) 426/700 (60.9%) 0.003 427/700 (61.0%) 0.002

 Pediatric intensivists 1′909/3′099 (61.6%) 61/100 (61.0%) 0.903 427/700 (61.0%) < 0.001

 Surgical intensivists 1′961/2′980 (65.8%) 70/100 (70.0%) 0.384 52/100 (52.0%) 0.004

 Medical intensivists 8′080/15′599 (51.8%) 172/300 (57.3%) 0.057 186/300 (62.0%) < 0.001

Age < 40 years (n, %)

 Overall 5′181/21′678 (23.9%) 345/700 (49.3%) < 0.001 373/700 (53.3%) < 0.001

 Pediatric intensivists 725/3′099 (23.4%) 83/100 (83.0%) < 0.001 67/100 (67.0%) < 0.001

 Surgical intensivists 790/2′980 (26.5%) 43/100 (43.0%) < 0.001 54/100 (54.0%) < 0.001

 Medical intensivists 3′666/15′599 (23.5%) 109/300 (36.3%) < 0.001 152/300 (50.7%) < 0.001

Fig. 1 Proportion of female characters in each dimension. HOD: head of department
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difference between the AI-generated and real-world data 
sources explains the variance in how subspecialties are 
represented across the figures and tables.
Trainees The proportion of female trainees generated 

by ChatGPT (9.0%) was lower, while that generated by 
Midjourney (98.0%) was higher than the proportion of 
female trainees in the USA (39.4%, p < 0.001, Fig. 1). The 
proportion of White trainees generated by ChatGPT was 
higher than that of White trainees in the USA (80.0% 
vs 49.3%, p < 0.001). However, the proportion of White 
trainees generated by Midjourney (58.0%) was not signif-
icantly different from that of White trainees in the USA 
(p = 0.086), Fig. 2.

Differences in the representation of the faces 
of intensivists by AI‑models
The proportion of males was significantly higher in the 
ChatGPT DALL-E 2 group compared to Midjourney 
(P < 0.001; Table  1). The difference in the proportion of 
males and females between the two AI models was statis-
tically significant (P < 0.001).

Sex distribution varied significantly among the dif-
ferent categories of intensivists (P < 0.001, Fig. 1). In the 
ChatGPT DALL-E 2 group, the highest proportion of 
males was observed in the surgical intensivist category 

(99%, 99/100), and the lowest in the pediatric intensiv-
ist category (52%, 52/100). In the Midjourney group, 
the highest proportion of males belonged to the neuro-
intensivist category (82%, 82/100), while the lowest was 
observed in the trainee intensivist category (2%, 2/100). 
Both ChatGPT DALL-E 2 and Midjourney represented 
a majority of heads of departments (HOD) as male (95% 
and 70%, respectively, P < 0.001). Additional File 1 shows 
the proportion of male characters in each dimension.

Overall, there were no significant differences between 
AI systems regarding racial/ethnic distribution (P = 0.081; 
Table  1). However, while Midjourney generated a simi-
lar racial distribution in all specialities (P = 0.149), the 
distribution significantly differed for ChatGPT DALL-
E 2(P = 0.001). The proportion of White intensivists for 
each specialties according to the AI system used is rep-
resented in Fig. 2. Additional File 2 shows the proportion 
of White characters in each dimension. Age distribution 
was significantly different, with Midjourney generat-
ing a much higher proportion of older intensivists than 
ChatGPT DALL-E 2 (15.3% vs. 6.6%, p < 0.001, Table 1). 
Conversely to ChatGPT DALL-E 2, which only gener-
ated adult characters in the Pediatric Intensivist category, 
Midjourney erroneously generated 63 faces of children 
(63%, 63/100) when asked for “a photo of the face of a 

Fig. 2 Proportion of White characters in each dimension. HOD: head of department
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Pediatric Intensivist”. Figure  3 shows typical AI depic-
tions of different generated categories.

Comparison of the subspecialties to real‑world data
For female medical intensivists, Midjourney’s output was 
similar to the real data (30.0% vs. 27.9%, p = 0.422), while 
ChatGPT DALL-E 2 generated only 19.3% female medi-
cal intensivists (p = 0.001, Table 3). The report indicated 
that 50.2% of pediatric intensivists were female. Both 
Midjourney (57.0%, p = 0.181) and ChatGPT DALL-E 2 
(48.0%, p = 0.664) produced similar proportions of female 
pediatric intensivists.

Among surgical intensivists, the report showed 35.7% 
were female. Midjourney’s images depicted a higher pro-
portion of females (58.0%, p < 0.001), whereas ChatGPT 
DALL-E 2’s images showed a significantly lower propor-
tion (1.0%, p < 0.001).

Logistic regression analyses
The initial logistic regression model analyzed the effects 
of race (Asian, Black, Hispanic/Latino), sex, and age on 
AI-generated images, using a detailed breakdown of 
race, sex, and age categories. The model included 1,380 
observations and had a pseudo  R2 of 0.13, thus explaining 
about 13% of the variability in the outcome. The results 
showed a significant under-representation of Asian indi-
viduals, with a negative coefficient of − 0.39 (P = 0.008). 
However, the model did not find a significant effect for 
Black individuals (coefficient − 0.50, P = 0.578) or for 
Hispanic/Latino individuals (coefficient 0.31, P = 0.067). 
Regarding sex, the model found a strong over-representa-
tion of male images (coefficient 1.88, P < 0.001). Regarding 
age categories, individuals aged 40–60 and those under 
40 were significantly less likely to be depicted compared 

to older individuals (coefficient − 1.29, P < 0.001 and coef-
ficient − 1.69, P < 0.001, respectively).

Despite these findings, the model had limitations 
due to the small sample sizes for certain racial catego-
ries, such as Black individuals, who were represented in 
only 3 DALL-E and 4 Midjourney images. This raised 
concerns about the robustness of the race-related con-
clusions. A second model was run to address this, simpli-
fying all variables into binary comparisons, using White 
males over 60 years old as reference. This revised model 
included 1,400 observations and had a pseudo  R2 of 0.13, 
explaining about 13% of the variability in the outcome. In 
this simplified model, race was not a significant predic-
tor (0.0643, P = 0.240). However, the sex and age biases 
remained consistent. Male images were still significantly 
over-represented (1.8788, P < 0.001), and younger indi-
viduals were still under-represented (− 0.71, P < 0.001). 
Both models indicate that AI-generated images are 
biased toward depicting males and older individuals. 
While the initial model suggested some race-related 
biases, particularly for Asians and Hispanic/Latino indi-
viduals, the small sample sizes for certain groups, such 
as Black individuals, make these findings less robust. The 
revised model, which grouped race into a binary category 
of White vs Non-White, did not find significant race-
related effects. The detailed analysis is shown in Addi-
tional File 3.

Discussion
Our study highlights significant biases in portraying 
intensivists by two popular text-to-image models, Chat-
GPT DALL-E 2 and Midjourney. In comparing AI-gen-
erated images to real-world data, both models displayed 
inaccuracies in representing the sex, race/ethnicity, and 

Fig. 3 Typical AI depictions of different categories
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age distribution of intensivists. The models, though view-
ing the same database, came to different conclusions 
and, at times, opposite ones. For instance, Midjourney 
depicted more females in intensive care than the actual 
demographics, while ChatGPT DALL-E 2 represented a 
significantly higher proportion of males.

The representation of the sex, race/ethnicity and age 
also varied significantly depending on the intensive care 
subspeciality. ChatGPT DALL-E 2 showed more males 
in the surgical intensivist category, while the lowest male 
representation was in pediatric intensivists. Midjourney 
had the highest male proportion in neurointensivists and 
the lowest in trainee intensivists. Both models repre-
sented head of departments as predominantly male.

The fact that Midjourney overwhelmingly depicts 
trainees as female, while ChatGPT DALL-E 2 portrays 
them predominantly as male, suggests a tension between 
emerging expectations and traditional norms. These 
stark differences in portrayal by the text-to-image models 
reveal underlying biases that could reflect societal per-
ceptions or the biases inherent in the training datasets of 
these models. This contrast can be interpreted in several 
ways.

On the one hand, the depiction of female trainees 
might suggest an optimistic view of the future, where 
women increasingly enter and thrive in critical care med-
icine. It could imply that the next generation of intensiv-
ists will shift toward greater gender diversity, potentially 
altering the male-dominated landscape that has histori-
cally characterized this specialty [20]. On the other hand, 
the models represented physicians in leadership posi-
tions as predominantly male. Despite the potential influx 
of women into the field, the portrayal suggests that lead-
ership roles may still be disproportionately occupied by 
men. This could be interpreted as a reflection of existing 
power dynamics, where women, even as they enter the 
profession in greater numbers, remain underrepresented 
in positions of leadership. [20, 21]

Biases in text-to-image models have important impli-
cations for intensivists and those in training. Inaccurate 
portrayals can perpetuate stereotypes, influencing how 
intensivists are perceived by peers, patients, and the 
public. This could affect hiring, mentorship, and promo-
tion practices, potentially discouraging women, minori-
ties, and older professionals from pursuing or advancing 
in critical care fields. Such biases may also exacerbate 
existing workforce imbalances, contributing to dispari-
ties in patient care. Predominantly depicting intensivists 
as White could reinforce the notion that critical care is 
a predominantly White speciality. Patients may prefer 
healthcare professionals they identify with, and precon-
ceived notions about a doctor’s appearance can influence 
their trust and openness [22]. Patients and families often 

form expectations based on societal representations. If 
AI-generated images predominantly feature White or 
male intensivists, patients from minority groups may feel 
a lack of cultural competence. This could negatively affect 
patient trust, satisfaction, and adherence to treatment, 
especially in critical care, where trust is vital. Therefore, 
healthcare diversity and extensive AI text-to-image mod-
els representation of doctors should depict the diversity 
of the patient population. [23]

These biases can also compromise professional iden-
tities and undermine diversity and inclusion efforts 
[24]. While diversity of the critical care workforce has 
increased among USA critical care trainees over the past 
decades, it remains insufficient [17]. Biased representa-
tions within the medical profession can influence pro-
fessional dynamics by perpetuating gender and racial 
stereotypes, particularly in leadership roles. This may 
reinforce inequities, contributing to imposter syndrome 
among underrepresented groups, leading to burnout 
and attrition [25, 26]. Additionally, it limits mentorship 
and networking opportunities for these groups. Moreo-
ver, minority healthcare professionals experiencing bias 
may face higher stress and burnout, negatively impact-
ing job performance and care quality and exacerbating 
health disparities [8, 10, 27]. In the absence of a support-
ive, diverse environment, these pressures can exacerbate 
stress levels affecting wellbeing and overall health. [28]

Current recommendations of extreme caution with 
deep learning models in medical image analysis have 
been issued, as this information could be misused to 
exacerbate existing racial disparities in medical practice 
[2, 29–31]. However, adequately trained AI also has the 
potential to reduce bias and even promote counter-bias 
by benefiting underrepresented populations for a certain 
period until DEI initiatives are fully implemented [24, 
32]. Concrete steps can be taken [33]: for AI Develop-
ers, it is crucial to diversify training datasets by sourcing 
data that represent various geographic, ethnic, gender, 
and age groups, ensuring the AI systems aren’t dispro-
portionately trained on dominant groups [34]. Regular 
bias audits should be implemented throughout the devel-
opment lifecycle, and transparency should be ensured 
by providing clear documentation of the algorithms and 
datasets used [34]. Policymakers can establish regulatory 
frameworks that mandate diverse datasets, bias assess-
ments, and transparency in AI models used in healthcare 
[35]. Incentives should be provided for organizations that 
demonstrate ethical AI practices, and public awareness 
campaigns should educate healthcare professionals and 
the public about AI’s role and potential biases in health-
care. Finally, healthcare professionals should advocate for 
fair AI in their institutions by participating in the selec-
tion and monitoring of AI tools to ensure they align with 
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ethical standards [36]. Regular reviews of AI outputs for 
bias should be conducted, and ongoing education on AI 
ethics should be incorporated into professional develop-
ment programs.

While this study on text-to-image model biases in 
intensive care provides valuable insights, it has several 
limitations. We acknowledge that our focus on six sub-
specialties within critical care may impact the generaliz-
ability of our findings. While these subspecialties were 
selected to provide a diverse representation of intensivist 
roles, they may not fully capture the breadth of AI bias 
across all medical specialties. It is possible that certain 
specialties may be more susceptible to AI bias due to the 
nature of their patient demographics or historical repre-
sentation within the field. As such, future research should 
expand to include a broader range of medical special-
ties to determine if similar patterns of bias are observed. 
Understanding the full scope of AI bias across various 
areas of medicine is essential for developing more equita-
ble AI systems that accurately reflect the diversity of the 
healthcare workforce. Additionally, these AI models are 
continuously evolving, meaning our results might only 
reflect their current state and could change as these tech-
nologies advance.

The demographic data for this study only came from 
the USA demographic workforce report and published 
demographics of USA intensive care trainees. [17, 18] 
These datasets provide comprehensive information on 
the demographics of critical care physicians, including 
subspecialties like medical, surgical, and pediatric inten-
sivists, and serve as reliable benchmarks for our com-
parison. Both datasets focus exclusively on the United 
States, limiting the generalizability of our findings to 
other regions with different demographic profiles. Addi-
tionally, these datasets simplify race/ethnicity into broad 
categories, potentially underreporting minority groups 
and multiracial identities. The physician workforce data 
also may not fully reflect the growing number of inter-
national medical graduates (IMGs) entering critical care. 
While we recognize that there may have been slight 
changes in the workforce since then, significant shifts are 
unlikely given the stability typically observed in work-
force demographics. However, while these sources pro-
vide a solid foundation, future studies should consider 
using more regionally diverse and longitudinal data to 
capture the evolving demographics of the global critical 
care workforce.

Despite following a validated methodology, the manual 
classification of race/ethnicity, sex, and age by review-
ers introduced some subjectivity due to the complexities 
surrounding racial and gender identities. The kappa coef-
ficients for inter-rater agreement on age and race/ethnic-
ity indicate moderate disagreement among reviewers, 

highlighting the challenge of classifying demographic 
traits from AI-generated images. Despite having used 
reviewers blinded to the two models, discrepancies may 
have introduced variability in age and race/ethnicity rep-
resentation, potentially leading to misclassification. We 
also only evaluated two AI models—ChatGPT DALL-E 
2 and Midjourney. Other models may exist that gener-
ate less biased images, particularly regarding race and age 
representation. However, due to the proprietary nature of 
these algorithms and their training data, it remains dif-
ficult to directly compare their performance or to deter-
mine whether other models might perform better in 
avoiding demographic biases. Finally, we acknowledge 
the limitation of including children’s faces in the analysis, 
as this may impact the interpretation of age-related find-
ings when comparing AI-generated images to real-world 
data. To address this, future studies should consider 
incorporating automated tools that can assist with facial 
recognition, reviewer training that evaluates subjec-
tive bias, and consensus-building using rounds of group 
discussions.

In conclusion, our findings reveal significant biases in 
text-to-image models, particularly concerning sex, race/
ethnicity, and age representation. These biases have 
important implications for intensivists, trainees, and the 
broader medical community. Addressing these biases 
requires a multifaceted approach involving diverse train-
ing data, fairness algorithms, and continuous monitor-
ing to ensure that AI tools in medical and educational 
contexts accurately reflect the diversity of the healthcare 
workforce.
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