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A B S T R A C T   

The vast neuronal diversity in the human neocortex is vital for high-order brain functions, necessitating eluci
dation of the regulatory mechanisms underlying such unparalleled diversity. However, recent studies have yet to 
comprehensively reveal the diversity of neurons and the molecular logic of neocortical origin in humans at 
single-cell resolution through profiling transcriptomic or epigenomic landscapes, owing to the application of 
unimodal data alone to depict exceedingly heterogeneous populations of neurons. In this study, we generated a 
comprehensive compendium of the developing human neocortex by simultaneously profiling gene expression 
and open chromatin from the same cell. We computationally reconstructed the differentiation trajectories of 
excitatory projection neurons of cortical origin and inferred the regulatory logic governing lineage bifurcation 
decisions for neuronal diversification. We demonstrated that neuronal diversity arises from progenitor cell 
lineage specificity and postmitotic differentiation at distinct stages. Our data paves the way for understanding the 
primarily coordinated regulatory logic for neuronal diversification in the neocortex.   

1. Introduction 

The highly derived mammalian brain region is the cerebral cortex, 
the neocortex, which exhibits an unparalleled diversity of neurons 
distributed in specific layers and is the basis of complex behavior in all 
mammals, especially humans [1–4]. Excitatory projection neurons, one 
of the two major classes of neocortical neurons, include callosal pro
jection neurons (CPNs) and corticofugal projection neurons (CFuPNs). 
CFuPNs are classified into corticothalamic projection neurons (CThPNs) 
and subcerebral projection neurons (SCPNs). SCPNs include cortico
spinal motor neurons (CSMNs) and corticotectal projection neurons 
(CTPNs) [2,5–8]. Young neurons of these types are derived from radial 
glial cells (RGs) and neural intermediate progenitor cells (nIPCs) in the 
ventricular and subventricular zones. Subsequently, young neurons 

migrate radially along the basal process of RGs into the cortical plate and 
detach from the radial fiber, forming corresponding inside-out layers 
[9–11]. After neurogenesis, CPNs, which enable information integra
tion, are predominantly represented in layer 2; CSMNs and CTPNs, 
which exercise somatic and visual movements, respectively, are located 
in layer 5; and CThPNs are located in layer 6 [12]. However, the 
mechanisms that regulate excitatory projection neuronal diversity dur
ing human neurogenesis remain unclear. Specifically, there is contro
versy regarding whether neuronal diversity arises from progenitor cell 
lineage specificity or postmitotic differentiation [13–16]. 

Recent studies using single-cell gene expression or assays for 
transposase-accessible chromatin atlas of the human early developing 
cerebral cortex identified cell clusters and analyzed the molecular dif
ferentiation trajectories of these cells [17–19]. However, single-cell RNA 
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sequencing (scRNA-seq) data with only the RNA modality limits the 
analysis of the regulatory logic of neuronal diversity [17]. Similarly, 
individual single-cell assays for transposase-accessible chromatin 
sequencing (scATAC-seq) data are insufficient for identifying cell types 
and states [19]. To overcome these limitations, single-cell multi-omics 
techniques have recently emerged, which capture the combined epi
genomic and gene expression profiles of the same individual cells. This 
technique has brought transformative advantages in identifying novel 
cell subsets and defining important epigenetic regulators (cis- or 
trans-regulatory elements) that regulate cellular states and cell differ
entiation [20]. Therefore, leveraging single-cell multi-omics techniques 
will deepen our understanding of the regulatory mechanisms underlying 
the unparalleled cellular diversity and dynamic cell-state transitions in 
the developing human neocortex. 

In this study, we conducted scMultiome-seq, which combines single- 
cell Multiome ATAC + Gene Expression sequencing, to simultaneously 
profile chromatin accessibility and gene expression in the same indi
vidual cell derived from three early human fetal cortex tissues. We 
provided a comprehensive and precise annotation of cell subpopulations 
of the developing cerebral cortex in a combined chromatin accessibility 
and gene expression atlas at the single-cell level, especially for excit
atory projection neurons. In addition, we reconstructed the differenti
ation trajectories of excitatory projection neurons, thereby revealing 
that neuronal diversity results from both progenitor cell lineage speci
ficity and postmitotic differentiation, and identified lineage-specific 
cascades and lineage-bifurcation genes along these trajectories. More
over, we trained a convolutional neural network (CNN) model using 
chromatin accessibility and differentiation trajectory to decode the 
function of essential transcription factors and the chromatin-accessible 
mode of their DNA binding site. Furthermore, we revealed the devel
opmental differentiation regulatory logic of SCPNs and CPNs using 
15,269 cis-regulatory elements (CREs) for gene pairs and prioritized 
functionally important transcription factors (TFs), such as TP73, NR2E1, 
BHLHE22, STAT5A, EOMES, CUX2, NFATC4, and MEF2C, for future 
functional studies. This study provides novel insights into the regulatory 
mechanisms of neurons in developing human cerebral cortex. 

2. Materials and methods 

2.1. Collection of human fetal brain tissues 

Fetal brains at gestational weeks (GW) 11, 15, and 20 were collected 
from the Guangzhou Women and Children’s Medical Center with 
informed written consent from pregnant women and with approval from 
the Research Ethics Board of the center (approval number: 392B00). 
Fresh fetal brains were dissected from the embryos and transferred to 
the laboratory in ice-cold Hanks’ balanced salt solution (Ca2+- and 
Mg2+-free; Thermo Fisher Scientific, cat. no. 14170112) supplemented 
with 1% penicillin-streptomycin (10,000 U/mL; Thermo Fisher Scien
tific, cat. no. 15140163), and 1% 2-[4-(2-hydroxyethyl)piperazin-1-yl] 
ethanesulfonic acid (pH 7.4, 1 M; Gibco, cat. no. 15630106). Within 
one hour of sample collection, cortical plates were resected from fetal 
brains, snap-frozen in liquid nitrogen, and stored in liquid nitrogen for 
subsequent sample processing. 

2.2. Isolation of single nuclei from cortical plates 

Individual nuclei were isolated from each frozen cortical plate in 
liquid nitrogen, as described in [21], with minor modifications. Briefly, 
each frozen cortical specimen was transferred to a prechilled Dounce 
tube (Kimble, cat. no. D9063–1SET) on the ice. We added one mL pre
chilled homogenization buffer comprising 0.25 M sucrose, 25 mM KCl, 
5 mM MgCl2, 20 mM tricine-KOH pH 7.8, 1 mM dithiothreitol (DTT), 
0.15 mM spermine, 0.5 mM spermidine, 5 μg/mL actinomycin, 0.32% 
Nonidet P-40 (NP40), 0.04% bovine serum albumin (BSA), 1 U/µL 
Protector RNase (Sigma Aldrich, cat. no. 3335402001), and 1 × protease 

inhibitors in Dounce. After 25 strokes (20 strokes for the GW11 spec
imen) with a loose pestle, the homogenate was mixed with an equal 
volume of OptiPrep (Sigma, cat. no. D1556), and centrifuged at 10,000 
×g for 20 min at 4 ◦C. Subsequently, the pelleted nuclei were rinsed 
twice in ice-cold phosphate-buffered saline (PBS, pH 7.4) supplemented 
with 2% BSA and 0.2 U/µL Protector RNase and centrifuged at 800 ×g 
for 5 min at 4 ◦C. Afterwards, the nuclei were permeabilized as described 
in the 10 × Genomics protocol CG000366 (Nuclei Isolation from Em
bryonic Mouse Brain for Single Cell Multiome ATAC + Gene Expression 
Sequencing, Rev C) with minor modifications. Briefly, nuclei were 
resuspended in 100 µL ice-cold 0.1 × lysis buffer (10 mM Tris-HCl pH 
7.4, 10 mM NaCl, 3 mM MgCl2, 1% BSA, 1 mM DTT, 1 U/µL Protector 
RNase, 0.01% Tween-20, 0.01% NP40 substitute, and 0.001% digitonin) 
for 10 s on ice. Permeabilization was stopped by adding 1 mL ice-cold 
wash buffer (10 mM Tris-HCl pH 7.4, 10 mM NaCl, 3 mM MgCl2, 
0.1% Tween-20, 1% BSA, 1 mM DTT, and 1 U/µL Protector RNase). 
Subsequently, the nuclei were centrifuged at 800 ×g and 4 ◦C for 5 min 
and resuspended in 50 µL chilled 1 × nuclei buffer from the 10 × Single 
Cell Multiome ATAC + Gene Expression kit (10 × Genomics, cat. no. 
PN-1000285). Following the above process of nucleus isolation, we 
obtained individual nucleus suspensions from each cerebral cortical 
tissue with nuclear densities of 1700–4000/µL. 

2.3. Generation of scMultiome-seq libraries 

Each single-cell Multiome ATAC + Gene Expression sequencing 
(scMultiome-seq) library was prepared according to the manufacturer’s 
manual of the Single Cell Multiome ATAC + Gene Expression kit to 
generate scMultiome-seq data. Briefly, five µL (for nuclei density <
3200/µL) or 16,000 nuclei were subjected to transposase treatment. 
After transposition, the nuclei were loaded onto Chip J to generate the 
droplets. After reverse transcription and pre-amplification, the cDNA 
and transposed DNA were cleaned using 1.6 × SPRIselect beads (Beck
man, cat. no. B23318) and eluted with 160 µL elution buffer. Next, 40 µL 
of DNA was used for chromatin accessibility library construction 
through seven cycles of PCR amplification. In addition, 35 µL of DNA 
was used for cDNA amplification and gene expression library generation 
(10 cycles of PCR amplification). Finally, the size distribution of the 
cDNA and libraries (chromatin accessibility and gene expression) was 
assessed using Qsep (Bioptic, Qsep1), and the concentration was 
measured using a Qubit HS dsDNA kit (Thermo Fisher, cat. no. Q33230). 

The single-cell assay for transposase-accessible chromatin 
sequencing (scATAC-seq) library was sequenced using Illumina MiSeq 
paired-end sequencing (50 + 8 + 24 + 50 bp). The single-cell RNA 
sequencing (scRNA-seq) library was sequenced using Illumina NovaSeq 
6000 paired-end sequencing 150 + 150 bp. In this manner, we generated 
a set of scMultiome-seq data for each sample. 

2.4. Processing of scMultiome-seq datasets and annotation of cell types 

For each sample, scRNA-seq and scATAC-seq reads were first aligned 
to the GRCh38 (hg38) reference genome and quantified using ’cell
ranger-arc count’ (10x Genomics, v2.0.1), in which genes were refer
enced using Gencode v.32. Next, count data of both modalities of each 
scMultiome-seq dataset were processed to generate the RNA and 
ATAC assays using Seurat (v4.2.0) [22] and Signac (v1.7.0) [23] in R 
(v4.1.0). Subsequently, cells in each scMultiome-seq dataset were 
filtered as follows, 1) we removed low-quality cells with < 1000 infor
mative genes expressed, > 7500 informative genes expressed, > 30% 
counts corresponding to mitochondrial genes, < 1000 peaks, > 30,000 
peaks, < 1 transcription start site (TSS) enrichment, and > 2 nucleosome 
signals. 2) We performed doublet analysis of scRNA-seq data using the 
’DoubletFinder’ R package (v2.0.3) [24]. 

After quality control and filtering across both data modalities, we 
performed unsupervised analyses to separately and jointly assess the 
global similarities and differences between individual cells in the RNA 
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and ATAC assays. For the scRNA-seq data, we performed data normal
ization, highly variable feature identification, data scaling, linear 
dimensional reduction (principal component analysis), nonlinear 
dimensional reduction using uniform manifold approximation and 
projection (UMAP), and clustering. For the scATAC-seq data, we per
formed data normalization, feature selection, linear dimension reduc
tion (singular value decomposition), nonlinear dimension reduction 
using UMAP, and clustering. For comprehensive analysis of the RNA and 
ATAC modalities, we reconstructed the weighted nearest neighbor 
graph by ’FindMultiModalNeighbors’ [25], generated the UMAP 
embedding, and done clustering. After the above manipulation, three 
cell atlases were generated for each sample: RNA, ATAC, and combined 
UMAP. 

Finally, we manually inspected the expression of known marker 
genes and assigned cell types to the initial clusters for the three cell 
atlases of chromatin accessibility and gene expression independently 
and jointly (Table S1). 

2.5. Data integration and cell type annotation 

A reasonably strong batch effect was observed between the three 
scMultiome-seq datasets. Therefore, we integrated respectively the 
chromatin accessibility and gene expression information from the three 
scMultiome-seq datasets according to the following steps. For chromatin 
accessibility data, we called peaks using model-based analysis of ChIP- 
seq2 (MACS2) [26], in which the BAM files of the three scATAC-seq 
data were applied as input files. Peak regions with -log10 (p-value) <
20 were blocked to obtain a unified peak list. We used the MACS2 peak 
set to re-count the fragments in the filtered cells of each sample and 
generated a new chromatin accessibility assay. We then merged the 
scATAC-seq data from all time points and removed the batch effect from 
the merged ATAC data by finding integration anchors and integrating 
uncorrected latent semantic indexing embedding [22]. For the gene 
expression data, we merged the scRNA-seq data from all time points and 
eliminated the batch effect using Harmony [27]. Next, for the integrated 
ATAC and RNA data, we reduced the dimensions using UMAP, per
formed clustering, and independently generated an integrated ATAC 
and RNA UMAP. Subsequently, we obtained a combined UMAP by 
combining integrated chromatin accessibility and gene expression in
formation, dimension reduction, and doing clustering. 

Finally, we manually inspected the expression of known marker 
genes and assigned cell types to the initial clusters in the three integrated 
atlases of gene expression and chromatin accessibility independently 
and jointly. 

2.6. Integration of public scMultiome-seq data 

We projected a previously published scMultiome-seq dataset from 
the human fetal cortical plates at GW 18, 19, 23, and 24 onto our own 
scMultiome-seq data and predicted cell type annotations using Seurat 
(v4.2.0) [22,28]. 

2.7. Inference of RNA velocity 

For each gene expression data of the three samples, a loom file, 
including spliced and unspliced matrices, was calculated using human 
Ensembl annotation version 98 using Velocyto (v0.17.17) [29]. 
Furthermore, these loom files were concatenated and processed based 
on the combined UMAP coordinates using Scanpy (v1.9.1) and scVelo 
(v0.2.4) [30]. Finally, the velocity vector field was displayed as 
streamlines using the scv.pl.velocity_embedding_stream function. 

2.8. Inference of branching trajectory tree 

We converted the Seurat object of gene expression data in the com
bined UMAP into a URD object and reconstructed the branching 

trajectory tree using URD (v1.1.1) [31]. Specifically, we calculated the 
variable genes for each cell type, combined the genes of each cell type 
into a single list of variable genes, and loaded them into the URD object. 
We then calculated a diffusion map using the calcDM function with knn 
= 200 and sigma.use = 10. Subsequently, we assigned cycling radial glia 
(RG_Cyc) as the root and calculated the pseudotime using the flood
Pseudotime and floodPseudotimeProcess functions. Based on the pseu
dotime distribution of each cell type, the CSMN, CTPN, CThPN, 
superficial, layer 4, and deep CPNs were defined as the tips of the tree. 
Next, we determined the logistic parameters used to bias the transition 
probabilities using the pseudotimeWeightTransitionMatrix and biased 
the transition matrix according to the pseudotime. We then simulated 
100,000 biased random walks from each tip to the root and processed 
them into visitation frequencies using simulateRandomWalksFromTips 
and processRandomWalksFromTips. Finally, we built a branching tra
jectory tree using the buildTree function. 

2.9. Lineage-specific gene cascades 

We identified lineage-specific genes for each branching trajectory 
based on our reconstructed tree using the aucprTestAlongTree function 
in the URD package. Specifically, for each trajectory, we focused on the 
segment from the tip to the root along each trajectory and the segment’s 
opposition (the segment’s sibling and the siblings’ children). A pairwise 
comparison was performed between the cells in the segment and the 
segment’s opposition to identify differentially expressed genes. A 
differentially expressed gene was considered a cascade on the trajectory 
if it was differentially highly expressed against > 60% of the cells in the 
segment’s opposition and was not upregulated in the trajectory down
stream of the segment’s opposition (must.beat.sibs = 0.6). 

To better demonstrate the expression cascade of lineage-specific 
genes for each trajectory, we first determined the “on and off” timing 
of lineage-specific gene expression and ordered genes by cascading 
using the geneCascadeProcess function from URD. Specifically, the 
average expression of each gene was calculated and smoothed using a 
sliding window along the trajectory. Genes were sorted based on the 
pseudotime value of “start and leave” gene expression. Next, we plotted 
the expression cascade heatmap of lineage-specific genes for each tra
jectory using the geneCascadeHeatmap. 

2.10. Identification of the cell-type decision genes 

To define genes associated with lineage bifurcations for each branch 
of all branch points, we first selected cells that appear at a 0.04 pseu
dotime units before and after the branch point, and identified differen
tially expressed genes in the branch compared with parent cells using 
the FindMarkers function in the Seurat package (min.pct = 0.1, logfc. 
threshold = 0.2). Next, to identify the top genes that distinguish cells on 
one branch from those on the other branch and the parent, we trained a 
Gradient Boosting Classifier using scikit-learn (v1.1.1) in each branch, 
calculated the importance score of differentially expressed genes, and 
selected the top 10 genes based on importance scores [32]. 

2.11. Architecture and training of deep-learning model 

The AI-TAC model [33] is a convolutional neural network (CNN) that 
predicts chromatin accessibility across 18 cell types in the human ce
rebral cortex from DNA sequences using pseudobulk ATAC-seq derived 
from scATAC-seq data. The input of the AI-TAC was a one-hot-encoded 
DNA sequence (A = [1,0,0,0], C = [0,1,0,0], G = [0,0,1,0], T = [0,0,0, 
1]) of 251 bp around the summit of the ATAC-seq peak. The output was 
the accessibility profile of the corresponding peak across 18 cell types, 
quantified as its quantile normalized log count value. The model ar
chitecture comprised three convolutional layers and two fully connected 
layers. The first convolutional layer used 300 filters with a width of 19 
bp, followed by rectified linear unit (ReLU) activation function, max 
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pooling with a width of 3 bp, and batch normalization. The remaining 
two convolutional layers used a similar architecture with different pa
rameters (200 filters of width 11 bp and max pooling with a width of 4 
bp for the second layer; 200 filters with a width of 7 bp and max pooling 
with a width of 4 bp for the third layer). Furthermore, the two fully 
connected layers comprised 1000 neurons, followed by the ReLU acti
vation function and dropout at a rate of 0.03. Finally, the training used 
the Pearson correlation as the loss function and the Adam optimizer [34] 
for 10 epochs with a learning rate of 0.001 and a mini-batch size of 100. 
All model implementations were based on PyTorch version 1.4.0. 

2.12. Learning motifs from the first layer filters of the CNN model 

We calculated the position weight matrices (PWMs) of 300 filters 
with 19 bp in the first layer to explain the essential features that the CNN 
model learned from DNA sequences. First, we identified 19 bp se
quences, which activated the filter by at least half of the maximum 
activation across the peaks with good predictions (Pearson correlation >
0.75). Next, for the 19 bp sequence, we designed a position frequency 
matrix based on each nucleotide and computed the PWM using a 
background uniform nucleotide frequency of 0.25. These operations 
created the first layer of 300 filters to represent the motifs learned from 
DNA sequences. 

To explore the robustness of the motifs learned by each filter in the 
model, we calculated the reproducibility of the motifs. We retrained 10 
additional CNN models to determine the PWMs, each using random 
sampling of 90% of the total data. Next, we used the TomTom algorithm 
[35] to compare whether the motifs in the original model were similar to 
at least one of the motifs in each additional model (q-value < 0.05). 

Three metrics are calculated to measure the importance of each 
motif. The first metric is the overall influence, which quantifies motif 
effects on model predictions. This was performed by replacing the 
activation value of this motif with the average activation value across all 
peaks to obtain the predicted value of the model with this motif missing. 
Thus, the overall influence was computed as the average (across all 
samples) of the squared difference between the correlation loss of the 
original and missing motif models. In addition, the cell-type-specific 
influence of the motif was defined as the mean of the prediction dif
ference between the original and missing motif models across all peaks. 
The second metric, information content, was computed as the sum of 
(across all 19 bp positions) the entropy differences between the PWM 
and background uniform nucleotide frequency of 0.25. The third metric, 
the number of peaks influenced by the motif, was defined as the number 
of samples for which the activation value of the motif was greater than 
half of the maximum activation value. 

Last, we assigned known transcription factor (TF) to the motifs using 
TomTom to compare the PWM of each filter with the Catalog of Inferred 
Sequence Binding Preferences (CIS-BP) database (from chromVAR mo
tifs ‘human_pwms_v2’) [36]. We further calculated the correlation be
tween the expression level and accessibility of these alternative TFs with 
q-values < 0.05 and p-values within two orders of magnitude of the 
smallest p-value generated by TomTom. The results are shown in 
Fig. S7D. 

2.13. Identification and validation of peak-gene links 

We linked genes with their nearby peaks among all cell types using 
the LinkPeaks function from Signac with default parameters, and iden
tified 15,269 significant peak-gene links. 

To display the dynamics of gene-regulatory interactions across all 
cell types, we drew a cluster heat map of the peak-gene links as follows: 
1) We defined 1000 seed cells by random sampling from the filtered 
17,436 cells. 2) Each of the 1000 seed cells was combined with its 49 
nearest neighbor cells in the combined UMAP space to generate a 
pseudobulk sample. 3) The chromatin accessibility and gene expression 
of each pseudobulk sample were obtained by summing the peak and 

RNA signals of the 50 cells. 4) Each pseudobulk sample was annotated 
with the cell type and age in the combined UMAP. 5) These linkages 
were clustered using k-means (k = 20) clustering based on the z-score- 
scaled accessibility levels of associated peaks. 6) Twenty interaction 
clusters were manually ordered according to trends in chromatin 
accessibility and gene expression. 

2.14. Enrichment of linked peaks in genomic elements 

Enrichment analysis of the linked peaks in genomic elements was 
performed in defined regions and epigenetically annotated regions of 
the genome. Fold enrichment was calculated using the ratio between the 
(#bases in state AND overlap feature)/(#bases in genome) and [(#bases 
overlap feature)/(#bases in genome) × (#bases in state)/(#bases in 
genome)] [37,38]. 

For fold enrichment of the linked peaks in defined genome regions, 
TSS was defined as 1 kb upstream and 1 kb downstream of the true TSS, 
the promoter was defined as 2 kb upstream and 1 kb downstream of the 
TSS, and the transcription end site (TES) was defined as 1 kb upstream 
and 1 kb downstream of the true TES. 

For fold enrichment of the linked peaks in epigenetically annotated 
genome regions, the chromatin state model of fetal brain tissue (E081) 
with 25-states was obtained from the Roadmap Epigenomics Project 
[37,39]. Validated human forebrain and non-forebrain enhancers were 
downloaded from the VISTA Enhancer browser [40]. 

2.15. Chromatin and gene-regulatory dynamics in the SCPN or superficial 
CPN trajectory 

To study the dynamics of gene-regulatory interactions in the SCPN or 
superficial CPN differentiation trajectory, we first identified cluster- 
specific genes in the corresponding trajectory using the FindAll
Markers function from Seurat with an adjusted p-value < 0.01 and a 
log2-fold change > 0.25. Next, we ordered the cells based on their 
pseudotime scores in the differentiation trajectory and merged bins of 50 
cells to obtain the pseudobulk samples. Last, we clustered the cis-regu
latory elements (CREs) for gene pairs of cluster-specific genes across 
pseudobulk samples using k-means clustering based on the z-score- 
scaled accessibility levels of the linked CREs. Each pseudobulk sample 
was annotated using the cell type and the age of the combined UMAP. 

2.16. Differential motif enrichment analysis 

Underlying TF binding sites (TFBSs) in the human genome were 
acquired from JASPAR2022 (http://expdata.cmmt.ubc.ca/JASPAR/ 
downloads/UCSC_tracks/2022/hg38/) [41]. TFBSs were then filtered 
using conserved regions (scores > 0.4 and width ≥ 20 bp) from phast
Cons (https://hgdownload.soe.ucsc.edu/goldenPath/hg38/phastCons 
100way/hg38.100way.phastCons/) [42]. To identify TF binding mo
tifs that present more often in one of the CSMN and CTPN CREs, dif
ferential motif enrichment analysis was performed using a logistic 
regression model: glm (TFBS ~CSMNCTPN + CRE width + con
servedbppercent, family = "binomial") in R, which explicitly controlled 
for the width and conservation differences between CSMN and CTPN 
CREs. TFBS was the dependent variable, indicating the presence or 
absence of a TF motif in the CRE. Moreover, CSMNCTPN was the in
dependent variable of interest, in which a CRE belonged to CSMN 
(CSMNCTPN = 1) or CTPN (CSMNCTPN = 0). CRE width and con
servedbppercent represent the width and percentage of CRE, respec
tively. csmnTFs were defined as significantly differentially enriched 
motifs present more often in CSMN than in CTPN CREs, and ctpnTFs 
were defined as significantly differentially enriched motifs present more 
often in CTPN than in CSMN CREs. The class of each TF was acquired 
using JASPAR2022, and Fisher’s exact test was used to determine 
whether a significant enrichment or depletion of that class was present 
in significant csmnTFs or ctpnTFs compared to that in all TFs found in 
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Fig. 1. A single-cell Multiome ATAC + Gene Expression atlas of the human developing cerebral cortex. A Generation of three scMultiome-seq datasets simulta
neously profiling open chromatin and gene expression from the same cell. B Combined UMAP for each scMultiome-seq dataset derived from fetal cortical plates at 
gestational weeks (GW) 11, 15, and 20. Each dot represents a cell colored according to the cell type. RG, radial glia; RG_Cyc, radial glia with cycles; Oligo, 
oligodendrocyte; MG, microglia; Peric, Pericytes; nIPC, intermediate progenitor cell; EN, excitatory projection neuron; IN, interneuron; CGE_IN, caudal ganglionic 
eminence interneuron; MGE_IN, medial ganglionic eminence interneuron; CR, Cajal-Retzius. C Integrated UMAPs for gene expression (left) and chromatin acces
sibility (right). Each dot represents a cell colored according to fetal age. D ATAC and RNA UMAPs of cells are colored by cell type. Each dot represents a single cell. 
RG, radial glia; RG_Cyc, radial glia with cycles; Oligo, oligodendrocyte; MG, microglia; Peric, Pericytes; nIPC, neuronal intermediate progenitor cell; EN, excitatory 
projection neuron; IN, interneuron; CGE_IN, caudal ganglionic eminence interneuron; MGE_IN, medial ganglionic eminence interneuron; CR, Cajal-Retzius; MigN, 
migrating neuron; ImmatureN, immature neuron; CPN, callosal projection neurons; preSCPNs, pre-subcerebral projection neurons; SCPN, subcerebral neurons; 
CSMN, corticospinal motor neurons; CTPN, corticotectal projection neurons; CThPN, corticothalamic projection neurons. E Combined UMAP based on gene 
expression and chromatin accessibility information. Each dot represents a single cell. Cells are colored according to fetal age (top) and cell type (bottom), the full 
names of which are listed in Fig. 1D. F Dot plot showing gene expression (left) and gene activity (right) of selected markers across cell types, the full names of which 
are listed in Fig. 1D, in the combined UMAP. The color bar represents the average expression or activity level of a gene in a cell cluster. The size of the dot indicates 
the percentage of cells in cell clusters that express the gene. 
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JASPAR2022. A similar analysis was performed for other results. 

2.17. TF binding motif enrichment analysis 

To identify the TFs responsible for establishing and maintaining a 
class of cells, we first obtained TF-binding motif information using the 
getMatrixSet function in JASPAR2020 [43]. Next, we performed motif 
scanning for the sequences of all peaks using the AddMotifs function in 
Signac, using the genome information in the BSgenome.Hsapiens.UCSC. 
hg38 package. Finally, we identified enriched TF binding motifs in the 
provided CRE list using the FindMotifs function in Signac. 

2.18. Gene ontology annotation 

The Cluster Profiler (v4.2.2) package was used for gene ontology 
term enrichment [44]. Terms with a p-value < 0.05 were defined as 
significantly enriched. 

3. Results 

3.1. A single-cell comprehensive atlas of chromatin accessibility and gene 
expression in the developing human cerebral cortex 

The emerging single-cell multi-omics technique that simultaneously 
profiles open chromatin and gene expression from the same individual 
cells offers the possibility of a deeper characterization of cell types and 
states in the early developing human cerebral cortex. Therefore, we 
collected fetal cortical plates at GW 11, 15, and 20 and conducted three 
scMultiome-seq assays to capture cellular heterogeneity (Fig. 1A; see 
Materials and methods). After quality control and filtering of both data 
modalities, we obtained 8021 cells with high-quality epigenome and 
transcriptome profiles from GW11, 5693 cells from GW15, and 3722 
cells from GW20 (Fig. S1 and Table S2). For each scMultiome-seq 
dataset, we performed unsupervised clustering analysis to assess 
global similarities and differences between individual cells and gener
ated single-cell atlases of chromatin accessibility and gene expression 
both independently and jointly. For the three UMAPs of each cerebral 
cortical tissue, such as ATAC, RNA, and combined UMAPs, each con
tained major cell types annotated with the expression of known marker 
genes, such as RG_Cyc, RG, oligodendrocyte, microglia, pericyte, nIPC, 
excitatory projection neuron, interneuron, caudal ganglionic eminence 
interneuron, medial ganglionic eminence interneuron, and Cajal-Retzius 
[2,3,18,45–48] (Fig. 1B and S2). In addition, in these UMAPs, the nIPC 
cluster was in proximity to RG cell populations, and various clusters of 
excitatory projection neurons appeared successively after the nIPC 
cluster (Fig. 1B and S2). These results indicate that the three 
scMultiome-seq datasets were of high quality. 

The UMAPs of each cortical tissue showed that data of the epigenome 
and transcriptome may enable the recognition of different cell types 
(Fig. S2). Thus, we eliminated the batch effect of ATAC and RNA data 
from the three scMultiome-seq datasets and generated ATAC and RNA 
UMAPs to investigate whether both modalities have different recogni
tion abilities for different cells in the developing human cerebral cortex. 
Specifically, for chromatin accessibility data, we created a new 

chromatin accessibility assay for each sample using a consensus set of 
103,566 accessible peaks, removed the technology-specific variation of 
the merged ATAC data, and produced an integrated ATAC UMAP [22]. 
Regarding the gene expression data, we merged the scRNA-seq data 
from all samples and generated an integrated RNA UMAP using Har
mony [27]. UMAP indicates the differentiation trajectory of cells to 
some extent. We observed vertical parallelism in both ATAC and RNA 
UMAPs among cells at different gestational timepoints (Fig. 1C), sug
gesting that during gestation, cells undergo differentiation without 
affecting identity determination. The horizontal parallelism exhibited 
by cells of different clusters indicates cell differentiation pertaining to 
chromatin accessibility and gene expression may be associated with 
pseudotime rather than gestation time. Furthermore, we separately 
annotated clusters in ATAC and RNA UMAPs using the expression of 
known marker genes [5,18,47–49] (Fig. S3). Different cell types were 
observed for the two atlases. For example, CSMNs and Cajal-Retzius cells 
appeared only in the RNA UMAP, whereas subpopulations of CPNs, 
including superficial, layer 4, and deep CPNs, were annotated in ATAC 
UMAP (Fig. 1D). These results suggest that the two modalities have 
different discriminatory abilities in different cell types. 

scMultiome-seq data, including the epigenome and transcriptome, 
makes it possible to resolve cellular heterogeneity more accurately and 
reliably. Thus, we combined chromatin accessibility and gene expres
sion information, generated a combined UMAP, performed clustering, 
and annotated cell types using known marker gene expression or activity 
to better perform cell heterogeneity analysis. Structural variation in the 
combined UMAP was associated with sample time points and cell types 
in various directions, supporting our hypothesis that cell differentiation, 
involving chromatin accessibility and gene expression information, may 
be associated with pseudotime rather than sample gestation time 
(Fig. 1E). Moreover, the combined UMAP annotated more comprehen
sive cellular subtypes than ATAC or RNA UMAPs alone, particularly for 
excitatory projection neurons. For instance, among CPN clusters 
expressing SATB2, cells in superficial, layer 4, and deep CPNs expressed 
CUX2, RORB, and LMO4 and LPL, respectively. Two subgroups of 
CFuPNs expressing BCL11B, TUBB3+NEUROD2+NEUROD6+BCL11 
B+FOXP2+TLE4+CRYM+ CThPNs and TUBB3+NEUROD2+NEURO 
D6+BCL11B+LDB2+FEZF2+ SCPNs, appeared in the combined UMAP. 
FOXP2 labels CSMNs but not CTPNs [49]. We also identified a migrating 
CPN cluster expressing NRP1 and an immature TUBB3+NEURO 
D2+NEUROD6+BCL11B+LDB2-FEZF2-FOXP2-TLE4-CRYM- SCPN cluster 
(Fig. 1F, Table S1). These results indicate that scMultiome-seq data are 
more advantageous for revealing cellular heterogeneity. To further 
corroborate cell-type identities, we integrated a previously published 
scMultiome-seq dataset from the human fetal cortical plates at GW 18, 
19, 23, and 24 with our own scMultiome-seq data and observed a high 
degree of consistency between the predicted cell types and the original 
cell types, thereby validating the accuracy of our cell type annotation 
(Fig. S4; see Materials and methods) [28]. Altogether, we generated a 
comprehensive single-cell atlas of chromatin accessibility and gene 
expression in the developing human cerebral cortex and marked almost 
all known subpopulations of excitatory projection neurons, providing 
the possibility of resolving the regulatory logic of excitatory projection 
neuronal diversity in downstream analyses. 

Fig. 2. Molecular differentiation trajectories of neocortical excitatory projection neurons. A Branched trajectory tree of excitatory projection neurons. The root of the 
tree is RG_Cyc; the tips are various excitatory projection neuron types. Each dot represents a single cell. Cells are colored according to the cell type, the full names of 
which are listed in Fig. 1D. B Schematic illustration of neurogenesis in excitatory projection neurons in the human neocortex. See Fig. 1D for abbreviations of the cell 
types. The early, intermediate, and late RG are labeled in purple, green, and orange, respectively. SCPN-related nIPC and young neurons are labeled in purple, and 
superficial CPN-related nIPC and young neurons are labeled in green. C Smoothened heatmap showing the cascade expression of lineage-specific genes over the 
shared trajectory and CSMN- and CTPN-specific trajectories. Genes in black and bold black represent cell-type specific markers and new genes, respectively. D 
Lineage-bifurcation genes that determine the direction of cell differentiation. Branched trajectory tree showing the nodes of cell differentiation direction determi
nation and their corresponding cell differentiation directions. Bubble diagram showing the average expression and importance score of the top 10 lineage-bifurcation 
genes predicted to be involved in cell identity divergence. Each dot represents a gene, with its size indicating the importance score of the gene, and its color cor
responding to the gene expression level. Bolded genes are shown in Fig. S6C. E Enrichment of gene sets associated with gene ontology (GO) items shown on branched 
trajectory trees. The gene features of the GO items are shown at the top of each graph. Red arrows represent branch node locations enriched for GO items. 
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3.2. Differentiation trajectories of neocortical excitatory projection 
neurons 

Various types of excitatory projection neurons originate from mitotic 
divisions of progenitor cells in the ventricular or subventricular zones 
and are located in the corresponding layers of the cerebral cortex during 
inside-out formation of each layer [9,10]. However, the differentiation 
trajectories of various independently developing excitatory projection 
neurons remain unknown. Therefore, we calculated the RNA velocity 
based on gene expression data and displayed it in the combined UMAP 
space, excluding cells of non-cortical origin and gliogenic cells 
(Fig. S5A). A cluster of RG_Cyc cells was differentiated toward both nIPC 
and RG, indicating that proliferative RG cells are the origin of neuronal 
differentiation of cortical origin. Nevertheless, the RNA velocity 
streamplot was insufficient to reveal the differentiation trajectory of 
each type of independently developing excitatory projection neurons, 
possibly owing to the limitation of UMAP in showing the differentiation 
process. Here, we generated a branched trajectory tree by applying the 
URD algorithm to transcriptome data to describe the differentiation 
trajectories of neocortical excitatory projection neurons (Fig. 2A and 
S5C; see Materials and methods) [31]. The cluster of proliferative RG 
cells was designated as the root, and the tips were determined based on 
the pseudotime distribution of the cell types (Fig. S5B). The distribution 
of different RG cell clusters in each segment of the branched trajectory 
tree showed that the number of RG1 cells was highest in segment A at 
the early stage of differentiation, followed by a significant increase in 
the proportion of RG2, RG3, and RG4 cells in segments B-1 and B-2, and 
then by only RG4 cells in segment D (Fig. S5D). This result suggests that 
RG cells continuously transit from one state to another along their dif
ferentiation trajectory. RG cells were defined as early, intermediate, and 
late RG cells in segments A, B, and D, respectively. We found that early 
RGs were progenitors of SCPNs, intermediate RGs were progenitors of 
superficial CPNs, and late RGs were progenitors of layer 4 CPNs, deep 
CPNs, and CThPNs (Fig. 2A). GO enrichment analysis of genes in 
different RG cells revealed that genes active in early RGs were primarily 
enriched in chromosome segregation and mitotic nuclear division, those 
active in intermediate RGs were enriched in stem cell differentiation, 
and those active in late RGs were enriched in positive regulation of 
synapse assembly (Fig. S5E). These results suggest that progenitor cell 
lineage specificity determines neuronal cell type. In addition, immature 
neurons are present in the early differentiation phase of pre-subcerebral 
projection neurons (preSCPNs), and preSCPNs then diverge into CSMNs 
and CTPNs. Superficial CPNs undergo a migration phase before reaching 
terminal differentiation. These results suggest that postmitotic differ
entiation contributes to the diversity of excitatory projection neurons. 
We summarized the neurogenesis of the developing human cerebral 
cortex as follows (Fig. 2B): 1) RG_Cyc cells continually transitioned from 
one state to another, giving rise successively to early, intermediate, and 
late RG clusters along pseudotime; 2) early and intermediate RG cells 
differentiated into nIPCs, and late RG cells differentiated directly into 
layer 4 CPNs, deep CPNs, and CThPNs. 3) Layer 4 CPNs, deep CPNs, and 
CThPNs migrated to form the corresponding deeper layers (layers 4, 5, 
and 6, respectively); 4) early RG-generated nIPCs differentiated into 
young neurons, which migrated to layer 5 and developed into preSCPNs 

that diverged into CSMNs and CTPNs; and 5) intermediate RG-generated 
nIPCs differentiated into migrating neurons in the sync, which then 
developed into superficial CPNs settling in layer 2. Progenitor cell 
lineage specificity and postmitotic differentiation contribute to the di
versity of excitatory projection neurons. To confirm the veracity of the 
neurogenesis pattern, we expanded the sample size across these gesta
tional weeks by incorporating four previously published scMultiome-seq 
datasets derived from fetal cortical plates at GW 18, 19, 23, and 24 [28]. 
A consistent branching trajectory tree was obtained (Fig. S5F). 

The combined UMAP and branched trajectory tree showed that the 
migrating marker genes NEUROD1 and NRP1 [47] were highly 
expressed in young neurons of SCPNs and superficial CPNs, respectively 
(Fig. S5G), suggesting that the migration process of SCPNs and super
ficial CPNs may be controlled by different migrating genes. Therefore, 
we hypothesized that the differentiation trajectory of each excitatory 
projection neuron type is controlled by lineage-specific genes. To sys
tematically resolve genes vital to the development of each excitatory 
projection neuron type, we identified lineage-specific genes for each 
differentiation trajectory and mapped their transcriptional changes over 
the corresponding differentiation trajectory (see Materials and methods; 
Table S3). Heat maps showed that the differentiation trajectory of each 
excitatory projection neuron type had its own specific gene (Fig. S6A). 
These lineage-specific genes are expressed in a cascade along the cor
responding differentiation trajectory. These results suggest that the 
differentiation trajectory of each excitatory projection neuron type is 
controlled by lineage-specific gene cascades. More specifically, the 
lineage-specific genes on each differentiation trajectory contained 
known marker genes for excitatory projection neuron types (CUX1 and 
CUX2 for superficial CPNs; LPL, LMO4, and LDB2 for deep CPNs; LPL, 
LMO4, and RORB for layer 4 CPNs; FOXP2, TLE4, and CRYM for CThPNs; 
and FOXP2 for CSMNs) and young neurons (NEUROD1 and NRP1) 
(Fig. S6A). These results indicate the accuracy of the lineage-specific 
gene identification. In addition, the expression of some 
lineage-specific genes was significantly higher in the corresponding cells 
than that in the opposing cells in the branched trajectory tree (Fig. S6B). 
The functions of these genes were consistent with those of the corre
sponding cell types, such as BCL6, ZFPM2, GRIK4, BHLHE22, PTCHD1, 
PBX3, and PLXNA2 [50–55] (Fig. S6A). Among them, BCL6, GRIK4, and 
BHLHE22 have been associated with neuron differentiation [5,56,57]. In 
particular, BCL6 plays a role in the differentiation of CSMNs [5]. These 
results suggest that lineage-specific genes beyond the known marker 
genes provide a new gene list, referred to as new genes, for the devel
opmental control of each cell type. Moreover, the molecular trajectories 
of the two SCPN subpopulations determined the genes that acted 
unanimously in the common differentiation trajectory and separately in 
the specific cell types (Fig. 2C). For example, EOMES, NEUROD1, 
BCL11B, and FEZF2 appeared chronologically in the common differen
tiation trajectory, FOXP2 appeared in CSMNs, and ZFM2 appeared in 
CTPNs. We identified lineage-specific genes and described their stages of 
action in the differentiation trajectory. 

The reconstructed branched trajectory tree enabled us to identify 
lineage-bifurcation genes involved in cell-type divergence. To address 
this question, we screened the genes more differentially expressed in 
daughter branch cells than in parental cells and assigned an importance 

Fig. 3. Deep-learning model learns motifs associated with the human cerebral cortex. A Schematic of the deep-learning model for predicting cell-specific chromatin 
accessibility profiles from DNA sequences across neuron types, the full names of which are listed in Fig. 1D, during the development of neocortical excitatory 
projection neurons. The input was a 19-bp DNA sequence near the peaks of the pseudobulk ATAC-seq generated by scATAC-seq and converted to one-hot encoding 
(left panel). The output is the chromatin accessibility profile of 18 human cortical cells (right panel). Specifically, this deep-learning model uses a convolutional 
neural network. B An example comparing chromatin accessibility profiles of 18 human cortical cell types between true observations and deep-learning model 
predictions. C Scatter plot of the characteristic information of the 300 motifs (information content vs. overall influence), where the color of the dots corresponds to 
the reproducibility of each motif. D Position weight matrix of known TF motifs (top) and key motifs obtained from the first layer filters of convolutional neural 
network (bottom). E Scatter plot of motifs with high reproducibility (overall influence vs. the number of peaks influenced). F Influence of the learned motifs on 
chromatin accessibility in different cell types, the full names of which are listed in Fig. 1D. Red represents positive effects and green represents negative effects. Genes 
mentioned in this article are highlighted in bold. G Motif deviations of three known neural development-related TFs (SOX6, EMX2, and NEUROD2) in five cell types 
(RG, nIPC, SCPN, CPN, and CThPN). 
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score to each gene by training a gradient-boosting decision tree (see 
Materials and methods). The genes with the highest scores were 
assigned roles in establishing branch identity at branch points, and the 
top 10 genes for each daughter branch contained genes that governed 
the acquisition of cell identities, such as EOMES, HES6, and BCL11B 
(Fig. 2D), demonstrating the accuracy of lineage-bifurcation gene 
identification. Interestingly, the functions of FAT3 and ROBO2 [58,59] 
were consistent with those of their corresponding cell types (Fig. 2D), 
confirming the function of lineage-bifurcation genes in cell identity 
decisions. These results suggest that lineage-bifurcation genes other 
than the known genes can be novel candidate genes that play a role in 
controlling cell identity acquisition. We obtained a compendium of 
lineage-bifurcation genes associated with the decision of neuronal dif
ferentiation directions. 

The function of lineage-bifurcation genes at each branch point in the 
branched trajectory tree was consistent with the stage of differentiation 
trajectory of excitatory projection neurons. For instance, HES6 in node 1 
is involved in neural cell differentiation [60], TENM2 and ROBO2 in 
node 3 are related to axon extension and synapse formation during 
neural development [61,62], and NRXN3, NLGN1, SEMA3E, SEMA6D, 
and FAT3 in nodes 2 and 4 are associated with synaptic signal trans
mission [58,63–67] (Fig. S6C). This prompted us to plot gene ontology 
(GO) terms on the branched trajectory tree. GO terms related to cell fate 
specification, axon extension, and synapse organization were enriched 
in the daughter cells of nodes 1 and 3, and glutamatergic synaptic 
transmission was enriched in the daughter cells of nodes 2 and 4 

(Fig. 2E). These results indicate that the bifurcation points of the 
branching trajectory tree match the important stages of neuronal dif
ferentiation well. 

3.3. Using a deep-learning model to screen cell type specific chromatin- 
accessible motifs in the branching trajectory tree 

Changes in the binding of TF to CREs alter CREs activity, which is the 
basis for phenotypic transformations during development [68,69]. 
Therefore, it is essential to decode the key TFs responsible for estab
lishing and maintaining neuron-type identities during the development 
of excitatory projection neurons. We trained a CNN, a deep-learning 
model, using a recent AI-TAC framework with the peak sequences and 
chromatin accessibility of these peaks in each cell type, and the 
first-layer neurons could recognize significant sequences (or preferred 
motifs) representing TF-binding motifs [33,70] (Fig. 3A; see Materials 
and methods). The AI-TAC input was 90% of the 251-bp DNA sequences 
of the 100,818 peaks called out in at least one cell type, and the output 
was the chromatin accessibility across all cell types. The CNN model that 
predicted chromatin accessibility profiles across 18 cell types using 
genomic sequences showed good performance (Fig. 3B and S7C) and a 
high correlation (Fig. S7A) between the true and predicted chromatin 
accessibility profiles. Moreover, we trained 10 additional models with 
different 90% subsets of data using the same method. These models 
displayed a high correlation with the first CNN model, demonstrating 
the robustness of the first CNN model (Fig. S7B). Therefore, CNN can be 

Fig. 4. Chromatin and gene-regulatory dynamics in the human cerebral cortex. A Heatmap showing chromatin accessibility (left) and gene expression (right) of 
15,269 significant peak-gene links across 1000 pseudobulk samples. Each row represents a single peak and gene linkage. Columns represent 1000 pseudobulk 
samples. These pseudobulk samples were annotated using the combined UMAP cell types, the full names of which are listed in Fig. 1D, and fetal age and sorted 
according to the order of cell types in the differentiation trajectory. Yellow to dark green represents low-to-high chromatin accessibility activity (left) and gene 
expression levels (right). B Pie chart showing the percentage of linked peaks overlapped with roadmap enhancers. C Fold enrichment of linked peaks within defined 
genomic regions. D Fold enrichment of linked peaks in epigenetically annotated genomic regions. Fetal (E081) brain-derived chromatin 25-states were obtained from 
the Roadmap Epigenomics Project. In addition, validated human and non-forebrain enhancers were downloaded from the VISTA Enhancer browser. 
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Fig. 5. Regulatory logic of SCPN specification. A Heatmap showing chromatin accessibility and gene expression of 7903 significant cis-regulatory elements (CREs) to 
cluster-specific gene pairs across 137 pseudobulk samples. These pseudobulk samples were aggregated along pseudotime bins in the preSCPN differentiation tra
jectory and annotated using the combined UMAP cell types, the full names of which are listed in Fig. 1D, and fetal age. Yellow to dark green represents low-to-high 
chromatin accessibility activity (left) and gene expression levels (right). Three interaction clusters were obtained by clustering CRE-gene pairs using k-means 
clustering. B GO enrichment analysis of genes represented in the three interaction clusters. C TF motif enrichment of CREs represented in three interaction clusters. D 
Normalized counts of differentially expressed genes in the CSMNs (x-axis) and CTPNs (y-axis). Differentially expressed genes were expressed higher in CSMNs or 
CTPNs than the other two clusters when comparing preSCPNs, CSMNs, and CTPNs. The genes mentioned in the text have been labeled. E TFs with significant 
differential enrichment of conserved motifs in CSMN and CTPN CREs. csmnTFs (left) are motifs that are found more often in CSMN CREs than in CTPN CREs. ctpnTFs 
(right) are motifs that are found more often in CTPN CREs than in CSMN CREs. The genes labeled in red are functionally consistent with the corresponding cell types. 
F Enrichment of TF classes for csmnTFs (left) and ctpnTFs (right). G Gene expression and TF motif deviation of the STAT domain factors were compared between the 
two cell types. 
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Fig. 6. Regulatory logic of CPN specification. A Heatmap showing chromatin accessibility and gene expression of 8286 significant CRE to cluster-specific gene pairs 
across 53 pseudobulk samples. These pseudobulk samples were aggregated along pseudotime bins in the superficial CPN differentiation trajectory and annotated 
using the combined UMAP cell types, the full names of which are listed in Fig. 1D, and fetal age. Yellow to dark green represents low-to-high chromatin accessibility 
activity (left) and gene expression levels (right). Four interaction clusters were obtained by clustering CRE-gene pairs using k-means clustering. B GO enrichment 
analysis of genes represented in the four interaction clusters. Each dot represents a gene’s function. The color of the dot indicates the statistically significant level of 
enrichment analysis, and the size of the dot indicates the ratio of the number of genes associated with that ID in the interaction cluster to the total number of genes 
across that term. C Differentiation (left) and functional (right) TFs with significant differential enrichment in cluster2 and cluster4 CREs, respectively. D Heatmap 
showing the average expression of differentially expressed genes in superficial and deep CPNs (including layer 4 and deep CPNs). Genes are highly (yellow) and lowly 
(green) expressed in superficial CPNs compared to both populations of deep CPNs. E Superficial and deep TFs with significant differential enrichment in superficial 
and deep CREs, respectively. 
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used to obtain motifs representing TF binding motifs from the open 
chromatin regions of each cell type in the human cerebral cortex. 

To decode the key motifs important for cell identity determination, 
we assessed the repeatability of the motifs extracted from the first CNN 
model by comparing them with the motifs from 10 additional models 
using the TomTom algorithm [35]. The highly reproducible motifs, 
which occurred in over six of the 11 CNN models, displayed higher 
overall influence and information content than those with lower 
reproducibility (Fig. 3C). Therefore, these highly reproducible motifs 
matched well with TF patterns, which are vital for establishing and 
maintaining neuron-type identity. We identified key motifs that can be 
used to study important TFs. 

To connect these key motifs to TFs, we compared the highly repro
ducible motifs with TF binding motifs from the Cis-BP database using the 
TomTom algorithm. Motifs 21, 177, 206, and 225 matched well with the 
patterns of NFIB, CTCF SOX9, and EMX1, respectively (Fig. 3D), sug
gesting reasonable correspondence between key motifs and matching 
TFs. As multiple TFs could share a single motif, we calculated the cor
relation between chromatin accessibility and gene expression of candi
date TFs for each motif related to multiple TFs and specified a TF with a 
higher correlation to the motif (Fig. S7D; see Materials and methods). 
Among the assigned TFs, we found several typical regulatory factors 
related to neurogenesis, including ASCL1, TCF12, HMG20A, EMX1, 
NEUROD6, POU3F4, MEF2C, MEIS3, and SOX6 (Fig. 3E). Other motifs, 
such as CTCF, a TF critical for chromatin architecture, may have com
plementary effects on human cerebral cortex cells. In addition, examples 
of highly reproducible motifs that are not matched in Cis-BP, such as 
motifs 28 and 185, may correspond to unidentified TFBSs associated 
with human cerebral cortex development and differentiation. We 
decoded the key TFs vital in regulating neuron-type identities and/or 
neuron state transitions. 

To directly assess the relationship between motifs and cell types, we 
quantified the predicted importance of each motif across the 18 cell 
types. SOX6 and EMX2 were essential for progenitor cells (RGs and 
nIPCs), but not for mature neurons (CPNs, CThPNs, and SCPNs), 
whereas NEUROD6 was required for mature neurons, but not for pro
genitor cells (Fig. 3F). TF motif deviation analysis also showed that 
SOX6 and EMX2 play regulatory roles in progenitor cells and that 
NEUROD2 (similar to NEUROD6) plays a regulatory role in mature 
neurons (Fig. 3G). These results are consistent with the known roles of 
the corresponding TFs [56,71], indicating that we determined the effect 
of the cell types of each motif. On the differentiation of SCPNs and su
perficial CPNs, SOX6 displayed a gradually increasing negative influ
ence, whereas NEUROD6 showed a progressively deeper positive 
influence (Figs. 3A and 3F), consistent with the known functions of the 
two genes along the differentiation trajectories. Other TFs with similar 
negative effects on SCPN and superficial CPN differentiation, such as 
HMG20A and NHLH2, and positive effect gradients on SCPN develop
mental progression, such as SMAD, ASCL1, MEIS3, and E2F1, should be 
further investigated for their functions in modulating cell differentia
tion. Moreover, we noticed that some TFs exhibited opposite effects in 
similar cell types, such as TCF12 in RGs and nIPCs, and E2F1 in SCPNs 
and CPNs. Some Cis-BP-unmatched motifs exhibited this trend, 
providing a new TF pool that may be associated with human cerebral 
cortex development. We determined the cell type-specific influences of 
key motifs vital to regulating cell-type identities and/or cell-state tran
sitions during the development of excitatory projection neurons. 

3.4. Gene-regulatory dynamics across cell types in the developing cerebral 
cortex 

During cellular differentiation from one state to another, regulatory 
element activity and gene expression levels are altered sequentially or 
synchronously. To explore the dynamic regulation of expression across 
cell types in the developing human cerebral cortex, we identified 15,269 
positive peak-gene links that may represent potential enhancer-gene 

interactions among all cell types using LinkPeaks in Signac [72] (see 
Materials and methods; Table S4). All linkages were clustered across 
1000 pseudobulk samples, revealing a consistent trend of chromatin 
accessibility and gene expression across cell types, especially in RGs 
(Fig. 4A). Moreover, the state of chromatin accessibility and gene 
expression in cells, including nIPCs, immature neurons, and preSCPNs, 
depicted the trajectory of young neurons to preSCPNs (Fig. 4A). 

Because peak-gene links represent potential enhancer-gene in
teractions, we performed the following enrichment analysis of linked 
peaks to resolve the characteristics of these regions. First, we merged the 
enhancer regions (represented by H3K27ac) of seven brain samples 
obtained from the Roadmap Epigenomics Project to produce a set of 
enhancer regions. The overlap between linked peaks and the roadmap 
enhancer set revealed that 88% of the linked peaks intersected with 
known enhancers (Fig. 4B), suggesting that the linked peaks are of 
enhancer function. To further investigate whether linked peaks were 
enriched in non-enhancer regions, we performed a fold enrichment 
analysis of the linked peaks in the defined genome regions. We found 
that linked peaks were significantly enriched in regions near promoters 
(transcription start site, promoter, 5’ untranslated region) with known 
functionality, but nominally depleted in intergenic regions with poorly 
annotated functionality (Fig. 4C), suggesting the regulatory properties 
of the linked peaks. Furthermore, we performed a fold enrichment 
analysis of the linked peaks in the epigenetically annotated genome 
regions derived from the chromatin state model of fetal brain tissue 
(E081) with 25 states [37]. The results showed that the linked peaks 
were enriched in enhancers and promoters but depleted in actively 
transcribed regions, ZNF genes and repeats, heterochromatin, and 
quiescent regions (Fig. 4D). More importantly, these linked peaks were 
enriched in validated human forebrain enhancers [40] (Fig. 4D). These 
findings suggest that the linked peaks are strongly correlated with en
hancers. Therefore, CRE-gene pairs can help further explore chromatin 
and gene regulation in neuronal differentiation trajectories. 

3.5. Regulatory logic of SCPN cell type specification 

CSMNs and CTPNs underwent a common differentiation path, where 
young neurons originated from the RG-sourced nIPC division and 
developed into preSCPNs, and diverged from the preSCPNs (Figs. 2A and 
2B). However, it is unclear how cell fate is regulated in this process, such 
as the regulatory logic in the differentiation of RGs to preSCPNs, and the 
key factors regulating the differentiation of preSCPNs to CSMNs and 
CTPNs. 

To study the dynamics of gene-regulatory interactions in the 
preSCPN differentiation trajectory, we clustered CRE-gene pairs of 
cluster-specific genes across 137 pseudobulk samples aggregated along 
the pseudotime of the preSCPN differentiation trajectory, and grouped 
these CRE-gene pairs into three clusters (Fig. 5A). GO enrichment 
analysis of genes in the different clusters revealed that genes active in 
early development were specifically enriched in nuclear division and 
neural precursor cell proliferation, axonal and synapse maturation in the 
intermediate stage, and glutamate receptor signaling pathway regula
tion in the late stage (Fig. 5B). TF motif enrichment analysis of linked 
CREs in the different clusters showed that POU6F2 was enriched in 
linked CREs that were open chromatin during early development, 
NEUROD1 in the intermediate stage, and NEUROG1, BHLHE23, Atoh1, 
and OLIG1 in the late stage (Fig. 5C). We resolved the TFs vital at each 
stage of the differentiation process of preSCPNs. 

We then investigated the key factors that played a role in the bifur
cation of preSCPNs into CSMNs and CTPNs. We compared gene 
expression levels in the three cell types and obtained genes that were 
specifically expressed at the highest levels in CSMNs and CTPNs, 
respectively (Fig. 5D and S8). We found that genes involved in somatic 
movement, such as RBFOX1, SYNE2, LIMCH1, and CHPT1 [73,74], were 
significantly upregulated in CSMNs (Fig. S8A). Genes associated with 
vision, such as VCAN and NCAM2 [75,76], were differentially expressed 
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in the CTPNs (Fig. S8B). The functions of these genes are consistent with 
the functions of the respective differentiated cell types, suggesting the 
successful identification of cell-type-specific genes. Within the 
cell-type-specific genes, many are known to exert regulating function 
during neuron differentiation, or even during the differentiation of the 
corresponding cell types. For example, ROBO2 and GRIN2B, which are 
differentially expressed in CTPNs, are also involved in neuronal differ
entiation [77,78]. BCL6 is differentially expressed in CSMNs involved in 
late CSMN development [5]. These results indicated that we identified 
genes involved in the differentiation of preSCPNs into CSMNs and 
CTPNs. 

We then explored CREs separately associated with differentially 
upregulated genes in CSMNs and CTPNs using differential motif 
enrichment analysis. Seven TFs were more accessible in CSMNs 
(csmnTFs) and 40 TFs were more accessible in CTPNs (ctpnTFs). We 
found that csmnTFs included TP73, a TF associated with the risk of 
amyotrophic lateral sclerosis [79], whereas ctpnTFs contained the TFs 
BHLHE22 and NR2E1, both TFs related to vision [80,81] (Fig. 5E). These 
TFs separately reflected the functions of CSMNs and CTPNs, demon
strating the successful identification of cell type-specific regulatory TFs. 
Within the TFs, many are known to relate to the differentiation regu
lation. For instance, TP73 promotes terminal neuronal differentiation 
and BHLHE22 regulates cell fate determination [56,82]. Therefore, we 
consider that the rest TFs that have not been reported relating the dif
ferentiation of the two cell types may also function in regulating the 
divergent differentiation of preSCPNs into CSMNs and CTPNs. 
Comparing the results of identifying differentially enriched TFs between 
single-modal data and multiomic data, we have found that 
scMultiome-seq data exhibits significant advantages in revealing the 
regulatory factors underlying cell differentiation (Table S5). In addition, 
the HECW2 gene associated with autism spectrum disorder (ASD) sta
bilizes TP73 and enhances its transcription activation function [83–85]. 
Therefore, it is worth investigating whether TP73’s regulation of the 
differentiation process from preSCPNs to CSMNs is genetically linked to 
ASD. This could contribute to a deeper understanding of the molecular 
mechanisms underlying ASD and provide new directions for future 
treatments and interventions. 

Furthermore, ctpnTFs were enriched in the pro-neural STAT domain 
and basic helix-loop-helix (bHLH) factors that promote neuronal dif
ferentiation [86,87] (Fig. 5F). However, the csmnTFs were not enriched 
in any specific TF class. These results suggest that daughter CTPNs un
dergo stronger regulation than CSMNs during the divergence of 
preSCPNs into two subgroups. The dysregulation of the Janus 
kinase-signal transducer and activator of transcription (JAK-STAT) 
signaling pathway affects neurodegenerative diseases, highlighting the 
importance of investigating the regulatory role of STAT family genes 
during the differentiation process from preSCPNs to CTPNs [87]. We 
calculated the gene expression and TF motif deviation for the STAT 
family genes and observed upregulation in the expression levels or TF 
motif deviation of five genes (STAT2, STAT3, STAT4, STAT5B, and 
STAT6) during CTPN differentiation, while STAT1 and STAT5A 
exhibited downregulation in both gene expression levels and TF motif 
deviation (Fig. 5G). These results indicate that STAT family genes play 
regulatory roles in the differentiation process from preSCPNs to CTPNs. 
In particular, STAT5A, which demonstrates coordinated changes in gene 
expression and TF motif deviation, was identified as playing a regulatory 
role in the differential motif enrichment analysis (Fig. 5E). In addition, 
The coordinated patterns of the STAT family genes merit further 
investigation. 

3.6. Regulatory logic of CPN cell type determination 

CPNs enable the bidirectional integration of modality-specific in
formation and coordinate multiple higher brain functions by connecting 
the two cerebral hemispheres. The majority of CPNs were localized in 
layer 2, forming superficial CPNs. To resolve the regulatory dynamics of 

gene expression in the differentiation trajectory of superficial CPNs, we 
clustered CRE-gene pairs of cluster-specific genes across 53 pseudobulk 
samples aggregated along pseudotime. These interactions formed four 
clusters representing the early, early-intermediate, late-intermediate, 
and late stages of superficial CPN differentiation (Fig. 6A). GO enrich
ment analysis of genes in different clusters revealed that nuclear division 
and cell fate specification were enriched in genes active in the early 
stage, axon extension and guidance in the intermediate stages, and 
synaptic transmission in the late stage (Fig. 6B). As CREs in clusters 2 
and 4 separately contribute to cell differentiation and function mainte
nance of superficial CPNs, we performed differential motif enrichment 
analysis between CREs of the two stages to identify vital TFs functioning 
at the two important stages. We identified 256 TFs that were more 
accessible in cluster 2 (differentiatedTFs) and 22 in cluster 4 (functio
nalTFs) (Fig. 6C; Table S6). The differentiatedTFs included EOMES and 
CUX2 and were enriched in homeodomain factors implicated in neural 
stem cell patterning and neural progenitor fate specification [86] 
(Fig. 6C and S9A). The functionalTFs contained NFATC4 and MEF2C 
which have been reported to be associated with spatial memory and 
cognitive impairment [88,89], and were enriched in MADS-box and Rel 
homology helix factors (Fig. 6C and S9B). We identified TFs that play a 
role in cell differentiation and functional maintenance during the dif
ferentiation of superficial CPNs. 

To explore how the key differentialTFs and functionTFs regulate the 
differentiation trajectory of superficial CPNs, we calculated the gene 
expression and TF motif deviation for both types of TFs and obtained 15 
differentialTFs and 19 functionTFs with both scalars (Fig. S9C and S9D). 
Nine differentialTFs displayed a consistent sequential decrease in both 
gene expression and TF motif deviation along the cell differentiation 
trajectory, and five showed a continuous reduction in TF motif deviation 
and a partial reduction in gene expression (Fig. S9C). Eight function TFs 
exhibited a gradual increase in both gene expression and TF motif de
viation along the cell differentiation trajectory, eight showed a contin
uous increase in TF motif deviation and a partial increase in gene 
expression, and three showed a continuous increase in TF motif devia
tion but a decrease in gene expression (Fig. S9D). TF chromatin acces
sibility was more consistent with the differentiation of superficial CPNs. 

To compare the differences between superficial and deep CPNs (layer 
4/deep CPNs), we identified genes with differential expression levels in 
superficial CPNs compared to both populations of deep CPNs (Fig. 6D). 
Moreover, we performed a differential motif enrichment analysis be
tween superficial and deep CREs linked with differentially expressed 
genes in superficial and deep CPNs, revealing 67 TFs that were more 
accessible in superficial CPNs and four in deep CPNs (Fig. 6E). The 
enrichment of neurogenesis-related genes in superficial CPNs, but not in 
deep CPNs, suggests that superficial CPNs are tightly controlled during 
neurogenesis. We identified genes and TFs that maintain the function of 
superficial CPNs. 

4. Discussion 

The process of human cerebral cortex neurogenesis occurs during the 
early stages of fetal development, making the acquisition of early-stage 
cortical plates crucial for studying the regulatory mechanisms of 
neuronal diversity in the cerebral cortex. In this study, we simulta
neously profiled the transcriptomic and epigenomic datasets of the same 
individual cells derived from three early human fetal cortex tissues at 
GW 11, 15, and 20, and built a comprehensive single-cell atlas of com
bined gene expression and chromatin accessibility. Various cell types, 
including almost all the currently known excitatory neuron sub
populations and their young counterparts, were captured and annotated 
in our comprehensive atlas. In comparison, a scMultiome-seq dataset 
previously published by Zhu et al. from the human fetal cortical plates at 
GW 18, 19, 23, and 24 failed to capture SCPNs and their associated 
young cells (Fig. S4) [28]. Therefore, a single framework comprising all 
excitatory neuron types and their young counterparts, transcriptome, 
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and epigenome in our study provides us with the opportunity to delin
eate the differentiation trajectories of various independently developing 
excitatory projection neuron types and to identify regulatory factors, 
thus elucidating the mechanistic principles underlying cellular diversity. 

The comprehensive annotation of excitatory projection neurons 
allowed us to map the differentiation trajectory of the independently 
developing individual neuron types. Our analysis provides novel in
sights into the current debate on whether fate-restricted progenitors 
exist [13–16], supporting the conclusion that neuronal diversity origi
nates from both fate-restricted progenitors and postmitotic differentia
tion programs (Fig. 2A and B), which is consistent with a similar 
observation in the developing neocortex in mice [90]. Specifically, 
during neurogenesis, radial glial progenitor cells continually transition 
from one state to another, giving rise to young neurons that reflect their 
respective neuronal state. Young neurons then undergo a postmitotic 
differentiation program following the program provided by progenitor 
cells, resulting in various specific excitatory projection neuron types in 
the neocortex. 

TFs that regulate neuronal differentiation and development are 
essential for normal neuronal development. Abnormal neuronal devel
opment can lead to neurodegenerative diseases. Therefore, decoding key 
TFs that regulate neuronal development during cortical development is 
important and clinically significant. In the present study, we identified 
TFs with cell type-specific effects and resolved TFs that function at 
critical stages of cell fate determination in SCPNs and CPNs. By eluci
dating these TFs, we lay the groundwork for comprehending the pre
dominantly coordinated regulatory logic governing neuronal 
diversification in the neocortex. This facilitates our understanding of the 
molecular-level regulatory mechanisms involved at various stages of 
human cortical development. Furthermore, we found that some TFs are 
genetically linked to ASD, such as, TFE3, ARX, and MEF2C (https 
://gene.sfari.org/). Given that the key TFs identified in this study are 
regulators that play a regulatory role during neuronal differentiation 
and development, key TFs that have not yet been reported provide a new 
pool of candidate TFs for ASD research. Besides, it is unknown how 
genetic variants associated with ASD interfere with the genetic programs 
underlying cerebral cortex development [91,92]. Specifically, we still do 
not know in which neuronal differentiation and developmental pro
cesses TFs disrupted by ASD-associated genetic variants play a regula
tory role. At what stage of neuronal genesis are the regulatory roles 
exerted? To explore these questions, we can subsequently analyze the 
enrichment of neurodegenerative disease-associated genetic variants in 
the TFs identified in this study. Understanding which neuronal differ
entiation and developmental processes, such as CPNs or SCPNs, are 
regulated by the TFs interfered with by the genetic variants can help us 
to understand the cell types and pathogenesis associated with the dis
ease and provide valuable insights into the therapeutic targets. 

Understanding the regulatory mechanisms underlying cellular dif
ferentiation programs in complex heterogeneous populations is critical 
to answer numerous scientific questions. Theoretically, combining the 
dual modalities of transcriptomic and epigenomic profiles in the 
scMultiome-seq dataset would be more efficient and accurate in pre
dicting the differentiation trajectory with complex and dynamic het
erogeneous subpopulations. However, current trajectory inference 
algorithms such as RNA velocity, Monocle3, and URD [29,31,93] have 
been developed solely for single-cell gene expression or chromatin 
accessibility data. In this study, when performing the trajectory infer
ence using the gene expression data alone, we found there were mixed 
between different cell populations on the tree and that some cells were 
not assigned to the trajectory branching tree. These existing limitations 
in the current algorithms undervalue the potential of scMultiome-seq 
data for mining more accurate cellular differentiation programs in the 
developing neocortex. To realize this potential, Li et al. developed 
MultiVelo to improve cell fate prediction using chromatin accessibility 
and gene expression profiles within the same cell [94]. However, a 
stream plot of velocity vectors from MultiVelo was displayed in the 

UMAP space, limiting the demonstration of the differentiation trajectory 
of each type of independently developing excitatory projection neurons. 
Therefore, developing appropriate trajectory inference software for 
single-cell multi-omics datasets will help researchers better understand 
complex biological processes. Moreover, the availability of suitable 
software will facilitate the mining of single-cell gene expression and 
chromatin accessibility data derived from scarce samples and 
sequencing in large quantities [18,95]. 

5. Conclusion 

This study sheds light on the biological processes and regulatory 
mechanisms that govern the diversity of excitatory projection neurons. 
These findings provide a research framework for elucidating the path
ogenesis of neurodegenerative diseases related to neural development 
and the identification of therapeutic targets. 
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