Performance test methods for near-infrared fluorescence imaging
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Purpose: Near-infrared fluorescence (NIRF) imaging using exogenous contrast has gained much
attention as a technique for enhancing visualization of vasculature using untargeted agents, as well as
for the detection and localization of cancer with targeted agents. In order to address the emerging need
for standardization of NIRF imaging technologies, it is necessary to identify the best practices suitable
for objective, quantitative testing of key image quality characteristics. Toward the development of a
battery of test methods that are rigorous yet applicable to a wide variety of devices, we have evaluated
techniques for phantom design, measurement, and calculation of specific performance metrics.
Methods: Using a NIRF imaging system for indocyanine green imaging, providing excitation at
780 nm and detection above 830 nm, we explored methods to evaluate uniformity, field of view,
spectral crosstalk, spatial resolution, depth of field, sensitivity, linearity, and penetration depth. These
measurements were performed using fluorophore-doped multiwell plate and high turbidity planar
phantoms, as well as a 3D-printed multichannel phantom and a USAF 1951 resolution target.
Results and Conclusions: Based on a wide range of approaches described in medical and fluores-
cence imaging literature, we have developed and demonstrated a cohesive battery of test methods for
evaluation of fluorescence image quality in wide-field imagers. We also propose a number of key
metrics that can facilitate direct, quantitative comparison of device performance. These methods have
the potential to facilitate more uniform evaluation and inter-comparison of clinical and preclinical
imaging systems than is typically achieved, with the long-term goal of establishing international stan-
dards for fluorescence image quality assessment. © 2020 American Association of Physicists in Med-
icine [https://doi.org/10.1002/mp.14189]
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1. INTRODUCTION including exogenous near-infrared (NIR) fluorophores which
enhance the information collected by these devices. Near-in-
In the past decade, there have been major advances in fluo- frared excitation and emission wavelengths (690—1000 nm)
rescence-based imaging techniques for medical diagnostics, represent a region where endogenous tissue fluorescence

tends to be low and light penetration is relatively high, due to

[Correction added on 12 June 2020 after first online publication: lower absorption of water, melanin, oxy, and de-oxy hemo-

.12 . . .
The fourth author's first name has been changed from ‘Pejhman’ to gbpm' En-face, or surfa.ce NIR fluorescence imaging with
‘Pejman’ in this version] digital cameras has been implemented for a wide range of
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applications, such as metastatic imaging,® lymph node identi-
fication,*® intraoperative tumor, delineation, and vascular
mapping.” While the development of NIR imaging exhibits
tremendous potential for clinical improvements, there
remains a lack of standardized test methods for objective,
quantitative characterization of device performance.

Well-validated tissue-simulating phantoms can facilitate a
wide variety of performance evaluation tasks throughout the
device life cycle, including early system development, device
optimization and inter-comparisons, clinical trial standardiza-
tion, regulatory clearance, manufacturing quality control, re-
calibration, clinical constancy testing, and clinician training,
among others. Currently, there are numerous international
consensus documents that describe standardized phantom-
based test methods for established medical imaging modali-
ties such as magnetic resonance imaging (MRI), computed
tomography (CT), and PET.* '° However, no equivalent doc-
uments exist for optical imaging modalities such as NIR fluo-
rescence (NIRF). Thus, there is a need to identify an optimal
set of performance metrics that are objective, quantitative,
and scientifically rigorous, yet minimally burdensome for
users. While a standard set of test methods may not be appro-
priate for all NIR fluorescence devices, they can often serve
to provide guiding principles that can be adapted for novel
system designs.

Prior studies on medical imaging,® ' NIRE," *''"** and
other optical modalities (e.g., hyperspectral)'®*° identify key
characteristics relevant for en-face imaging. Several key com-
monly cited metrics are spatial resolution,'”*' >* sensitivity/
detectability,] HI=13,15-17,21-31 linearity,] LISI7.32.33 ynifor-
mity,'®?*3* depth of field (DOF),” " field of view
(FOV),”*15 excitation light crosstalk,lﬁ’zﬂ"25 29:38:39 and pene-
tration depth.'®?*?%272%3 Some metrics that are commonly
used with white light images are essential in assessing the
image quality of NIRF imaging systems, such as spatial reso-
lution,15 21-29 DOF,35*37 and distortion.***' A recent study of
fluorescence tomography image quality implemented phan-
toms with (a) indocyanine green (ICG)-doped objects in the
0.25-2 uM range at a single depth and (b) objects at a single
concentration but a range of depths from 4 to 14 mm;'® this
study also used signal-to-noise ratio (SNR) as a key variable.
In a frequency-domain fluorescence study, detectability was
evaluated as a function of inclusion and background fluo-
rophore concentrations, as well as object size. In spite of
the wide range of techniques described in optical image qual-
ity literature and many contributions of these works, the
methods described in NIRF surface imaging studies are typi-
cally or less comprehensive than necessary for standardiza-
tion or lacking in rigor (e.g., sensitivity data without
objective, quantitative evaluation of linearity, and detection
limits).

Therefore, the purpose of this study was to develop a basic
battery of performance test methods inspired by prior work in
fluorescence and other imaging modalities. Specifically, we
have generated tissue-simulating phantoms with clinically
relevant fluorophores using indocyanine green (ICG) and
used them to characterize the image quality of a custom NIRF
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imaging system. In some cases, we have performed evalua-
tions using multiple approaches and discuss the relative mer-
its of each approach.

2. MATERIALS AND METHODS
2.A. NIRF imaging system

All images analyzed in this study were acquired with a
custom benchtop NIRF imaging system (Fig. 1). A light-
emitting diode (M780L3, Thorlabs, Inc., Newton, NJ) was
used as the illumination light source, with 780 nm center
wavelength and 30 nm bandwidth, and irradiance at the sam-
ple surface was 2 mW/cm?”. A convex lens and diffuser were
used to increase the uniformity of illumination. An 800 nm
short-pass filter (84—729, Edmund Optics, Barrington, NIJ)
was used to reduce the potential of detecting excitation light
from the diode. A long-pass filter with a cut-off wavelength
of 825 nm (86-078, Edmund Optics, Barrington, NJ) was
secured to the camera. Fluorescence images were captured
using a 16-bit CCD camera (Alta U2000, Apogee Imaging
Systems, Roseville, CA) with the setup of a zoom lens
(75 mm focal length, /3.9, Tamron, Commack, NY). The
CCD was mounted on a stage fitted with a 125-mm-long tra-
vel rack and pinion track to move the camera vertically. Cam-
era images were obtained using Micro Manager software*” (u
manager v1.1) and Image]J*® was used for postprocessing.
Depending on the image geometry and level of distortion, it
is sometimes preferable to determine field of view (FOV) in
terms of horizontal and vertical distances, or in terms of max-
imum angular extent. In our system, the FOV was 8.9 cm
(7.3°) in the horizontal direction and 6.7 cm (5.4°) in the ver-
tical direction.**

2.B. Phantom fabrication

We developed three types of tissue-mimicking phantoms
as components of the performance tests, using ICG as the flu-
orophore. ICG is a water-soluble dye that has broad absorp-
tion around 780 nm and an emission peak near 800 nm. Due
to its optical properties and its biocompatibility, ICG has
become a popular fluorophore for clinical imaging of biologi-
cal structures such as vessels and ducts.'”” Prior to fluores-
cence phantom fabrication, the material used in multiwell
and wide-field phantoms was calibrated so as to simulate the
scattering of tissue (n, = 10 cm_l). To achieve this, we con-
structed 1-mm-thick slab phantoms using epoxy-resin with
varying concentrations of titanium dioxide (TiO,). Each
epoxy-resin (EasyCast, Environmental Technology Inc.,
Fields Landing, CA) phantom was prepared as per standard
protocol from the manufacturer by mixing 1:1 (resin:hard-
ener) ratio by weight. The mixture was then stirred for
10 min and kept at low pressure to remove any air bubbles.
The prepared phantom then was allowed to cure for 24 h.
The diffuse reflectance and transmittance of thin slabs were
measured using a UV-VIS spectrophotometer (Lambda 1050,
Perkin Elmer, Waltham, MA), and the optical properties of
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FiG. 1. Schematic of the custom near-infrared fluorescence imaging system.

the phantom were then estimated using the inverse-adding
doubling technique.*’

2.B.1. Multiwell phantom

A multiwell phantom was prepared using thirteen different
concentrations of ICG from 0.008 puM to 52 uM. Each sam-
ple included ICG, TiO, (7.4 mM), resin, and hardener. The
protocol for preparing the phantom was similar to that
described previously. Mixtures were then cured in separate
wells of a 96-well black microplate (Thermo Fisher Scien-
tific, Waltham, MA). This phantom was used for characteriz-
ing system sensitivity, linearity, and excitation light crosstalk.

2.B.2. Wide-field phantom

A homogenous ICG-doped turbid phantom was used for
characterizing spatial resolution, DOF, signal linearity, FOV,
and uniformity. The recipes and experimental protocol for
preparing this phantom are similar to that given above. For
this wide-field phantom, the ICG concentration was
32.3 uM, the TiO, concentration was 152 mM, and the total
volume was 30 mL. The prepared final mixture after sonica-
tion was poured into 3’ x 6" x 1.17" molds (Environmen-
tal Technology Inc., Fields Landing, CA).

2.B.3. Multichannel phantom

The third type of phantom used in this study leveraged our
prior work in the fabrication of 3D-printed phantoms.*®*’
The phantom was designed in SolidWorks (Dassault
Systemes, Waltham, MA) and printed on a Polyjet printer
(Objet260, Stratasys Ltd., Eden Prairie, MN) using propri-
etary, UV-cured photopolymers. The phantom was printed
using white material (VeroWhite, Stratasys Ltd., Eden
Prairie, MN) that mimics tissue scattering. Absorption and
reduced scattering coefficients at 820 nm were measured to
be 0.015 mm ™' and 0.52 mm™", respectively, using a spec-
trophotometer with an integrating sphere and inverse-adding
doubling software.*> To avoid signal crosstalk, walls of
highly absorbing black material (VeroBlack, Stratasys Ltd.,
Eden Prairie, MN) were printed between channels (Fig. 2),
utilizing the dual-material printing capability of the printer.
The diameter of each channel was 2 mm with the total
dimension of the phantom being 6.5 x 3 x 3 cm. Channels
were located at 2, 4, 8, 12, and 16 mm below the surface.
ICG (3.2 uM) along with human serum albumin (7.25 uM)
was dissolved in PBS and injected into the channels to pro-
duce fluorescence contrast.>” This phantom was used to eval-
uate the penetration depth sensitivity of the NIRF imaging
system.

FiG. 2. 3D-printed multichannel phantom for penetration depth measurements. [Color figure can be viewed at wileyonlinelibrary.com]
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2.C. Phantom characterization

The fluorescence emission spectra of liquid and solid ICG
phantoms were measured with a spectrofluorometer (PTI
QuantaMaster QM4, Horiba Scientific, Piscataway, NJ). The
ICG concentration for both samples was 3.2 pM. The liquid
phantom exhibited an emission with a peak blue shift of
approximately 20 nm (from 820 to 800 nm) when it cured.
ICG can generate different spectral profiles depending on the
solvent used." As ICG belongs to the carbocyanine group, it
tends to form aggregates depending upon the concentration
and nature of the solvent.*

Fluorophore photobleaching can adversely impact stan-
dardized testing.”> Therefore, photostability was evaluated to
ensure that phantoms produced consistent fluorescence emis-
sion over time. The highest concentration in the multiwell
phantom (3.2 uM of ICG) was imaged under 740 pW/cm?,
6 mW/cm?, and 12 mW/cm? irradiance levels. Results indi-
cated a high degree of stability over a duration relevant to
device testing for the two lower intensity levels, whereas a
decrease in signal of nearly 10% was seen for the 12 mW/
cm? case over a period of 30 min.

Long-term change in signals measured from fluorophore-
doped polymer phantoms is well documented,'*** and may
limit usability over time. In order to assess stability, two types
of epoxy-resin phantom were constructed: (a) a multiwell
phantom (3.2 uM ICG) and (b) a homogenous turbid phan-
tom (32.3 uM ICG). Fluorescence intensities for both phan-
toms were recorded with the NIRF imaging system weekly
over a period of eight weeks. The multiwell epoxy-resin
phantom exhibited ~7% decrease in intensity and the
homogenous phantom exhibited ~10% decrease in intensity.
Both phantoms exhibited high stability over about one month
before fluorescence intensity started to decrease.

2.D. Image quality characteristics
2.D.1. Spatial resolution

The spatial resolution, or sharpness, of an imaging system
is a fundamental image quality characteristic that is critical
for assessing the ability of a system to resolve fine structures.
A variety of approaches for determining spatial resolution are
well established for white light imaging systems like endo-
scopes.’” The International Organization for Standardization
(ISO) endoscope standard recommends the use of a bar-chart
resolution target (e.g., USAF 1951 target) to visually identify
resolution in horizontal and vertical directions at the center
and four off-axis positions. More objective versions of this
approach are suitable for digital imaging systems, such as
determination of the contrast transfer function (CTF), which
provides data on contrast as a function of spatial frequency."”
Previous NIRF imaging studies have used versions of the
USAF 1951 resolution target that are either diffusely illumi-
nated from behind®* with narrow band light or from the front
with white light*' or placed atop a homogeneous fluorescent
background.”> Some of these studies have used resolution
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targets to identify CTF graphs,”' whereas others use them for
a more qualitative assessment.”” In a recently published com-
prehensive multiuse phantom,'® a resolution target embedded
in a turbid matrix was shown to be unusable for determining
CTF during surface imaging. Alternate approaches for evalu-
ating NIRF system resolution have included the use of small
parallel fluorophores and crossed tubes.*

In this study, we use a version of the standard bar chart
approach in which a negative target (USAF 1951 chrome on
glass, Edmund Optics, Barrington, NJ) is placed on top of
the wide-field fluorescent phantom (Section 2.D.2), as shown
in Fig. 3. The 780 nm LED light source was then used to
illuminate the target, and CTFs were calculated using the for-
mula:

(Imux - Imin)
(Imax + Imin)

A CTF curve was generated for both horizontal and verti-
cal directions.?!

C = )

2.D.2. Depth of field (DOF)

The DOF of a NIRF imager is important for understanding
how image quality is impacted by the camera-target spacing
and nonplanar tissue surfaces.””° DOF was determined by
performing spatial resolution measurements (as described in
Section 2.D.2) over a range of camera-to-target working dis-
tances. CTFs were generated for vertical and horizontal direc-
tions. We examined three metrics for DOF, based on: (a) the
Rayleigh criterion, (b) a third-order polynomial fit, and (c)
contrast at a spatial frequency of 2 Ip/mm.

The first method involves determining the spatial fre-
quency at which contrast reaches 26.4% through linear inter-
polation, at each working distance. For the second approach,
a third-order polynomial was used to fit CTF functions and
determine resolution. Given that determination of CTF curves
can be time-consuming and excessively detailed, a simpler
approach was used in which contrast for a single spatial fre-
quency with a moderately high contrast level at best-focus
position — 2 lp/mm in this case — is determined as a func-
tion of working distance.

IEGE.

e

Fic. 3. USAF 1951 resolution test target, negative version, chrome on glass
(on top of the wide-field fluorescent phantom). [Color figure can be viewed
at wileyonlinelibrary.com]
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2.D.3. Sensitivity

The literature includes numerous studies in which samples
producing multiple fluorescence intensity levels are used to
evaluate performance characteristics such as sensitivity""'"~
16,22.24.26.32 and signal linearity.”’l’%’”"u’33 In most cases, sen-
sitivity of the imaging system is evaluated using multisample
phantoms providing a range of fluorophore concentra-
tions.'"*'"These phantoms should provide biologically rele-
vant turbidity as well as a similar quantum yield level and
spectral characteristics (e.g., excitation and emission spectra)
as during in vivo measurements to optimize clinical relevance
of test results. Evaluation of these characteristics is particu-
larly important in polymer phantoms due to the nonbiological
environment.

We used an ICG-doped multiwell phantom for this test
(described in Section 2.B.1). Each image of the phantom was
processed with flat-field correction to correct for uneven illu-
mination of the sample using the following relation:

-]

where, [; = experimental image; I, = reference image;
k = mean fluorescence intensity of the experimental image;

The mean fluorescence intensity was then calculated over
a circular area of 50-pixel diameter centered on the maximum
intensity location. The signal to noise ratio (SNR) was calcu-
lated by measuring the well with no fluorophore concentra-
tion as a mean background value (Sg), mean fluorescence
intensity (Sy), and standard deviation of the background well
(o(Sg)). The SNR was then calculated using the following
relation'":

(@)

Si—Sp

SNR =
a(Sg)

A3)

2.D.4. Limits of detection and quantification

One of the most important aspects of sensitivity is the
detection limit of a particular fluorophore for a specific imag-
ing system. Detectability has long been a significant issue in
analytical chemistry, where concepts such as the limit of
detection (LOD) and limit of quantification (LOQ) have been
developed to ensure standardized evaluation of system opera-
tion.”" Several other methods have been proposed to explore
the minimum sensitivity level of the imaging system, but
none has become a standard methodology/proto-
col.!"#1121415 Baged on the International Standard for Har-
monization (ICH) guidelines, LOD is defined as the
concentration corresponding to SNR =3, and LOQ is
defined as the concentration corresponding to SNR = 10. We
have adhered to these definitions in our analysis. Previously,
Gillet et al. used this technique in peptide analysis to deter-
mine the LOD and LOQ for various systems.”” Additionally,
it is worth noting that Davis et al. used a contrast-to-noise
(CNR) of 3 to define the lowest detectable signal of a fluores-
cence tomography image.”!
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2.D.5. Signal linearity

. s 11131733 g
Signal linearity is a key characteristic to ensure

that the data acquired accurately represents the imaged scene,
and that local features of higher intensity (e.g., tumors) can
be optimally discriminated from the background. Most com-
monly, a multiwell phantom approach is used to quantify lin-
earity by fitting the fluorophore concentration vs measured
intensity plot. In this paper, linearity is quantified using two
test methods: (a) variable fluorophore concentration and (b)
variable transmittance. Measurements were performed at
multiple exposure durations to assess variations in device per-
formance. The most common'""'*'"3%33 approach to quantify
linearity involves the use of multiwell phantoms that include
fluorophore solutions from a concentration below the LOD
to the maximum biologically relevant level.

The second method used to characterize system linearity
involves neutral density (ND) filters placed on top of the
wide-field phantom, which provides different levels of
detected light intensity as with the multiwell approach. An
ND filter-based approach was previously used to determine
the linearity in a combined Optical Coherence Tomography
and Autofluorescence (OCT-AF) imaging system.’” The
principle of this approach and the experimental design are
shown in Fig. 4. In principle, the emitted fluorescence signal
is collected after NIR light is transmitted twice (T?) through
the ND filter. The wide-field phantom was used with a black
plastic sheet with a hole in the center (equivalent to the neu-
tral density filter diameter ~0.5") and ND filters (OD: 0.1,
0.2, 0.3, 04, 0.5, 0.6, 1.0, 2.0, 3.0 and 4.0; Thorlabs Inc.,
Newton, NJ) to cover the aperture. Images were then captured
with a 1 s exposure for each filter. Furthermore, the transmit-
tance of each filter was calibrated individually using a UV-
VIS spectrophotometer (Lambda 1050, Perkin Elmer, Wal-
tham, Massachusetts).

There are two relevant components to evaluation of linear-
ity — the concentration range over which the relationship is
linear and the quality of the linear fit over this range. Report-
ing of both metrics provides the most thorough insight into
device performance. The regression starting point should be
at the lowest intensity possible, such as the LOD, and include
a minimum of five concentration points initially. Subsequent
data points are added, and linear regression analysis repeated
as long as the R? value does not decrease below 0.98. The
best R? value was reported after comparison between fitted
values with respect to different datasets for each exposure
time.

2.D.6. Penetration depth

Numerous studies have been published that address how
fluorescent inclusion depth impacts intensity and/or apparent
inclusion size.'®**?** This type of testing is relevant to esti-
mating the thickness of tissue through which a biological
structure can be detected, as well as the rate at which depth
degrades a reader’s ability to assess morphology. For this test,
we utilized the 3D-printed, multichannel phantom described



3394 Kanniyappan et al.: Test methods for fluorescence imaging
(a)
ccb
A
(dbo
% ——

T
/—v/ ND Filter
S Black Sheet

— Fluorescence Phantom

3394

(b)

FiG. 4. (a) Schematic of the setup for evaluating sensitivity based on variable transmittance; (b) the wide-field phantom; and (c) wide-field phantom covered with

black material. [Color figure can be viewed at wileyonlinelibrary.com]

in Section 2.B.3. Fluorescence images were recorded for each
inclusion depth and were used for quantifying three different
metrics — the full width at half maximum (FWHM), con-
trast-to-noise ratio (CNR), and limit of penetration depth.
The FWHM analysis was performed by obtaining the hori-
zontal plot profile over an area of 15 x 482 pixels with the
ROI centered on the maximum peak intensity of the fluores-
cence image. The CNR was quantified as per the reference
image protocol outlined (Fig. 5). Subsequently, to find
detectable limit of an object, the rose criterion is applied
(CNR > 5).>* The following formula was used to compute
the CNR values.

1S4 — S|
ao

CNR = )
where S, = mean signal intensity at the channel; Sg = mean
signal intensity in the background; and G, = standard devia-
tion of the background.

2.D.7. Signal uniformity

Evaluation of image uniformity helps to assess the degree
to which the device accurately reproduces the spatial distribu-
tion of fluorophores. Nonuniform imaging has the potential
to limit the useable FOV and alter a reader’s perception of
features and trends in an image. Furthermore, it can adversely
impact other image quality characteristics such as spatial res-
olution. Accurate uniformity testing may provide data to per-
form intensity correction across the image field. Variations in
signal intensity across the image field are typically due to the

(a) (b)
Sy ROl Area
Sa
15x262
pixels

S,-Sg= 151 Pixels

radially varying intensity of illumination light at the sample
surface, although nonideal behavior in the detection path
(e.g., vignetting) can contribute significantly as well. Several
different methods have been used to characterize signal uni-
formity,”* some of which collect more sparse data and make
assumptions regarding its form (e.g., that it has a Gaussian
shape symmetric about the center of the image). Given the
potential for irregularities in nonuniformity and the signifi-
cance of uniformity correction on device performance, a thor-
ough approach that makes no a priori assumptions of
symmetry and samples the entire FOV is the most appropri-
ate. Toward this end, we have utilized the wide-field phantom
described previously. The horizontal and vertical profile was
recorded, graphed, and analyzed quantitatively in terms of
fractional variation of intensity across the image field.

2.D.8. Excitation light crosstalk

Excitation light leakage into the detection path is a com-
mon fluorescence imaging system artifact due to inadequate/
deteriorating spectral filtering, and/or the need to detect fluo-
rescence at wavelengths close to the excitation band. A vari-
ety of publications have evaluated “crosstalk” effects.*>*%
Zhu et al. carried out an experiment with and without the
appropriate optics and filters to quantify the leakage level
using a phantom.* In another study, Weiler et al. calculated
the excitation light leakage under different conditions: (a)
shutter closed, (b) phantom with scatterer only, and (c) phan-
tom with a low fluorophore concentration.*® In this study, the
following measurements of the multiwell phantom were

(c)

ROl Area
15 x 482 Pixel

Fic. 5. NIRF images of penetration depth phantom illustrating (a) the protocol for estimating contrast-noise ratio; (b) the dimensions of the sampling area; and

(c) the full width at half maximum sampling area.
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TasLE I. Overview of phantom-based test methods implemented in this study.
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Image quality

characteristic Metric(s)

Phantom

Notes

Sharpness, or spatial CTF graph, Rayleigh criterion,

resolution

Depth of field CTF, Rayleigh criterion, 2 Ip/mm

(DOF) contrast vs depth

Sensitivity Graph signal vs concentration, Multiwell phantom
LOD, LOQ well)

Linearity Concentration range, R

Graph of signal vs transmittance,
range, R?

Intensity, FWHM vs depth, Depth
for CNR > 57

Dimensions (cm)

Penetration depth

Field of view (FOV)

Signal uniformity Graph, % variation Wide-field'®?+3*

Excitation light
crosstalk

Fluorescence intensity (counts)

Wide-field + USAF 1951 target'>*!2°
Wide-field + USAF 1951 target’>’

7,11,15-17,22,24,27 (e g 12-
=3

Multiwell phantom''*173233 (¢ g 12-well)

Wide-field + ND filters™
Multichannel phantom™

Wide-field phantom or grid

Multiwell phantom (4-well)

Horizontal and vertical directions, ideally at center
and near-edge locations

May require disabling of autofocus routines

Fluorophore properties may be environment-
dependent

Potential concentration-dependent nonlinearities
Less dependent on sample, but lacks direct
correlation to in vivo concentrations

Highly dependent on concentration, but method
avoids errors due to cross-talk

Measure directly from image

Includes illumination and imaging nonuniformity

2 . . . . .
16,24,25,29,38,39 Depends on illumination and collection optics

performed: (a) closed shutter, (b) wells with a high scattering
(s ~ 20 cm ™! at 800 nm) but no ICG, and (c) wells with
biologically relevant ICG concentration.

A summary of the metrics, phantoms, and relevant litera-
ture for each of the described image quality characteristics is
provided in Table I.

3. RESULTS AND DISCUSSION
3.A. Spatial resolution

The CTF curves for best focus were plotted for horizontal
and vertical directions and fitted with third-order polynomials
(Fig. 6) that provided high-quality representations
(R* = 0.99). The Rayleigh criterion was then applied to
determine the spatial resolution of our imaging system.'”?'
Horizontal and vertical CTF curves appeared very similar, yet
the respective resolution values were slightly different, at
0.31 mm (3.2 Ip/mm) and 0.29 mm (3.5 lp/mm).

While our test method is less compact and expedient than
the L-shaped fluorescence strips used in a prior “all-in-one”
performance testing phantom,'® it is a more well established

100

method with results that are both readily achieved with com-
mercial targets and widely understood. For these reasons, our
approach is more well suited to occasional, rigorous perfor-
mance characterization, whereas a compact multiple-charac-
teristic phantom may be more practical for day-to-day testing.
One potential challenge with our approach is the need to
ensure that the wide field fluorescent phantom is flat, homo-
geneous and maintains direct contact with the USAF 1951
target during measurements.

3.B. Depth of field (DOF)

Measurements of DOF provide insight into the sensitivity
of image resolution to variations in device-target distance.*~
3 Results in Fig. 7 show that as the phantom is moved
toward the position of best focus from a location 18 mm
away, contrast across the entire range of spatial frequencies
increases gradually, then decreases again once the phantom
passes through the focal plane. This result indicates that
imaging of nonplanar surfaces that vary on the order of 1 cm
relative to the focal plane may be impacted by reductions in
resolution. Additionally, Fig. 7 shows that the CTF curves for
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Fic. 6. Spatial resolution results presented in the form of contrast transfer functions for (a) horizontal and (b) vertical directions.
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corresponding locations on either side of the focal plane are
not identical, and that curves for positions closer to the focal
plane show higher contrast at higher spatial frequencies than
for positions further from the focal plane.

Figure 8 shows results for Rayleigh resolution values esti-
mated directly from measured results as well as values deter-
mined from CTF curves fitted with a third-order polynomial
[see Fig. 8(b)]. The alternate, simpler approach is also pre-
sented in which contrast is provided for a single set of bars at

10—~ -18 mm

12 mm
-6 mm
0mm
6 mm
12mm
18 mm

0.8 4

o m X000

0.6 4

0.4 -

Contrast

0.2

0.0 4

Spatial Frequency (Ip/mm)

FiG. 7. Depth of field results showing contrast transfer functions at seven
locations (vertical direction).
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a spatial frequency of 2.0 Ip/mm as the camera-to-target dis-
tance is varied. While the single-frequency resolution target
approach is simpler, it does not show as strong a distinction
between in-focus and out-of-focus regions. Among the tech-
niques evaluated, the Rayleigh criterion-based approaches are
the more repeatable and reliable methods to explore DOF.

3.C. Sensitivity

Individually normalized images for each ICG concentra-
tion (0.008-52 uM) using three exposure times (100, 500,
and 1000 ms) are shown in Fig. 9. Normalizing the fluores-
cence images helps to illustrate the difference in fluorescence
intensity caused by fluorophore concentration. For example,
fluorescence images taken of 13 and 0.13 uM ICG concen-
tration phantoms at 100 ms show distinct differences. On the
other hand, fluorescence images taken at a higher concentra-
tion range (2652 pM) seem to be similar. Hence, the mean
fluorescence intensity and signal-to-noise ratio against con-
centration (Fig. 10) were quantified from Fig. 9.

As illustrated by Fig. 10(a), mean fluorescence intensity
increases proportionately with ICG concentration over most
of the phantom’s range. For example, fluorescence intensity
for 1000 ms exposures shows a linear trend until 26 pM,
after which the slope of the curve decreases. Similarly, a lin-
ear relationship is seen until 52 pM for 100 and 500 ms ex-
posures. Figure 10(b) shows the corresponding SNR as a
function of concentration. The SNR is used further to quan-
tify the LOD and LOQ.

) o 31 order Spatial frequency
Rayleigh criterion polynomial fit at 2 [p/mm
8 (a) 8- (b) 0.8 (c)
_o-9-
oy "'—-\ fﬁ'." \
-— o 1 %
£ S ) . 0.5
£ s 5 § (©
> 3 g \ £ o0a
S 4 S 4 \ S b
2 v 4 © 034 -18 mm
£ 3 e
z 3 ] 12 mm
&t \'\. ' &2 0.1 \ -
r - — T r » . —t . r S ; 0.0 : : ) -6 mm
30 20 -0 0 10 20 303 20 -0 [ 10 20 30 -30 20 -10 0 10 20 30
Distance (cm) Distance (cm) Distance (cm) 0 mm
3 (@) b (©) = (f) e mm
7 7 .
= 7 “~ A7 ™ 12mm
I \ o
g /5' %] . / 0.6 -
N €s E“‘ \ % 0.5 mn
- s k-3 / g
[<] /‘; ] \. €
b = - 84- ,‘:’“ .// 8 0.4
3 ]
31 3- 0.3
: PN \
S 2 . - S2 . 0.2
'S s 4
» , r - . D4 = . T : . 0.4 ; .
30 20 0 0 1 20 3030 -20 -0 0 10 2 303 20 -0 0 10 20

Distance (mm)

Distance (mm)

Distance (mm)

FiG. 8. Results for depth of field based on different methods: (a) Rayleigh criterion (without fit) (b) third-order polynomial fit and (c) contrast for a spatial fre-
quency of 2 Ip/mm in vertical direction, as well as corresponding results for the horizontal direction (d)—(f). An example set of images for 2 Ip/mm is shown in
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FiG. 9. Individually peak-normalized images of indocyanine green-doped
epoxy-resin wells, acquired at three exposure durations (100, 500, and
1000 ms).

It is well known that the fluorescence characteristics of
ICG depend upon both the concentration and solvent used.
Weiler et al*” reported that the fluorescence intensity of ICG
in albumin increased with dye concentration, reaching a max-
imum at 258 uM before decreasing. In this study, an ICG
concentration of 52 pM was determined to be the limit of the
linear range. In one prior phantom-based sensitivity study
quantum dots were used to provide a widely useful surrogate
fluorophore.'" While such a fluorophore may generate signif-
icant signal across a large spectral range, differences in the
excitation and emission properties between quantum dots and
ICG — or any other fluorescence dye to be imaged clinically
by a device — may cause the test to yield unrealistic device
performance comparisons. Obtaining sufficient concentra-
tions of quantum dots to enable testing across the relevant
sensitivity range may also be prohibitively expensive. Addi-
tionally, it is worth noting that sensitivity test methods such
as these involving variations in contrast agent concentration
can be applied in an analogous manner to other optical
modalities, including emerging approaches like photoacoustic
imaging® >® where the use of subsurface inclusions with
varying chromophore concentrations has been employed.

3.C.1. Limit of detection and limit of quantification

Prior studies have proposed nonstandardized protocols for
determining sensitivity limits of a fluorophore from multiwell
measurements. As described earlier, our protocol for
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determining limit of detection and quantification is based on
ICH guidelines.”" Descriptions for the quantification of LOD
and LOQ have been outlined previously (Section 2.D.4).
Based on these, we have determined results for different
exposure durations, shown in Table II.

3.D. Signal linearity
3.D.1. Variable fluorophore concentration

Imaging system linearity plays a vital role in determining
the degree to which fluorescent structures are visible to the
user. In this study, linear regression analysis of multiwell
phantom measurement results was performed, and the linear-
ity of the imaging system for exposure times of 100, 500 and
1000 ms are reported. The variance of linearity with respect
to concentration was reported as the R value of the linear fit.
The ICG concentration range from 0.5 to 13 uM exhibited
R? ~ 0.98 for all exposure times. Hence, the 0.5-13 puM con-
centration range can be used for quantification using the
NIRF imaging system. The calibration curves for all three
exposure times showed good linearity (R* = 0.98-0.99), pro-
vided the upper concentration limit was set to 13 pM. A sim-
ilar technique has been used for fluorescence tomography as
well.® Alternative data analysis methods have also been
reported in the literature, such as determining the slope of a
linear fit to a log-log plot,> yet no standardized thresholds
have been established for NIRF imaging.

3.D.2. Variable transmittance approach

As described previously (Section 2.D.5), the second sensi-
tivity approach does not depend on changes in fluorophore
concentration. A compilation of images of individual wells,
using consistent normalization [Fig. 11(a)] and image-speci-
fic normalization [Fig. 11(b)] show the decrease in NIRF sig-
nal intensity as ND filter attenuation increases [Figs. 11(a)—
11(b)]. A log-log plot of mean intensity with respect to Trans-
mittance” is shown in Fig. 11(c). As the OD level reaches 4
and 5 (approaching noise level), the variation in mean fluo-
rescence intensity is similar [Fig. 11(c)]. Regression analysis
indicated a high degree of linearity (R* = 0.98) once signals
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FiG. 10. Results for mean fluorescence intensity (a) and signal-to-noise ratio (b) in an ICG-doped, epoxy-resin multiwell phantom. Mean measurements (n = 3)

are shown, yet the standard deviation was not significant enough to show error bars.

Medical Physics, 47 (8), August 2020



3398 Kanniyappan et al.: Test methods for fluorescence imaging

TasLE II. Results for LOD and LOQ in ICG-doped sensitivity phantoms.

Exposure time (sec)

Parameter (uM) 0.1 0.5 1
Limit of detection 0.52 0.12 0.08
Limit of quantification 1.68 0.39 0.26

increased above the noise floor. This type of ND filter
approach has been used to evaluate the nonlinearity response
of CCD detectors® as well as a combined OCT-autofluores-
cence imaging system.>> Overall, our results indicate that this
is a useful approach to evaluate NIRF imaging system linear-
ity, although it does not provide direct insight into fluo-
rophore nonlinearity or detection limit. In many cases, the
ND filter and multiwell phantom approaches may provide
useful complementary insights into device performance.

3.E. Penetration depth

In order to assess the impact of inclusion depth on
detected images, we have generated data on two metrics
derived from the same images of fluorophore-filled channels
at multiple depths [Fig. 12(a)] — signal intensity and inclu-
sion width. While fluorescence intensity distributions of
channels at depths of 2 and 4 mm appear similar, results for
depths of 8 mm or more exhibit increasingly broad channels,
and greater intensity in nonfluorescent regions. Quantitative
data derived from these images for signal intensity and chan-
nel width are shown in Figs. 12(b) and 12(c), respectively. A
fit analysis of the channel width plot indicates strong linearity
with depth (R* = 0.99), which is in agreement with prior
studies,26:61:62

(@ (b
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As illustrated in Fig. 13, CNR decreases rapidly with
channel depth until 8§ mm (17.7 £+ 0.3). After 8 mm, the flu-
orescence image appears blurred, yet it was possible to differ-
entiate the general region of the channel [Fig. 12(a)]. The
CNR values for 12 and 16 mm depth channels were
5.2 £ 0.1 and 2.24 £ 0.03, respectively. According to the
Rose criterion™ the minimum CNR value required to detect
an object is 3—5. Hence, the limit of penetration depth for the
channel phantom is 12 mm. A similar threshold limit
(CNR = 3) has also been used to analyze OCT images.”’
Graphs of SNR and CNR provided similar insights, yet CNR
appears more well suited to characterizing imaging perfor-
mance in this type of test. Overall, the depth-varying inclu-
sion approach is a relatively simple, yet effective method that
can be adapted for use in a range of imaging modalities, such
as using chromophore-filled inclusions for photoacoustics.”~
% The advantage provided by our 3D-printed phantom design
incorporating highly absorbing barriers between channels for
NIRF imaging is that we are able to essentially eliminate
crosstalk between channel regions.

3.F. Signal uniformity

In many applications, uniformity of the light source is nec-
essary to make sure that the light is uniform within the sam-
ple illumination area. The 780 nm LED was equipped with
the appropriate diffuser to make the incident light uniform
(Fig. 14). By acquiring images at multiple positions across
the wide-field phantom, we were able to determine that the
phantom itself was highly uniform, as lateral changes in sig-
nal intensity were not significantly impacted by position. The
change in signal uniformity was primarily radial in nature,
decreasing from the center (800, 600 pixels) to the edges of
the image. A change of 43% was seen from the middle to the
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FiG. 11. (a) Gray scale near-infrared fluorescence images as a function of OD value, (b) individually normalized false-color images, and (c) a graphical analysis

of results along with linear regression fit.
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top/bottom, and a change of 51% was seen from the middle
to the right/left edges (as defined by the rectangular regions
in Fig. 14).

3.G. Excitation light crosstalk

Results are shown in Fig. 15 for the three conditions (Sec-
tion 2.D.8) used to evaluate the presence of excitation light in
fluorescence images. The closed shutter image yielded a
mean detector noise level of about 1850 £ 1.9 counts,
whereas the nonfluorescent turbid sample showed a mean of
1934 £ 0.3 counts and the fluorescent sample generated a
signal level of 4527 4+ 2.3 counts. These data indicate that
that while a small amount of excitation light leakage is pre-
sent, this level is minor compared to the signal measured at a
biologically relevant ICG concentration. Specifically, the
crosstalk level was 84 counts above the background noise,
whereas the biologically relevant level was a factor of 31
higher, after background subtraction.

Medical Physics, 47 (8), August 2020

4. CONCLUSIONS

Based on a wide range of approaches described in
medical and fluorescence imaging literature, we have
developed and demonstrated a cohesive battery of test
methods for evaluation of fluorescence image quality in
wide-field imagers. The following performance characteris-
tics were addressed: spatial resolution, DOF, sensitivity,
LOD, LOQ, linearity, penetration depth, FOV, uniformity,
contrast-detail analysis, and excitation light leakage. We
also propose a number of key metrics that can facilitate
direct, quantitative comparison of device performance. Fur-
thermore, several of the above test methods may be modi-
fied slightly (e.g., through the use of chromophores
instead of fluorophores) for use in emerging modalities
such as photoacoustic tomography/microscopy and spatial
frequency domain imaging. These methods have the poten-
tial to facilitate more uniform evaluation and inter-compar-
ison of clinical and preclinical imaging systems than is
typically achieved, with the long-term goal of establishing
international standards for fluorescence image quality
assessment.
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