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Abstract: Developmental dyslexia is defined by reading impairments that are disproportionate to
intelligence, motivation, and the educational opportunities considered necessary for reading. Its
cause has traditionally been considered to be a phonological deficit, where people have difficulties
with differentiating the sounds of spoken language. However, reading is a multidimensional skill
and relies on various cognitive abilities. These may include high-level vision—the processes that
support visual recognition despite innumerable image variations, such as in viewpoint, position, or
size. According to our high-level visual dysfunction hypothesis, reading problems of some people
with dyslexia can be a salient manifestation of a more general deficit of high-level vision. This paper
provides a perspective on how such non-phonological impairments could, in some cases, cause
dyslexia. To argue in favor of this hypothesis, we will discuss work on functional neuroimaging,
structural imaging, electrophysiology, and behavior that provides evidence for a link between
high-level visual impairment and dyslexia.
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1. Introduction

Children and adults with developmental dyslexia have reading impairments that
are disproportionate to their intelligence, motivation, and educational opportunities con-
sidered necessary for reading. Converging evidence indicates that dyslexia involves a
disorder of the language system, primarily a phonological processing deficit [1–7]. Such
difficulties have been defined as problems with the sensitivity to individual sounds of
spoken language [7] and can manifest as difficulties with articulation, word retrieval, and
verbal memory, to name a few examples [2].

While the phonological view dominates the field, reading is a complicated skill that
must rely on several cognitive abilities, not just phonological processing. Accordingly,
reading problems have been associated with a wide variety of difficulties, such as a tempo-
ral processing deficit [8–10], slowed visual processing [11], developmental impairments
of magnocellular neurons [12], visual attentional deficits [13], and difficulties with rapid
automatized naming (RAN) [14,15]. Moreover, two persons showing the same pattern
of reading deficits can have very different neural responses to reading [16], and there
appear to be several distinct, additive risk factors for reading disability [17]. Lastly, the
influence of phonological awareness in dyslexia seems to be modulated by the orthography
of languages, where it is less associated with reading outcomes in languages with shallow,
or more transparent, orthographies [18]. Dyslexia is likely a heterogeneous disorder, an
umbrella term for reading deficits of various causes.

In this paper, we argue for the perspective that some people with developmental
dyslexia have a disorder of high-level vision. By high-level vision, we mean the visual
processes that are dedicated to analyzing the structure of our surroundings, particularly
recognizing objects and other things despite countless variations in viewpoint, position,
size, lighting, or visual clutter [19]. Several studies on readers with dyslexia provide
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evidence for unusual or deficient high-level visual neural mechanisms as well as impaired
performance in tasks believed to depend on high-level regions of the ventral visual stream.
Here we will argue that the most parsimonious explanation for this is provided by the high-
level visual dysfunction hypothesis: Reading problems in dyslexia can, for some readers
with dyslexia, be a salient manifestation of a more general deficit of high-level vision. As
these visual processes are assumed to be supported by higher levels of the ventral visual
stream [20] (see below), we also refer to this as the ventral view of dyslexia. To argue
in favor of this hypothesis, we will discuss work on functional neuroimaging, structural
imaging, electrophysiology, and behavior that provides evidence of a link between high-
level visual impairment and dyslexia.

2. The Role of Vision in Dyslexia

As early as the 19th century, what would later be called dyslexia was described
as “word-blindness”, “text-blindness”, or “letter-blindness” [21–24]. Kussmaul [21] first
claimed that “a complete text-blindness may exist, although the power of the sight, the
intellect, and the powers of speech are intact”. Hinshelwood [22] described a man unable
to read despite having normal visual acuity, a fact that Hinshelwood attributed not “to any
failure of visual power, but to a loss of the visual memory of letters”. Similarly, Morgan [24]
described a boy who clearly saw words, but had “no power of preserving and storing up
the visual impression produced by words”. These authors all seem to have agreed that the
described reading impairments were not related to low-level visual deficits, such as lower
visual acuity. Such problems might, however, be attributed to deficits in visual cognition or
high-level vision. The view of these early researchers nonetheless seems to have been that
the impairments only applied to letters and words and would not generalize to other visual
objects. Nevertheless, letters and words are visual objects—albeit special ones—that must
be extensively processed by the visual system before they can be recognized. According to
the high-level visual dysfunction hypothesis, the difficulties of readers with dyslexia are
not always confined to written material but can generalize to the visual discrimination and
recognition of other objects.

How can this be, one might ask? After all, readers with dyslexia clearly see the
world and there should be nothing wrong with their eyes, so how can their problems
be visual? This may be more than just a straw man. We often feel like we are aware of
all our surroundings and that we instantly and effortlessly recognize the things in our
environment. Vision feels easy. It feels so easy, in fact, that the task of building an artificial
system that could essentially mimic the human visual system was famously given to a
few MIT students as a summer project over half a century ago [25]. Computer vision has
only recently come anywhere close to reaching this goal [26]—and no wonder; the primate
visual system is incredibly complex, with several dozen interconnected visual cortical
areas [27,28]. Vision is not trivial at all, and many things can go wrong from the time that
light hits our eyes to the moment that we understand what we see.

3. The Visual System

Light that enters the eye gets transduced into neural signals in the retina. Retinal
ganglion cells project to the subcortical lateral geniculate nucleus (LGN) of the thalamus,
and these in turn project to the primary visual cortex (striate cortex, V1) in the occipital
lobe in the posterior brain. Along the way to the cortex, the visual signal has already been
preprocessed to accentuate features important for finding and segmenting objects [29]. The
lateral geniculate nucleus and the primary visual cortex are nonetheless often thought
of as low-level visual regions as they contain neurons sensitive to fundamental image
characteristics such as contrast, spatial frequency (overall global changes vs. details and
edges), color, and orientation of visual stimuli in confined parts of the visual field [30–32]
(see Figure 1).

Visual cortical regions are roughly separated into the dorsal and ventral visual streams.
Each stream receives neural signals mainly from the primary visual cortex, but the ventral
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stream proceeds to the temporal cortex while the dorsal stream progresses towards the
parietal cortex. The dorsal visual stream is sensitive to the location of objects and is thought
to support interaction with objects in our surroundings, such as looking at them, reaching
for them, and grasping or throwing them [33–36]. It is therefore often described as the
“where” or “how” pathway. While the dorsal stream almost surely plays an important role
in reading, it is not the topic of this review. The ventral visual stream, often referred to as
the “what” pathway, supports object identification and discrimination [33–36]. The ventral
stream solves the hard problem of high-level vision; we need to recognize countless objects,
and the same object can appear to us in an almost infinite number of ways, projecting
completely different images onto the retina of our eyes.

The ventral stream is typically considered to be hierarchical, consisting of a number of
different stages which form increasingly abstract visual representations as one goes further
anterior along this pathway (see Figure 1) [33,35–43], although recurrence surely also plays
a role [44,45]. In the human visual system, the stream originates in the primary visual
cortex (V1), goes through several other retinotopically organized cortical regions (V2, V3,
hV4), and extends to the ventral temporal cortex, an anatomical region that includes the
fusiform gyrus (also named the lateral occipito-temporal gyrus), parahippocampal gyrus,
and bounding sulci, including the occipito-temporal sulcus [37]. The ventral temporal
cortex is the home of several high-level visual regions (see Figure 2) that process the visual
properties of objects and serve visual perception and recognition [37]. Among these are
character-selective regions that tend to respond more vigorously to visually presented text
compared to images of different types of objects.
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Figure 1. Simplified schematic of the hierarchical view of vision based on studies in humans
and animals. Visually presented words are generally believed to go through the entire visual
processing hierarchy [46]: low-level (contrast, spatial frequencies, color or orientation), mid-level
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(simple conjunctions of visual features without necessarily being driven by any of the constituent
parts [47]) and high-level (combinations of mid-level features as complex shapes [43] and tolerance or
invariance to identity-preserving transformations [41,48,49]). Words likely share low- and mid-level
features with various objects. Words and other object classes may, however, recruit specialized
high-level visual features as they are not necessarily characteristic of all object types, and this
might need to be learned through experience [50]. Figure inspired by figures from Groen et al. [51]
and Dehaene et al. [46], icons by the current authors or by Flaticon.com, owl picture by Tony
Hisgett, under a CC BY 2.0 license: https://creativecommons.org/licenses/by/2.0/ (accessed on
20 September 2021).
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Figure 2. Topographical organization of the high-level ventral visual stream. Regions are defined
by contrasting the activity evoked by a category with activity evoked by other stimuli, represented
by >. Place-selective regions (cyan) are defined by places > (faces, characters, body parts, objects),
face-selective regions (mauve) by faces > (places, characters, body parts, objects), character-selective
regions (grey) by characters > (places, faces, body parts, objects), body part-selective regions (yel-
low) by body parts > (places, faces, characters, objects), and object-selective regions (blue) by ob-
jects > scrambled objects (which share low-level visual qualities with objects). Character-selective
regions tend to be found within the occipito-temporal sulcus. They partially overlap with face-
selective, body part-selective, and object-selective regions. The visual word form area (VWFA), as
traditionally defined, corresponds to the posterior character-selective area of the left hemisphere.
Figure adapted from Grill-Spector and Weiner [37] with author permission. Icons by Flaticon.com.
Visual stimuli used to define functional regions can be found at: https://github.com/VPNL/fLoc
(accessed on 20 September 2021).

Visual words, just like all other visual objects, go through extensive processing along
this cortical hierarchy [52], and high-level regions of the ventral visual stream are important
for visual word recognition. Damage to the left fusiform gyrus and adjacent tissue can
give rise to severe reading problems [53–55], and such reading problems can be transiently
induced when parts of the left fusiform gyrus and the adjoining inferior temporal gyrus
are deactivated. These problems are quite specific, as several other functions such as
spontaneous speech, auditory comprehension, and writing are spared by stimulation of
several of the implanted electrodes [56]. The neuronal recycling hypothesis [57] supposes
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that because of experience with reading, these regions are recycled for the purpose of
recognizing written words. The recycling hypothesis furthermore assumes that such
cortical plasticity is constricted by the evolutionary history of the cortex. In other words,
these regions are selected for recycling because visual word recognition demands certain
neural characteristics that these cortical areas happen to have [57]; see also [58–60]. The
character-selective cortical region that has gained the greatest attention is the visual word
form area (VWFA) which has been the focus of several studies on developmental dyslexia.

4. The Visual Word Form Area (VWFA)

The visual word form area (VWFA), as the name implies, is thought to support
reading. It emerges with literacy, is recruited during reading, and perturbing its function
impairs reading [55–57,61]. The VWFA is found in the occipito-temporal sulcus extending
into the lateral fusiform gyrus, although the occipito-temporal sulcus most consistently
predicts its location [37,62]. In general, the VWFA responds more to print than during rest,
visual fixation, or during the visual presentation of other stimuli, such as checkerboards,
consonant strings, or nonsense characters [63,64]; for a review, see e.g., [57,65,66]. The
VWFA is found within or near cortical regions that mainly encode high-level visual feature
classes such as irregular patterns, object parts, and entire objects [37,67]. It has also been
shown that the VWFA is found within a larger region of the ventral temporal cortex that
reacts more to foveally presented visual stimuli than to peripheral stimuli and that responds
more to objects of small real-world size rather than large [37]. The VWFA also has a low
temporal processing capacity compared to other nearby regions [68]. The VWFA might
therefore respond particularly well to words because words happen to be small, static,
complex visual objects most often viewed in the center of the visual field. The VWFA
is also highly left-lateralized [69], although an analogous right hemisphere region can
sometimes be found [37,70], and is unusually well connected to language areas [71]. Finally,
the activity of the VWFA changes after particular types of visual experience that might also
be important for reading, such as visual associative and visual statistical learning [72,73].
Input (visual factors), output (language factors), and the need for plasticity might thus
govern the location of the VWFA. Any problems with the structure or function of such a
high-level region of the ventral visual stream could lead to reading problems.

The VWFA, despite its name, also responds to many visually presented objects other
than words (e.g., symbols, tools, faces), and its activity for non-words can even exceed
that for words [65,74–76]. As an example, Starrfelt and Gerlach [77] looked at VWFA
activity for both words and pictures (line drawings) while people performed various tasks.
When people had to decide whether line drawings were of real or nonsense objects, a task
that requires fine-grained shape analysis, VWFA activation numerically exceeded that for
words. The authors suggested that the activity of the VWFA reflects the “integration of
shape elements into more elaborate shape descriptions corresponding to whole objects or
large object parts” [77]. The authors furthermore suggested that deciding whether or not
something is a real object requires object individuation or subordinate-level categorization
(e.g., canary) as opposed to basic-level (e.g., bird) or superordinate-level (e.g., animal)
categorization [77]. The former requires the most detailed shape descriptions [78–80].
Therefore, abnormalities in the visual word form area might lead to problems with reading
and predispose people to other problems with visual cognition, such as subtle deficits
in tasks that involve fine-grained analysis of shape. As detailed below, people with or
at a risk for dyslexia indeed show evidence for functional and possibly even structural
abnormalities in the visual word form area, which might extend to other regions of the
ventral visual stream.

5. Neural Evidence
5.1. Functional Neuroimaging

One of the strongest pieces of evidence for a possible role of high-level vision in
dyslexia is that regions far along the ventral visual stream of dyslexic readers consistently
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show functional abnormalities (see e.g., [81,82]). A meta-analysis of functional imaging
studies of adults and children with dyslexia performing reading-related tasks revealed
consistent hypoactivation of loci within the left ventral visual stream, more specifically in
the left fusiform gyrus and nearby regions [83]. This likely includes the VWFA. While other
over- and underactive regions were reported in both cases, clusters of underactivation in
and around the left fusiform gyrus were the only ones that overlapped in children and
adults with dyslexia, pointing to their fundamental contribution to the etiology of the
disorder (see also discussion in [84]).

These functional abnormalities appear to be specific to readers with dyslexia. A recent
study by Banfi et al. [85] found no functional differences between children with isolated
spelling deficits and typical readers, while children with dyslexia showed lower activity in
several brain regions, including the left fusiform gyrus (see also [86]). Similarly, readers
with dyslexia showed left occipito-temporal hypoactivation while people with specific
reading comprehension deficits and intact word-level abilities did not [87].

The functionality of high-level visual regions might contribute to reading problems
across languages. A left occipito-temporal hypoactivation is consistently found in dyslexic
readers for both deep (e.g., English) and shallow (e.g., Italian) orthographies [88] and
even for dyslexic readers of languages with a logographic script (Chinese) [89,90]. Higher
convergence of hypoactive regions in the left fusiform gyrus is nonetheless found across
studies for languages with shallow compared to deep orthographies [88]. It might therefore
be that high-level visual factors play a larger part in reading deficits for languages with
greater grapheme-phoneme correspondence.

Hypoactivity in bilateral regions of the ventral visual stream (fusiform/occipito-
temporal gyri) is already present in preliterate children with a familial risk for dyslexia [91].
This appears to be restricted to those who later actually develop a reading deficit. A
recent longitudinal study by Centanni et al. [92] measured fMRI activation in bilateral
fusiform gyri of pre-reading children with and without risk of future dyslexia. At-risk
children who later developed reading problems showed hypoactivation in the left fusiform
gyrus whereas children who did not develop reading problems showed no hypoactivation,
regardless of their familial risk status. As abnormalities of high-level ventral stream regions
predict later reading problems, they are unlikely to reflect only reading failure and may
play a causal role in developmental dyslexia.

Coordinates of hypoactivity in readers with dyslexia from the meta-analysis by Rich-
lan et al. [83] can be quite closely matched with published coordinates of not just character-
selective regions but also with other functionally defined regions of the ventral visual
stream, such as general object-selective regions [93], limb- or body-selective regions [94],
and face-selective regions [95]. The VWFA is surrounded by these high-level visual regions
(see Figure 2), the closest neighbors being the limb-selective fusiform body area (FBA/OTS-
limbs), the object-selective posterior fusiform/occipito-temporal sulcus (pFus/OTS), the
ventral part of the lateral occipital complex or LOC) with which the VWFA partially over-
laps, and the posterior fusiform face-selective region (pFus-faces/FFA-1) [37] of the left
hemisphere. Functional abnormalities in the ventral visual stream of readers with dyslexia
might therefore not be restricted to character-selective regions.

The meta-analysis of Richlan et al. [83] on functional brain abnormalities in people
with dyslexia nonetheless only included studies if reading or reading-related tasks were
performed and stimuli were letters or letter strings in an alphabetic script, which could be
either words or pseudowords. When other objects have been used, results have sometimes
been attributed to difficulties that are not strictly visual. For example, reduced activation
in a left occipito-temporal area of dyslexic readers compared to typical readers is seen
in picture naming relative to saying “yes” or “okay yes” to nonsense shapes, which
was interpreted as a problem with visual-phonological integration [96]. Reduced BOLD
activation in the bilateral ventral visual stream has also been reported in dyslexic adults
while viewing an unfamiliar speaking or moving face [97]. The authors speculate that this
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could indicate a deficit in extracting face information that is needed to integrate visual and
auditory information in natural speech perception.

However, the underactivation of the visual word form area has also been seen with
visual stimuli that are hard (but not impossible) to verbalize, such as by the use of symbols
in a visual search task [98]. A bilateral reduced fMRI adaptation has also been found
for repeated objects and faces under passive viewing conditions in dyslexic compared to
typical readers, including non-existent adaptation for faces in the fusiform face area (FFA)
for the former group [99]. As all faces were unfamiliar—and therefore presumably un-
nameable—it is hard to attribute these results to subvocalization or other verbal processes.
It is also of note that Monzalvo et al. [60] found that children with dyslexia showed
reduced activity for words in the left VWFA and for faces in the right fusiform face area
(FFA) and a medial left ventral stream region (no particular group differences were found
for responses to checkerboards or houses). In alignment with the neuronal recycling
hypothesis, Monzalvo et al. [60] interpret this as a literacy-driven effect, where in the
process of learning how to read, the area in the left hemisphere that becomes the VWFA in
typical readers is recycled for the purpose of recognizing written words. Representations of
visual words are suggested to compete with the representation of faces in the left fusiform
gyrus, partially displacing face responses toward similar right hemisphere regions (for
laterality effects in face perception, see [100]). However, while the FFA of typical readers
(presumably with considerable reading experience) responds more to faces than the same
region in readers with dyslexia (presumably with less reading experience), the left FFA in
readers with dyslexia does not respond more to faces than the corresponding region in
typical readers, even though that would be expected if left hemisphere face processing had
less competition from word processing; in fact, the face responses of the left FFA of dyslexic
readers are numerically lower than in typical readers [60]. An alternative interpretation of
these data is that high-level visual processing of not just words but also other objects such
as faces is unusual or deficient in developmental dyslexia. Important evidence comes from
the aforementioned study by Centanni et al. [92] on at-risk children who later turned out
to have dyslexia. These children not only showed left fusiform hypoactivity in response
to letters, but also to pseudo-fonts and faces. Importantly, these functional abnormalities
were found while the children were still in kindergarten. This may not only indicate
an impairment of high-level visual mechanisms in dyslexia that are not specific to print,
but that these impairments could be causal and not just an effect of lifelong problems
with reading.

In sum, functional abnormalities of high-level regions within the ventral visual stream
of readers with dyslexia are found across languages, could precede apparent reading
problems, could reflect deficient visual processing, might not be restricted to character-
selective regions, and may extend to objects other than words.

5.2. Structural

Functional differences in high-level regions of the ventral visual stream are consistently
found between people with and without dyslexia, but the evidence for structural differences
in these same regions is more mixed. Both reduced [101,102] and increased [103] cortical
thickness in or around high-level ventral visual regions that selectively respond to written
words have been reported; the discrepancies between the studies are not clear. Gray
matter differences within bilateral fusiform gyri have also been used to classify people
as dyslexic or typical readers using machine learning techniques; these authors report
increased gray matter volume in these regions in readers with dyslexia [104]. A meta-
analysis of voxel-based morphometry (VBM) studies nonetheless found that the largest
cluster of grey matter reduction in relation to dyslexia was in the left occipito-temporal
cortex consisting of mainly the fusiform gyrus and extending laterally into the inferior
temporal gyrus [105]. Such structural abnormalities were furthermore found to overlap
with functional underactivation in the left fusiform gyrus [105]. Furthermore, genetic
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carriers of the deletion 15q11.2 (BP1–BP2) both show an increased risk for developmental
dyslexia as well as a smaller and less word-selective left fusiform gyrus [106].

However, a large-scale VBM study did not find group differences in gray matter
volume [107]. Another meta-analysis also failed to identify consistent gray matter abnor-
malities in left occipito-temporal regions of people with dyslexia [108]. The authors point
out that four out of the nine studies included in the meta-analysis did indeed find reduced
gray matter volume in left ventral occipito-temporal regions, both the inferior temporal
and fusiform gyri, but the peaks from these four studies might have been too scattered to
be consistently revealed in the meta-analysis [108]. Even if structural changes accompany
dyslexia, these might not necessarily play any causal role and could instead be a direct
result of the different reading experience of dyslexic and non-dyslexic readers. For example,
brain volume can change due to experience, including experience with reading [109–111].
Very interestingly, grey-matter reductions are found in left occipito-temporal/fusiform
gyrus regions of preliterate children at familial risk for dyslexia [112,113]. It is therefore
at least plausible that structural abnormalities of high-level regions in the ventral visual
stream can causally contribute to reading problems in dyslexia.

5.3. EEG and MEG

For obvious reasons, electroencephalography (EEG) research on dyslexia has focused
on the processing of text, and the literature is far too large to review here. However, we will
review some of the literature on the N170 for words, as well as some work on visual objects
such as faces. The N170 is a visual event-related potential (ERP) component of negative
polarity that peaks around 170 ms after stimulus onset. A negative ERP peaking at this
time point can be triggered by several different visual stimuli, but the N170 amplitude
tends to be particularly large for words and faces. It has been suggested that the N170
component, at least when it comes to faces, reflects perceptual pre-categorical structural
encoding as opposed to subsequent processes that utilize this structural description for
recognition and identification [114]. While it has furthermore been proposed [114] to reflect
configural processing (e.g., holistic or global configurations of whole faces) but not the
processing of features (e.g., eyes), the N170 component likely taps into both configural and
feature-based processing [115–117] (see Figure 3). N170 for words has also been suggested
to reflect prelexical visual processes, which could be relatively more global or holistic for
frequently encountered words [118].
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Figure 3. Maurer et al. [119] distinguish between three types of configural processing: sensitivity to
first-order relations (relative position of features), holistic processing (gluing features into a gestalt
or whole), and sensitivity to second-order relations (absolute distances between features). Featural
processing has been used to describe processing individual object components or parts. Different
manipulations of visual stimuli have been used to encourage the use of these types of visual processes
(for a critical discussion on visual processes and how to measure them, see e.g., [120,121]. Recognition
by parts as well as whole word shape have been suggested to independently contribute to reading,
although the former likely plays a greater role than the latter [122]. Icons by Flaticon.com, (accessed
on 20 September 2021).
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Typical readers show a larger N170 to words or word-like stimuli than to other visual
stimuli (e.g., symbol strings) when measured over left occipito-temporal regions, as well
as a larger N170 for faces compared to several other object categories, often bilaterally
but especially over right occipito-temporal sites [123–129]. The left lateralization of neural
responses to print can even be found in children after only 2–3 months of formal reading
instruction [130], but see [131] for contradictory evidence. The N170 has significant sources
in high-level regions of the ventral stream. The N170 response to faces as well as its corre-
sponding magnetoencephalographic (MEG) component M170 co-localize in the middle to
posterior fusiform gyrus [132] although sources can be task-dependent [133]. Early N170
word tuning (words > symbols) has significant sources in the left temporal-parietal-occipital
junction [125]. These sources appear to partly overlap with the object-selective lateral oc-
cipital complex [134]. Late N170 tuning has sources near the left fusiform gyrus [125].

Readers with dyslexia have an abnormal N170 tuning for print. Larger left occipito-
temporal N170 potentials were found in response to word-like stimuli than to symbol
strings in adult typical readers, but no such N170 tuning for print was found in adults with
severe reading deficits [135]. An earlier MEG study found comparable results [136]. N170
word tuning is also found in typically reading but not children with dyslexia, although the
developmental trajectory of N170 word tuning might be non-linear [126,137–139]. While
this has been interpreted as a link to a core phonological deficit in dyslexia, importantly,
N170 print tuning (words vs. false-font strings) in beginning readers is related to reading
speed and vocabulary but unrelated to measures of phonological processing [140]. This
is an interesting fact as a phonological processing deficit is often considered the primary
causal factor of developmental dyslexia [1,4,5,141–144]. A parsimonious account of faulty
print tuning in dyslexia is that it reflects faulty visual processing of print. This could be
an effect of problematic reading and not its cause, as visual experience with individuating
objects of particular categories clearly shapes the workings of the visual system [145].
Even adult non-dyslexic poor readers, however, show N170 tuning for word-like stimuli
compared to symbol strings while readers with dyslexia matched for reading level lack
such tuning [146]. Impaired N170 print tuning might thus be specific to dyslexia and not
just a correlate of low reading skills per se or a lack of reading experience.

While many EEG studies on reading problems have measured ERPs such as the N170,
where EEG signals triggered by specific events are averaged over multiple trials, the EEG
signal can also be rhythmically perturbed through fast periodic visual stimulation. van de
Walle de Ghelcke et al. [147] used this method to measure selective neural responses to letter
strings in first graders. Letter strings were inserted periodically in pseudo-fonts, where
one in five strings in a sequence was composed of real letters. The letter strings were real
words that the children had been taught to recognize globally, real words learned through
the phonics method that emphasizes grapheme-phoneme mapping, and pseudowords that
also are thought to tap into grapheme-phoneme mapping. Responses were left-lateralized
for pseudowords and words learned through phonics, but bilateral for words learned
globally, indicating that neural responses are influenced by how the mapping of the
written word is formed. This is also consistent with the well-established right hemisphere
laterality of holistic or global processing and the left hemisphere laterality for feature-based
processing [148] (see Figure 3). This bilateral response to globally learned words was
most prominent for poor readers, consistent with an increased tendency to process words
globally or holistically rather than by features.

Unsurprisingly, fewer studies on dyslexic readers have focused on evoked responses
to objects than to print. Mayseless and Breznitz [149] asked dyslexic and typical readers
to perform an object decision task, where participants indicated whether images depicted
real or fake objects. Readers with dyslexia showed shorter ERP latencies than typical
readers as well as a different brain activation pattern that appeared at an early processing
state, suggesting that people with dyslexia process visual objects differently than typical
readers. The authors speculated that shorter ERP latencies could reflect a holistic processing
strategy in readers with dyslexia, which fits with possible weaknesses in feature-based
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visual processing, as further discussed in the chapter on behavioral evidence below. A
diminished N170 in dyslexic readers has also been demonstrated for a moving or speaking
face [150]. However, as participants had to report what word they had understood, the
unusual neural processing for faces might reflect deficient verbal processing.

In contrast, readers with dyslexia who performed a face recognition task showed a
normal N170 for faces, leading those authors to conclude that face perception is intact
in dyslexia; the authors furthermore suggested that the deficits of recognition memory
previously reported in readers with dyslexia is probably specific to verbal material [151].
Tarkiainen et al. [152], on the other hand, did find evidence for impaired face recognition
in dyslexic readers (see also behavioral evidence subchapter below). Despite this, Tarki-
ainen et al. [152] found no apparent deficits in neural processing for faces in readers with
dyslexia. Tarkiainen et al. [152] could not detect significant differences in the MEG activa-
tion of occipital and occipito-temporal regions between the groups when faces and other
objects were shown. They concluded that early visual analysis and processing of features
and faces are essentially normal in people with dyslexia, and that the occipito-temporal
dysfunction in dyslexic individuals is largely specific to letter-string processing.

The results of Rüsseler et al. [151] and Tarkiainen et al. [152] could be true null effects.
There are, however, other possibilities. Both studies had relatively small samples (12 readers
with dyslexia in Rüsseler et al. [151], 8 readers with dyslexia in Tarkiainen et al. [152]) so
any group differences would be hard to detect. The null results of Tarkiainen et al. [152]
might also be due to the fact that in the MEG part of the study, the task of the subjects was
not to identify faces but to name the facial expression (e.g., “happy”) when prompted. A
large body of previous research has shown that judging the identity of a face and judging
its expression rely on neural processes that are largely separable [153,154]. The task used
by Tarkiainen et al. [152] might not have sufficiently tapped into the neural processes that
support individuation. Finally, Rüsseler et al. [151] used photographs of natural faces (as
opposed to e.g., sketches) which may have triggered a holistic visual process which could
inhibit feature-based processing [116]. As holistic processing of faces might be intact in
developmental dyslexia while feature-based processing could be impaired (see behavioral
evidence subchapter), it is possible that N170 differences in face processing are primarily
detectable under circumstances where feature-based processing of faces is necessary.

While the overall amplitude of N170 for faces could be similar in dyslexic and typ-
ical readers, the component’s laterality might differ between the two groups. Typical
readers showed an expected left lateralization for the N170 triggered by words and right
lateralization for the N170 for faces, but people with developmental dyslexia showed no
signs of laterality for either category [155]. This is in accordance with the possibility that
literacy leads to competition for neural resources between words and faces in high-level
ventral stream regions of the left hemisphere. It should be emphasized that literacy-driven
competition between faces and words and faulty high-level visual processing in readers
with dyslexia are not mutually exclusive possibilities. Indeed, Collins et al. [155] reported
face processing deficits in their participants with dyslexia as measured behaviorally. We
now turn to such behavioral work on potential high-level visual problems in developmen-
tal dyslexia.

6. Behavioral Evidence

There is some behavioral evidence arguing for visual object processing difficulties of
readers with dyslexia. The evidence mostly comes from behavioral studies on faces, but a
few studies have also been conducted on other objects.

It is well-established that readers with dyslexia are slower than readers without
dyslexia in naming pictures of objects (e.g., [15,156]). This has been attributed to a problem
in automatization of verbal responses to visual stimuli [15]. Readers with dyslexia were
also found to be more error-prone at naming objects compared to matched participants
with other problems (e.g., ADHD, poor handwriting, dyscalculia) with an effect size that
was large (Cohen’s d = 0.936) and close to significance (p = 0.05); reading age but not
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chronological age furthermore correlated with naming accuracy [157]. However, the errors
that the readers with dyslexia made indicated that they might have recognized the objects
but just did not find the proper names for them (e.g., saying staxaphone or styraphone
when shown a xylophone), leading the authors to suggest that object naming problems are
not indicative of a perceptual impairment.

However, tasks that measure rapid automatized naming of objects often require only
basic-level categorization (e.g., octopus, microscope [157]) while word recognition requires
subordinate-level categorization. To rephrase, it is not enough to recognize that something
is a word, one has to individuate words, many of which are very similar (e.g., mat, map,
mad, dam, bam). Basic-level object recognition might not suffice to reveal subtle high-level
visual problems in readers with dyslexia. Individuating objects, such as being able to
tell two different octopuses or two similar-looking microscopes apart, should put more
demands on fine-grained analysis of shape that likely supports visual word identification.

Indeed, Sigurdardottir et al. [95] found that readers with dyslexia did significantly
worse on the Vanderbilt Expertise Test [158] than matched controls, a task that required
the individuation of same-category non-face objects (different types of birds, butterflies,
cars, houses, and planes), but found no differences on a color recognition task that did not
require any shape analysis. Huestegge et al. [159] also found that readers with dyslexia
remembered complex abstract figures in less detail (akin to subordinate-level recognition)
but were no different from or even slightly better than controls at recognizing them on a
basic level. The authors attribute this to greater processing of whole objects at the expense
of diminished processing of visual details. Interestingly, detail-related errors in the dyslexic
group were completely uncorrelated with measures of phonological skills which could
indicate that phonological processing and high-level visual processing could independently
contribute to reading problems. Readers with dyslexia have also been found to be slower
than controls at deciding whether visual stimuli are real or fake objects [149] and are
less accurate at telling apart real and fake traffic signs [160]. However, Gabay et al. [161]
found no differences between the ability of dyslexic and typical readers to tell different
cars apart, and neither did Sigurdardottir et al. [162] for the ability to tell similar-looking
computer-generated novel objects apart.

Results on face processing abilities of readers with dyslexia have also been mixed.
Some studies find no particular problems [151,163–165]. Such null results could be due
to the usefulness of low-level visual characteristics or other cues such as hairstyle or hair
length that are unrelated to face identification in the chosen tasks. They can also reflect the
heterogeneity of developmental dyslexia. For example, Kühn et al. [166] studied 24 high
school students with developmental dyslexia. Face recognition deficits were not found on
the group level, but some individuals with dyslexia nonetheless had difficulties with face
recognition, while there was a dissociation between reading abilities and face recognition
of other readers with dyslexia. Face recognition deficits can therefore be present in dyslexia,
but they are not universal for the dyslexic population, arguing for individual differences
in dyslexia.

Several studies have reported abnormal face processing abilities of readers with
dyslexia (see e.g., [92,95,152,155,161,162,167–171]). For example, Tarkiainen et al. [152]
showed that readers with dyslexia made more errors than control participants on the
Benton facial recognition test [167] where participants had to match either identical images
or two images from different viewpoints of the same person. Readers with dyslexia were
also slower in a computerized matching task where participants were asked to match one
of two faces in the lower half of the computer screen to a reference face shown in the upper
half of the screen. Sigurdardottir et al. [95] reported that readers with dyslexia performed
significantly worse than matched controls on the Cambridge Face Memory Test (CFMT) that
requires the recognition of individual faces [172]. Furthermore, face matching performance
was found to predict dyslexia over and above the matching of novel objects or of noise
pattern that shared low-level visual characteristics with the faces such as orientation or
spatial frequency information [162]. This supports that the association between word and
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face processing is quite specific. Face processing problems of readers with dyslexia are
also not associated with dyslexic readers’ verbal deficits, as assessed by verbal working
memory [168]. High-level visual problems in readers with dyslexia might therefore be
independent of a phonological processing deficit commonly seen as the primary cause of
dyslexia. Lastly, Centanni et al. [92] studied children at risk of developing dyslexia. They
found performance differences in a one-back face recognition task, distinguishing between
at-risk children who later turned out to have dyslexia and those at-risk children who did
not. Finding these behavioral differences in children before the beginning of formal reading
instruction suggests that high-level visual processing deficits may be causal to dyslexia as
opposed to an effect of a diminished exposure to written words.

We initially expected these problems in dyslexia to reflect a problem with visual learn-
ing [50], leading to recognition problems that were particularly great for highly familiar
object categories such as faces and words that depend on such learning [145,162], but did
not find support for such a visual expertise account of dyslexia [168]. This unforeseen result
pointed us in a different direction, namely, to focus on the type of visual characteristics
with which readers with dyslexia might struggle and the neural mechanisms that support
their processing. Holistic and featural processing may provide two different pathways
to recognition [173,174] (see Figure 3). Although holistic processing of words contributes
somewhat to reading, feature-based processing of smaller word parts appears to be much
more important [122]. Our research suggests that dyslexic readers show problems with
matching faces based on their features but not their global form [121], and their configu-
ral or holistic processing of faces seems to be intact [95]. Follow-up work suggests that
dyslexic readers depend on only a single visual process regardless of whether features or
configurations are task-relevant [175]. We speculate that this single visual process is holistic
rather than featural and suggest that behavioral manifestations of high-level visual prob-
lems in developmental dyslexia become apparent when featural processing is particularly
beneficial for object individuation and recognition, such as in visual word recognition.

7. Practical Implications

In practice, it is possible that detecting high-level visual impairments could be used
for early diagnosis of dyslexia, as well as improving reading abilities. For example, simple
and quick visual perception tasks relying on high-level vision might be able to identify
those at risk for developing a reading disability. This could include passive rapid viewing
of objects at the subordinate or basic level, or of faces with different spatial frequency
properties, combined with EEG measurements like SSVEP—Steady-State Visually Evoked
Potential [176] (see our preregistration: https://osf.io/4dr3f/ accessed on 7 June 2021). In
the cases where reading impairments can be attributed to a high-level visual deficit, people
could be trained to adopt a different strategy for reading. It is, however, an empirical
question, yet to be answered, of whether such interventions should focus on training
readers with dyslexia to better use their impaired high-level visual processing, or on the
contrary, focus on making further use of other unimpaired abilities. This would need to be
studied and evaluated both for children and adults. As pointed out by Lochy et al. [177],
early interventions in dyslexia result in better outcomes, so developing sensitive measures
that might later even be applied before reading difficulties start to pose significant problems
is of considerable practical value. We want to explicitly say, however, that while novel
screening methods might be able to identify those at risk for developing a reading disability,
they should never be put into common practice without strong empirical support. Similarly,
while the high-level visual dysfunction hypothesis could in the future lead to novel training
programs for children and adults who struggle with reading, these should never be applied
instead of existing evidence-based methods without extensive further study, as this might
end up doing more harm than good.

https://osf.io/4dr3f/
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8. Conclusions

In the past few years, there has been increased interest in the potential role of visual
processes in the ventral visual stream as a cause of reading deficits. The ventral view,
which we also refer to as the high-level visual dysfunction hypothesis, predicts that reading
deficits can stem from problems with specific visual object perception mechanisms. The
ventral view is newly formed, understudied, and still so unknown within the dyslexia
research community that it has not even had the chance to be (rightfully) skeptically
received yet. Further empirical testing is greatly needed. Given the evidence provided, it
should, however, at least be considered plausible that reading problems in dyslexia can in
some cases be traced to the functioning of high-level visual mechanisms.
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