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A B S T R A C T   

Image encryption involves applying cryptographic approaches to convert the content of an image 
into an illegible or encrypted format, reassuring that illegal users cannot simply interpret or 
access the actual visual details. Commonly employed models comprise symmetric key algorithms 
for the encryption of the image data, necessitating a secret key for decryption. This study in-
troduces a new Chaotic Image Encryption Algorithm with an Improved Bonobo Optimizer and 
DNA Coding (CIEAIBO-DNAC) for enhanced security. The presented CIEAIBO-DNAC technique 
involves different processes such as initial value generation, substitution, diffusion, and decryp-
tion. Primarily, the key is related to the input image pixel values by the MD5 hash function, and 
the hash value produced by the input image can be utilized as a primary value of the chaotic 
model to boost key sensitivity. Besides, the CIEAIBO-DNAC technique uses the Improved Bonobo 
Optimizer (IBO) algorithm for scrambling the pixel position in the block and the scrambling 
process among the blocks takes place. Moreover, in the diffusion stage, DNA encoding, obfus-
cation, and decoding process were carried out to attain encrypted images. Extensive experimental 
evaluations and security analyses are conducted to assess the outcome of the CIEAIBO-DNAC 
technique. The simulation outcome demonstrates excellent security properties, including resis-
tance against several attacks, ensuring it can be applied to real-time image encryption scenarios.   

1. Introduction 

With the progress of network science and the multimedia industries, data transmission has become the main choice for many people 
where Digital images are stored or transmitted via public channels [1]. Thus, data security is of great importance [2]. Due to vast 
quantities of data in digital images, higher redundancy, and stronger relationship between neighboring pixels and is not effective, and 
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it has been found that the classical data encryption technique has many technical defects [3]. When compared to other classical 
encryption algorithms, the experimental outcome shows that image encryption depends on the concept of chaos and has better features 
[4]. In many aspects, the study of Chaos has made tremendous progress [5]. Chaos meets the requirement of image encryption due to 
its features of chaos, like inherent randomness, and maximum sensitivity to primary conditions and control parameters in recent times, 
chaos research has become increasingly popular [6]. Pseudo-randomness, unpredictability, and high sensitivity to primary value are 
the features of a chaotic system making it well-suited for image encryption methods [7]. Also, the image encryption approach depends 
on chaos is extensively studied [8]. Generally, this encryption technique involves two different steps: scrambling and diffusion [9]. 
Shuffling is used to reduce the relationship between pixels, and Diffusion is used to make the pixel value equally distributed [10]. 

Image scrambling and diffusion can be integrated to encrypt the images to accelerate the encryption technique [11]. The 
scrambling process splits the plaintext images into pixel blocks, later changing the pixel value while scrambling the pixel block through 
spatiotemporal chaos [12]. As well, low energy consumption, high storage density, and large parallelism of DNA make it unique during 
encryption [13]. The Lorenz system can be used for scrambling the DNA sequence matrix encoded via the plaintext images, later the 
attained DNA sequence is operated circularly [14]; lastly, DNA decoding is conducted for obtaining the ciphertext images [15]. The 
reverse procedure of encryption is called Decryption [16]. Also, based on optimization, there exists an image encryption technique that 
enhances encryption effects by choosing the proper fitness function (FF) to improve the information entropy or enhance the generated 
key to the ciphertext images [17]. With the optimization technique, the information entropy or pixel relation of the ciphertext images 
is closer to the ultimate values which considerably decreases the data contained in the ciphertext images [18]. Thus, it is nearly 
possible to get the plaintext data from the ciphertext images without the key [19]. A few metaheuristic optimization techniques include 
the ant colony algorithm (ACO), genetic algorithm (GA), particle swarm optimization (PSO), differential evolution (DE), and so on 
[20]. 

This study introduces a new Chaotic Image Encryption Algorithm with an Improved Bonobo Optimizer and DNA Coding (CIEAIBO- 
DNAC) for enhanced security. The presented CIEAIBO-DNAC technique involves different processes such as initial value generation, 
substitution, diffusion, and decryption. Primarily, the key is related to the input image pixel values by the MD5 hash function, and the 
hash values produced by the input image can be utilized as the primary value of the chaotic model to boost key sensitivity. Besides, the 
CIEAIBO-DNAC technique uses the Improved Bonobo Optimizer (IBO) algorithm for scrambling the pixel position in the block and the 
scrambling process among the blocks takes place. Moreover, in the diffusion stage, DNA encoding, obfuscation, and decoding process 
were carried out to attain encrypted images. Extensive experimental evaluations and security analyses are conducted to assess the 
performance of the CIEAIBO-DNAC technique. 

2. Related works 

Alohali et al. [21] introduce a Blockchain Driven Image Encryption using an arithmetic optimization algorithm (AOA) with the 
Fractional-Order Lorenz System (BDIE-AOFOLS) algorithm. This proposed model employed the Fractional-Order Lorenz System 
(FOLS) model that incorporates the Fractional Lorenz, Arnold Map, and Tent Map schemes. Additionally, an AOA is performed for the 
optimum key generation procedure for achieving the optimum value of peak signal-to-noise ratio (PSNR). Zhu et al. [22] presented a 
Chaotic Digital Image encrypting system that depends on a maximized Artificial Fish Swarm (AFS) approach and coding of DNA. 
Firstly, the key is related to the normal image pixels via the MD5 hash function, and the value of the hash produced by the normal 
images is utilized as the primary value of the hyperchaotic scheme to enhance the key sensitivity. Then, the AFS approach is imple-
mented to disorganize the pixel position in the block. 

The authors in Ref. [23], introduced an image encryption technique that depends on the upgrading procedures of PSO and 
Hyperchaotic Complex Lü (HCL) systems. Particularly, a mechanism of key generation incorporated with the Secured Hash approach 
of 256 hash is initially presented for generating the HCL scheme’s primary values. Later, the plain images are disorganized by the 
velocity and position upgrading procedure of the PSO method. Khaitan et al. [24] suggested a public key crypto scheme that integrates 
the Chaos Tent Map (CTM) function along with an Improved Salp Swarm Optimization (ISSO) approach for the image’s decrypting and 
encrypting process. This ISSO approach is upgraded by enforcing mutation and crossover for generating a decrypting key. This 
encrypting system encompasses a circular shit operation and a permutation, which are controlled by control parameters and 
chaos-based keys. At the time of the encrypting procedure, an eight-bit shift catalogue is utilized with XOR operation to improve the 
cypher image’s randomness. 

Maniyath and Thanikaiselvan [25] present an analytical research model for proposing a state-of-the-art framework, in which the 
Deep Neural Network (DNN) is utilized for the optimization of the plain encryption method’s achievement. The vigorousness of the 
optimizing principles is additionally supplemented with a chaotic map notion for improved safety accomplishments. Ferdush et al. 
[26] proposed a technique that utilizes the Genetic Algorithm (GA) for an improved pixel value encryption and PSO to enhance the 
process of optimization. This technique is segmented into two sectors. Firstly, the plain RGB images are implemented for the primary 
populace and later the GA is employed for image encryption. Secondly, the PSO model is employed for determining the best-encryption 
images. Lastly, the best images are put under a re-encryption process still an optimal value is achieved. 

Zeng and Wang [27] present a scheme for Hyperchaotic Image Encryption (HIE) which is based on Cellular Automata (CA) and PSO 
algorithms. At first, to enhance the capacity for resisting the outbreaks of the plaintext, the hyperchaotic scheme’s primary conditions 
are produced by the values of hash functions that are closely associated with the plaintext images yet to undergo encryption. Addi-
tionally, PSO’s fitness is the correlative coefficient among the image’s neighboring pixels. In Ref. [28], a fusion technique is proposed 
by implementing the Tent Chaotic Mapping (TCM) and DNA Sequence (DNA-S) models. At first, the initial and TCM images are put 
under the encryption process distinctly by implementing the DNA-S model. Later, the logical XOR operator is enforced on the models 
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and the encrypted imageries are generated by employing chaotic schemes. 

3. The proposed model 

In this study, we have focused on the development of the CIEAIBO-DNAC for enhanced security. The presented CIEAIBO-DNAC 
technique involves different processes such as initial value generation, substitution, diffusion, and decryption. Fig. 1 displays the 
workflow of the CIEAIBO-DNAC methodology. 

3.1. Initial value generation 

Consider the plain image size A as (M × N), and split as to (M×N)/(m×n) blocks by (m × n). In general, after the MD5 hash, a 128- 
bit summary will be attained. Although there is a 1-bit difference, the summary created would be quite distinct. Thus, this stage is to 
relate the main procedure with plaintext images that increase security. Using Eq. (8), the 128-bit summary was divided into 8 blocks. 

K= k1, k2…k7, k8, (1) 

The four primary values of Chen’s hyper-chaotic model are attained based on the calculation process. Amongst them, x0, y0, z0,

and w0 are the initial values, ⊕ is for operation. 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x′
0 = x0 +

k1 ⊕ k2

256
,

y′
0 = y0 +

k3 ⊕ k4

256
,

z′0 = z0 +
k5 ⊕ k60

256
,

w′
0 = w0 +

k7 ⊕ k8

256
,

(2)  

3.2. Design of IBO algorithm 

BO algorithm is a recent optimization technique derived from the social and reproductive behaviours of bonobos are promiscuous, 

Fig. 1. Workflow of CIEAIBO-DNAC method.  
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consortship, restrictive, and extra-group mating strategies [29]. This mating strategy was subjected to the living conditions of the 
bonobos are the positive phase (PP) and negative phase (NP). Here, PP defines peaceful living where mating occurs. In contrast, NP 
expresses a hard life. Here, every solution is named XB and the fittest solution is Xα

B. The mathematical expression of BO is given as 
follows. 

The solution update of BO relies on the mating strategy exposed to the existing stage. The bonobo lives in smaller groups with 
dissimilar sizes (unpredictable and random) and the community re-joins to the main community. Therefore, a bonobo for mating was 
chosen based on this behavior. The mathematical formula for the maximal amount of temporary subgroups Nsub is formulated below: 

Nsub =max (2, (εsub ×N)) (3)  

In Eq. (3), N denotes the overall amount of the population and εsub represents the subgroup size factor. When the fittest bonobo in the 
subgroups with respect to the FF is greater than Xi

B, afterwards, it can be chosen as XP
B, otherwise, an arbitrary one must be chosen from 

the subgroups to search for the bonobo XP
B selected to mate with Xi

B to construct the newest bonobo Xnew
B . 

Afterwards accomplishing the chosen bonobo XP
B, four mating tactics are utilized from the BO for creating a novel bonobo Xnew

B via 
PP or NP. In the case of PP, restrictive and promiscuous mating have a high probability (ρph) of existence. In contrast to NP, the 
probability (ρph) of extra-group and consortship mating is high. 

The new bonobo was generated by Eq. (4) at the Promiscuous and Restrictive Mating stage: 

Xnew
B =Xi

B + r1 × Sαcoef ×
(
Xα
B − Xi

B

)
+(1 − r1)× SPcoef × cflag ×

(
Xi
B − XP

B

)
s (4) 

Now r1 denotes the random integer within [0,1]. Sα
coef and SP

coef show the sharing coefficient for Xα
B the alpha bonobo and XP

B the 
chosen bonobo, correspondingly, cflag shows the flag value that is equivalent to − 1 or 1 for promiscuous and restrictive mating, 
correspondingly. The controlling variable with respect to ρph the phase probability is utilized for adopting the mating strategies [30]. 
At first, ρph is fixed as 0.5. Therefore, once an arbitrary integer r is shown that lesser than or equivalent to ρph, a novel bonobo is 
generated by using restrictive and promiscuous mating, or else, extra-group and consortship mating can be used. 

Once r is higher than ρph, consortship, and extra-group mating take place. But a newly generated random value r2 within zero and 
one, is utilized with the probability of extra-group mating ρxg to characterize the existence of extra-group mating once r2 is lesser than 
or equivalent to ρxg: 

Xnew
B =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Xi
B + β1 ×

(
Xi

max − Xi
B

)
, Xα

B ≥ Xi
B, and r4 ≤ ρd

Xi
B − β2 ×

(
Xi
B − Xi

min

)
, Xα

B ≥ Xi
B, and r4 > ρd

Xi
B − β1 ×

(
Xi
B − Xi

min

)
, Xα

B < Xi
B, and r4 ≤ ρd

Xi
B + β2 ×

(
Xi

max − Xi
B

)
, Xα

B < Xi
B, and r4 > ρd

(5)  

β1 = e

(

r2
4+r4 −

2
r4

)

β2 = e

(

− r2
4+2r4 −

2
r4

) (6)  

Where r3 and r4 denote randomly generated integers within zero and one and r4 ∕= 0. ρd shows the directional probability with an 
initial value that is equivalent to 0.5. β1 and β2 represent the intermediate parameters within zero and one. Xi

min and Xi
min denote the 

values of upper and lower boundaries. 
When r2 is higher than ρxg, the newest bonobo was generated by the consortship mating strategy: 

Xnew
B =

{
Xi
B + cflag × e− r5 ×

(
Xi
B − XP

B

)
, cflag = 1 or r6 ≤ ρd

XP
B ,Otherwise

(7)  

In Eq. (7), r5 and r6 denote the two randomly generated integers. 
During the iterative process, the BO parameter was updated based on the fittest solution Xα

B at all the iterations, but once there was 
an enhancement in the concluding solution to the prior iteration, the parameters of BO were updated. 

The PP count raises with the increment of one (PPcont = PPcont +1) and the count of NP is fixed as zero (NPconi = 0). Furthermore, 
ρxg = ρxg− initṁl and ρph = 0.5 + Cp where Cp denotes the amount of change and is evaluated as Cp = min (0.5,PPconi ×rψ) where rcp 
denotes the rate of changes in the phase [31]. Furthermore ρd = ρph and 

εsub =min
(
εsub max

(
εsubinitial +PPcont × rcp2)) (8)  

where εsubinitial = 0.5 ∗ εsub max. 
At the same time, the parameters of BO were updated if there was no improvement: 
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NPcont =NPcont + 1 and PPcont = 0,

Cp=min(0.5,NPcont × rcp),

ρxg = ρxg− initial min
(
0.5, ρxg− initial +NPcont × rcp2),

and 

εsub =min
(
εsub max,

(
εsubinitial − NPcont × rcp2  

With the population-based technique, BO has certain challenges including falling in the local optima. However, BO based on quasi- 
opposition-based learning and three leaders’ selection are introduced. Three leaders are used for increasing the diversity of the so-
lution, rather than utilizing the alpha bonobo Xα

B (better solution) for updating the newest bonobo Xnew
B and ignoring the other fittest 

solutions, as follows 

Xα
B = w1 × Xbest1 + w2 × Xbest2 + w3 × Xbest3

w1 =
r7

r7 + r8 + r9
,w2 =

r8

r7 + r8 + r9
, and w1 =

r9

r7 + r8 + r9

(9)  

Where r7, r8, and r9 denote the random integer between zero and one. Opposition-based learning (OBL) was more commonly used for 
improving optimization approaches. In the IBO algorithm, an improvement could be accomplished by applying the candidate solution. 
The opposite solution of BO model Xi

B was formulated as follows: 

Xqnew
B =C + r10

(
C − Xnew

B
)

(10)  

In Eq. (10), r10 denotes the random value within [0,1], and C shows the middle point between Xi
min and Xi

max that is evaluated using 
Eq. (11): 

C=
Xi

min + Xi
max

2
(11) 

Furthermore, Xnew
B shows the opposite solution that is evaluated as follows can be calculated as follows: 

Xnew
B =Xi

min + Xi
max− ff ewB

(12)  

3.3. Substitution 

Consider that the greater the influence is, the nearer the pixel is, in the digital image, and the image block processing could process 
all the pixels and attain further information. The images are block-processed. When the plaintext image size is (MxN), then it is split as 
(MxN)/(mxn) sub-blocks. N must be an integer multiple of n, and M must be an integral multiple of m, Or else, the missing part would 
be spontaneously filled in black, hence the encrypting process will not have the limitations of image size. Image pixel can be attained 
depending on the filling place of all the sub-blocks. The pixel of all the image blocks is exchanged by the pixel of other image blocks 
after the block from the conversion of all the sub-blocks. 

Fig. 2. DNA Encoding process.  
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3.4. Diffusion 

The diffusion method could considerably improve the capability of the encryption scheme to resist differential and statistical at-
tacks. We select DNA coding technology with low energy consumption, high density, and strong parallel computing ability for diffusion 
operation to attain the best diffusion effects. Fig. 2 represents the flow of the DNA encoding method. The specific operation is given 
below.  

Step1 Chen’s hyper-chaotic system repeats N0 + M × N times to attain sequences X1, Y1, Z1, and W1, and later discard the first N0 
value to remove the transient effects of the chaotic model.  

Step2 Evaluate all the elements of X1, Y1, Z1, and W1 based on Eqs. (13)–(16) for obtaining four vectors Ri, Ry, Rz, and R. 

Fig. 3. Sample images.  
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Rx(i)=mod
(
floor

(
X1(i)× 1014), 8

)
+ 1, (13)  

Ry(i)=mod
(
floor

(
Y1(i)× 1014), 8

)
+ 1, (14)  

Rz(i)=mod
(
floor

(
Z1(i)× 1014), 8

)
+ 1 (15)  

R(i)=mod
(
floor

(
W1(i)× 1014), 256

)
, (16)  

where X1(i), Y1(i), Z1(i), and W(i) denotes the ith elements of X1, Y1, Z1, and W1, i ∈ [1,M×N], floor(a) shows the rounding down of a. 
The results of the mod (a, b) are the remainder divided by b.  

Step3 Enlarge the scrambling matrix Pl into a vector (i), i ∈ [1,M × N]. Determine variable temp and i, where the first value of i is 1, 
and the first value of temp is given in Eq. (17). 

temp=mod

(
∑M×N

i=1
P1, 256

)

, (17)    

Step4 based on the DNA coding principles equivalent to Rz(i), perform DNA coding on R(i) to attain DNA− R(i), simultaneously, based 
on the DNA coding rules respective to Ry, DNA code E(i) to attain DNA− E(i). Next, the XOR of DNA− R(i) and DNA− E(i) are 
calculated for getting New-E(i).  

Step5 Decode New− E(i) to get de− New− E(i) based on the DNA coding rules equivalent to Rx(i). Computation of XOR of de− New− E(i)
and temp to attain C− New− E(i). Simultaneously, change the values of parameter temp to C− New− E(i) and the value of parameter i 
is i+ 1.  

Step6 Repeat steps 4 & 5. If i = M× N+ 1, change the resultant vector to the matrix of M× N, that is, encode the resultant images. 

3.5. Decryption process 

The decryption technique is the reverse process of encryption. During encryption, first, we scramble the image and later spread it. 
Thus, there is a need to implement diffusion decryption first, and later scrambling. Note that we must attain the parameter values, and 
the first value of the hyper-chaotic system is used for generating a sequence before decryption. 

4. Performance validation 

The experimental outcome of the CIEAIBO-DNA technique was executed on five different images. Fig. 3 displays the sample images 
with their encrypted versions. 

Table 1 represents the encryption outcomes of the CIEAIBO-DNA method on five images. The outcomes point out that the CIEAIBO- 
DNA method gains effective outcomes under all images. On IMG_1, the CIEAIBO-DNA technique offers MSE, RMSE, PSNR, and CC of 
0.045, 0.212, 61.599 dB, and 99.78 % respectively. Also, on IMG_2, the CIEAIBO-DNA algorithm offers MSE, RMSE, PSNR, and CC of 
0.076, 0.276, 59.323 dB, and 99.92 % respectively. Additionally, on IMG_4, the CIEAIBO-DNA method provides MSE, RMSE, PSNR, 
and CC of 0.078, 0.279, 59.210 dB, and 99.92 % correspondingly. Finally, on IMG_6, the CIEAIBO-DNA system offers MSE, RMSE, 
PSNR, and CC of 0.067, 0.259, 59.870 dB, and 99.86 % correspondingly. 

Table 2 and Fig. 4 represent the information encryption values of the CIEAIBO-DNA algorithm on 3 channels. The outcomes show 
that the CIEAIBO-DNA system reaches improved performance over other models with maximum information entropy values of 7.9997, 
7.9999, and 7.9998 correspondingly. 

Table 3 signifies the MSE and PSNR examination of the CIEAIBO-DNA approach with other approaches [21,32]. The simulation 
values highlighted that the CIEAIBO-DNA technique reaches minimal MSE and maximum PSNR values. 

Fig. 5 inspects the MSE outcome of the CIEAIBO-DNA system with recent algorithms. The experimental values portrayed that the 
CIEAIBO-DNA technique reaches improved performance under all images. On IMG_1, the CIEAIBO-DNA technique offers an MSE of 
0.045 while the BDIE-AOFOLS, SSO–HCNN, WOA-HCNN, and GWO-HCNN techniques accomplish an MSE of 0.0590, 0.0636, 0.1850, 
and 0.2875 respectively. Moreover, on IMG_3, the CIEAIBO-DNA system offers an MSE of 0.038 while the BDIE-AOFOLS, SSO–HCNN, 

Table 1 
Encryption outcome of CIEAIBO-DNA method under five images.  

Test Images MSE RMSE PSNR (dB) CC (%) 

IMG_1 0.045 0.212 61.599 99.78 
IMG_2 0.076 0.276 59.323 99.92 
IMG_3 0.038 0.195 62.333 99.89 
IMG_4 0.078 0.279 59.210 99.92 
IMG_5 0.103 0.321 58.002 99.98 
IMG_6 0.067 0.259 59.870 99.86  
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Table 2 
Information encryption values of the CIEAIBO-DNA method on three channels.  

Methods Information Entropy Values 

R_Channel G_Channel B_Channel 

CIEAIBO-DNA 7.9997 7.9999 7.9998 
BDIE-AOFOLS 7.9995 7.9998 7.9997 
SSO–HCNN 7.9992 7.9990 7.9992 
WOA-HCNN 7.9941 7.9935 7.9933 
GWO-HCNN 7.9938 7.9921 7.9930  

Fig. 4. Information encryption values of the CIEAIBO-DNA method on three channels.  

Table 3 
MSE and PSNR outcomes of CIEAIBO-DNA approach with other methods.  

Test Images CIEAIBO-DNA BDIE-AOFOLS SSO–HCNN WOA- HCNN GWO-HCNN 

MSE PSNR MSE PSNR MSE PSNR MSE PSNR MSE PSNR 

IMG_1 0.045 61.599 0.0590 60.42 0.0636 60.10 0.1850 55.46 0.2875 53.54 
IMG_2 0.076 59.323 0.0820 58.99 0.0841 58.88 0.1724 55.77 0.2312 54.49 
IMG_3 0.038 62.333 0.0430 61.80 0.0487 61.26 0.2027 55.06 0.2352 54.42 
IMG_4 0.078 59.210 0.0880 58.69 0.0926 58.46 0.2123 54.86 0.2613 53.96 
IMG_5 0.103 58.002 0.1100 57.72 0.1117 57.65 0.1798 55.58 0.2318 54.48 
IMG_6 0.067 59.870 0.0881 58.54 0.0925 57.98 0.2119 54.89 0.2574 54.12  

Fig. 5. MSE outcome of CIEAIBO-DNA approach under five images.  
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WOA-HCNN, and GWO-HCNN methods realize an MSE of 0.0430, 0.0487, 0.2027, and 0.2352 correspondingly. Furthermore, on 
IMG_6, the CIEAIBO-DNA methodology offers an MSE of 0.067 while the BDIE-AOFOLS, SSO–HCNN, WOA-HCNN, and GWO-HCNN 
approaches achieve an MSE of 0.0881, 0.0925, 0.2119, and 0.2574 correspondingly. 

Fig. 6 examines the PSNR study of the CIEAIBO-DNA methodology with recent systems. The experimental values depicted that the 
CIEAIBO-DNA system attains enhanced performance under all images. On IMG_1, the CIEAIBO-DNA technique offers a PSNR of 
61.599 dB while the BDIE-AOFOLS, SSO–HCNN, WOA-HCNN, and GWO-HCNN methods achieve PSNR of 60.42 dB, 60.10 dB, 55.77 
dB, and 53.54 dB correspondingly. Besides, on IMG_3, the CIEAIBO-DNA method offers a PSNR of 62.333 dB while the BDIE-AOFOLS, 
SSO–HCNN, WOA-HCNN, and GWO-HCNN algorithms gain PSNR of 61.80 dB, 61.26 dB, 55.06 dB, and 54.42 dB correspondingly. 
Additionally, on IMG_6, the CIEAIBO-DNA technique provides a PSNR of 59.870 dB while the BDIE-AOFOLS, SSO–HCNN, WOA- 
HCNN, and GWO-HCNN methodologies realize a PSNR of 58.54 dB, 57.98 dB, 54.89 dB, and 54.12 dB correspondingly. 

Table 4 and Fig. 7 inspect the CC outcome of the CIEAIBO-DNA algorithm with recent approaches. The experimental values 
demonstrated that the CIEAIBO-DNA approach reaches improved performance under all images. On IMG_1, the CIEAIBO-DNA method 
provides a CC of 99.89 % while the BDIE-AOFOLS, SSO–HCNN, WOA-HCNN, and GWO-HCNN methods reach a CC of 99.48 %, 99.56 
%, 99.34 %, and 99.23 % correspondingly. Followed by, on IMG_3, the CIEAIBO-DNA approach offers a CC of 99.79 % while the BDIE- 
AOFOLS, SSO–HCNN, WOA-HCNN, and GWO-HCNN techniques achieve a CC of 99.52 %, 99.67 %, 99.34 %, and 99.03 % respectively. 
Finally, on IMG_6, the CIEAIBO-DNA methodology offers a CC of 99.69 % while the BDIE-AOFOLS, SSO–HCNN, WOA-HCNN, and 
GWO-HCNN approaches achieve a CC of 99.43 %, 99.25 %, 99.13 %, and 99.34 % respectively. 

In Table 5 and Fig. 8, a comparison computation time (CT) study of the CIEAIBO-DNA method is clearly given. The outcomes 
display the enhanced outcome of the CIEAIBO-DNA method with the least CT values. On IMG_1, the CIEAIBO-DNA technique attains a 
decreasing CT of 0.8s while the BDIE-AOFOLS, SSO–HCNN, WOA-HCNN, and GWO-HCNN models obtain increasing CT of 0.91s, 
1.97s, 1.37s, and 1.87s respectively. Meanwhile, on IMG_6, the CIEAIBO-DNA method accomplishes reducing CT of 0.57s while the 
BDIE-AOFOLS, SSO–HCNN, WOA-HCNN, and GWO-HCNN approaches acquire higher CT of 0.981s, 0.95s, 1.34s, and 1.80s corre-
spondingly. Therefore, the CIEAIBO-DNA technique exhibited better performance than other models. 

The higher outcome of the CIEAIBO-DNAC has been recognized for its innovative combination of key elements that together 
develop security and resilience against several attacks. Unlike typical methods, CIEAIBO-DNAC utilizes the MD5 hash function to 
create a unique connection among the input image pixel values and the encryption key, therefore highly boosting key sensitivity. The 
combination of the IBO technique establishes an effective scrambling process at the pixel level from the blocks, more stimulating the 
encryption process. Furthermore, the use of DNA coding in the diffusion phase increases an extra layer of difficulty through obfus-
cation, encoding, and decoding procedures, contributing to heightened security. These combined features make a secure encryption 
method that determines exceptional resistance against varied attacks in widespread experimental assessments, positioning CIEAIBO- 
DNAC as a capable performance for real-time image encryption scenarios. 

5. Conclusion 

In this study, we have focused on the development of the CIEAIBO-DNAC for enhanced security. The presented CIEAIBO-DNAC 
technique involves different processes such as initial value generation, substitution, diffusion, and decryption. Primarily, the key is 
related to the input image pixel values by the MD5 hash function, and the hash value produced by the input images can be utilized as 
the primary value of the chaotic model to boost key sensitivity. Besides, the CIEAIBO-DNAC technique uses the BO algorithm for 
scrambling the pixel position in the block and the scrambling process among the blocks takes place. Moreover, in the diffusion stage, 
DNA encoding, obfuscation, and decoding process were carried out to attain encrypted images. Extensive experimental evaluations 
and security analyses are conducted to consider the efficiency of the CIEAIBO-DNAC technique. The experiment outcome illustrates 
that the system exhibits excellent security properties, including resistance against several attacks, ensuring it can be applied to real- 
time image encryption scenarios. Therefore, the CIEAIBO-DNAC technique offers an effective solution for securing images against 
unauthorized access and ensuring their confidentiality. Its utilization of chaotic maps and encryption operations provides robust 
protection and makes it suitable for a wide range of applications. 
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Fig. 6. PNSR outcome of CIEAIBO-DNA approach under five images.  

Table 4 
CC outcome of CIEAIBO-DNA system with other methodologies under five images.  

Correlation Coefficient (CC %) 

Test Images CIEAIBO-DNA BDIE-AOFOLS SSO–HCNN WOA- HCNN GWO-HCNN 

IMG1 99.89 99.48 99.56 99.34 99.23 
IMG2 99.9 99.69 99.78 99.45 99.22 
IMG3 99.79 99.52 99.67 99.34 99.03 
IMG4 99.85 99.77 99.38 99.49 99.25 
IMG5 99.98 99.83 99.89 99.71 99.11 
IMG6 99.69 99.43 99.25 99.13 99.34  

Fig. 7. CC outcome of CIEAIBO-DNA approach under five images.  

Table 5 
CT outcome of CIEAIBO-DNA approach with other methods under five images.  

Computational Time (sec) 

Test Images CIEAIBO-DNA BDIE-AOFOLS SSO–HCNN WOA- HCNN GWO-HCNN 

IMG_1 0.80 0.91 0.91 1.37 1.87 
IMG_2 0.92 0.99 1.03 1.15 1.53 
IMG_3 0.75 1.24 1.27 1.52 1.63 
IMG_4 0.72 0.82 0.86 1.39 1.90 
IMG_5 0.63 0.89 0.93 1.45 1.71 
IMG_6 0.57 0.98 0.95 1.34 1.80  
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