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A B S T R A C T   

Background: Aortic dissection refers to the true and false two-lumen separation of the aortic wall, 
in which the blood in the aortic lumen enters the aortic mesomembrane from the tear of the aortic 
intima to separate the mesomembrane and expand along the long axis of the aorta. 
Purpose: In view of the problems of individual differences, complex complications and many small 
targets in clinical aortic dissection detection, this paper proposes a convolution neural network 
MFF-FPN (Multi-scale Feature Fusion based Feature Pyramid Network) for the detection of aortic 
dissection complications. 
Methods: The proposed model uses Resnet50 as the backbone for feature extraction and builds a 
pyramid structure to fuse low-level and high-level feature information. We add an attention 
mechanism to the backbone network, which can establish inter-dependencies between feature 
graph channels and enhance the representation quality of CNN. 
Results: The proposed method has a mean average precision (MAP) of 99.40% in the task of multi 
object detection for aortic dissection and complications, which is higher than the accuracy of 
96.3% on SSD model and 99.05% on YoloV7 model. It greatly improves the accuracy of small 
target detection such as cysts, making it more suitable for clinical focus detection. 
Conclusions: The proposed deep learning model achieves feature reuse and focuses on local 
important information. By adding only a small number of model parameters, we are able to 
greatly improve the detection accuracy, which is effective in detecting small target lesions 
commonly found in clinical settings, and also performs well on other medical and natural 
datasets.   

1. Introduction 

ORTIC dissection(AD) is a cardiovascular disease that can be caused by an intimal tear or rupture of the nutrient artery in the 
middle layer of the aorta. This leads to blood entering the middle layer and creating a hematoma that results in excessive pressure, 
which causes tearing of the intimal layer.The proximity of the false lumen to the native lumen(i.e,the true lumen) makes AD the most 
complex and dangerous cardiovascular disease [1].Normal vessels and vessels containing aortic dissection are shown in Fig. 1. 

Aortic dissection has emerged as a prevalent critical illness and a frequently occurring disease which is marked by sudden onset, 
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rapid progression, diverse clinical manifestations, elevated misdiagnosis rate, and high mortality rate.Over the years, owing to the 
aging population and the escalating incidence of hypertension, the prevalence of aortic dissection has annually amplified [1–3].The 
detection rate of aortic diseases has significantly increased due to the rapid development of imaging technology.However,due to the 
complex clinical manifestations of acute aortic dissection, there is a high rate of miss and misdiagnosis.Untreated acute aortic 
dissection has a high mortality rate, with the mortality rates of 21%,37% and 74% on day 1,day 2 and week 1,respectively.The high 
mortality rate over a short period of time demonstrates the urgent need for faster and more up-to-date techniques and methods to 
support physicians in diagnosing the condition. 

Aortic dissection is a complex disease that presents numerous grave complications.Some of the complications are identifiable from 
contrast-enhanced CT images, which include poor renal perfusion, pleural effusion, cyst, intimal tear, and aortic insufficiency,etc.The 
typical diagnostic approach involves the physician perusing the CT image data for the location of the dissection’s origin and analyzing 
the range, depth, and any abnormal thoracic and abdominal images. The CT image sequences for aortic dissection usually cover 
hundreds of images from the upper layer of the thoracic cavity to the lower layer of the abdomen. This diagnostic process is time- 
consuming and labor-intensive.Even experienced and well-trained practitioners find it challenging to determine the location, size, 
dissection type, the presence of any complications, and the severity of those complications in hundreds of CT images. 

In recent years, deep learning has made significant strides in the field of medicine, particularly in auxiliary diagnosis and treatment. 
For instance, Gardner and colleagues [4] proposed a conditional generative adversarial network that can detect and segment the total 
tumor volume in images acquired during radiotherapy. 

While Gerard et al. [5] proposed Reg3DNet+ residual regression convolutional neural network to directly regress high-resolution 
images of local tissue volume changes from CT images.Through image registration between total vital capacity and lung volume under 
functional residual capacity, using tissue mass and structure-preserving registration algorithms, it was possible to obtain a direct 
estimation of regional lung volume changes from both paired and single CT images.Furthermore, Marios [6] developed a fast 
proof-of-concept workflow based on deep learning networks for assessing individual organ doses after chest computed tomography 
(CT) examinations.The study leveraged an independent dataset consisting of 19 patients for each network for organ dose prediction. 
Huo et al. [7] employed several machine learning algorithms to construct a classification and prediction model for early aortic 
dissection patients,to facilitate the identification of potential dissection cases among misdiagnosed patients.Among the models built, 
the Bayesian network achieved an 84.55% accuracy, with an Area Under Curve(AUC) of 85.7%.Singh et al. [8],on the other hand, 
developed a deep learning model to automatically assess aortic dissection in chest CT images.They trained the model with 4235 images 
from 30 patients (15 dissection cases and 15 non-dissection cases) and tested it on 3423 images obtained from 40 patients (20 
dissection cases and 20 non-dissection cases),using a pretrained inception-v3 [9] network as the classification model.The study 
demonstrated the efficacy of deep convolutional neural networks in the recognition of aortic dissection, achieving an AUC of 97% and 
a sensitivity of 100%.In their research, Lee et al. [10] utilized a generative-discriminative learning approach to predict object 
boundaries in medical image datasets, applying it to true and false lumen segmentation in aortic dissection. Kovács et al. [11] 
employed De-scoteaux’s method to measure the intimal flap in the segmented CT image after segmenting the aortic image. In another 
study, Duan et al. [12] used the GVF snake model for the segmentation of the descending aorta and utilized the Hessian matrix and the 
spatial continuity prior model based on Bayesian theory to extract the aortic dissection membrane. Gayhart et al. [13] developed an 
advanced CAD system for the evaluation of CT images of aortic diseases, who is one of the first researchers to study the issue of aortic 
dissection detection.Finally, Dehghan et al. [14] adopted an atlas-based approach for aortic segmentation, in which the segmented 
cross-sectional images were fine-tuned for flap detection and shape analysis. 

Zhou and his colleagues [15] proposed a deep learning model as MOLS-Net, for the automatic and efficient segmentation and 
detection of aortic dissection in CT volumes. The method utilized the pyramid attention module to associate sequence featuresof CT 
image sequences of different scales, which guided the image segmentation. The model outperformed state-of-the-art methods on 
multiple datasets, providing an accurate and effective approach to aortic dissection diagnosis. Qin et al. [16] developed an advanced 
image classification technique that replaced fixed-size inputs with appropriately large ones and used residual modules with less 
computational cost and parameter inversion.This method performed better than existing methods, reducing network parameters and 
computational costs. Peng and his colleagues [17] proposed an innovative ROI(regions of interest) extraction algorithm, named RESI, 

Fig. 1. The left side is a normal blood vessel, and the right side is a blood vessel containing an aortic dissection.  
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which utilized sequence information for high-precision ROI identification in the first stage and then applied DenseNet-121 for further 
diagnosis.This technique achieved slice-level accuracy of 97.41%,outperforming state-of-the-art methods.Tan et al. [18] presented a 
detection method for aortic dissection using CTA images.They extracted ROI through binarization and morphological opening op-
erations, and applied the deep learning model DenseNet-121.The method achieved excellent results for sensitivity and specificity. 

In summary, although the current deep learning detection of organs and foci in medical images, including aortic dissection, has 
reached a high level of accuracy, there is still a gap between it and the actual clinical application, mainly because most of the studies 
are based on a single coarctation detection, and there is no detection of concurrent multi-complications accompanying the coarctation. 
Although current methods have achieved promising results on most medical object detection datasets, detecting small lesions in 
clinical images remains challenging. In practice, the same image may contain dissection, complications and other aberrations, as 
shown in Fig. 2.Further research is needed to address this issue and improve clinical diagnostic accuracy. Therefore, in this study, we 
propose a MFF-FPN model for the detection of 

aortic dissection and its associated complications using a multi-scale feature fusion and attention mechanism. The contributions of 
this study include: Firstly, a multi-scale feature fusion pyramid network is built to integrate shallow texture features and high-level 
semantic information. Secondly, the attention mechanism is introduced within the pyramid to suppress irrelevant information. 
Finally, the detection module is constructed and the feature map is utilized to identify the location and type of the target. The 
experimental results demonstrate that the proposed method outperforms existing techniques in the detection of aortic dissection and 
complications. 

2. Related work 

2.1. ResNet50 network 

The ResNet network model is extensively used in various fields, such as medical image processing and remote sensing image 
analysis. It encompasses typical network models such as ResNet18, ResNet34, ResNet50, ResNet101and ResNet152. In this study, we 
use the resnet50 to build the backbone network. The principal structure of ResNet50 is depicted in Fig. 3. 

2.2. Feature pyramid network 

FPN (Feature Pyramid Network) [19] is aimed at detecting small targets.The high-level features contain rich semantic information, 
but the resolution is low. If the object detection algorithm only uses high-level features for prediction, the obtained target position is 
relatively rough. Assuming that in the deep network a pixel in the final high-level feature map may correspond to the 20 × 20 pixels 
area of the output image, then the features of objects that are smaller than 20 × 20 pixels have a high probability of being lost. At the 
same time, the low-level feature semantic information is relatively small, but the target position is accurate, which is helpful for small 

Fig. 2. (a) Image section containing ascending aorta (AAO) and descending aorta (DAO) (b) image section containing aortic arch (AA) (c) image 
section containing cyst, pleural effusion and AAO (d) image section containing poor renal perfusion and abdominal aorta (AADO). 

Y. Tan et al.                                                                                                                                                                                                            



Heliyon 10 (2024) e27678

4

target detection. FPN fuses high-level features with low-level features, thereby simultaneously utilizing the high-resolution of 
low-level features and rich semantic information of high-level features, and independently predicting multi-scale features, which 
significantly improves the detection effect of small objects. In terms of specific operations, the traditional FPN uses C1 to C5 as input 
features, and the feature map size is reduced to half from the bottom to the top. For example, if the input resolution is 640 × 640, then 
C3 represents feature level 3 with a resolution of 80 × 80, and C5 represents feature level 5with a resolution of 20 × 20. Traditional 
FPN aggregates multi-scale features in a top-down manner: 

P5 =CONV(C5) (1)  

P4 =CONV(C4 +Resize(P5)) (2)  

P2 =CONV(C2 +Resize(P3)) (3) 

Among them, Resize is usually an upsampling operation for resolution matching, and CONV is usually a convolution operation for 
feature processing. The traditional pyramid structure is shown in Fig. 4. 

3. Proposed detection method for aortic 

3.1. Dissection and complications based on multi-scale feature fusion 

This study proposes a multi-scale feature fusion based feature pyramid network(MFF-FPN), as shown in Fig. 5, mainly includes 
input, FPN, ROI pooling layer, RPN module, fully connected layer and classification modules. 

The MFF-FPN detection algorithm is mainly divided into two modules: one is the FPN module for feature extraction and the other is 
the detection module. The feature extraction part consists of a pyramid network, and the detection module is the same as Faster-RCNN 
[20]. The specific process is: images of any scale are input and image features are obtained through backbone networks subsequently. 
RPN extracts the feature blocks of the candidate frame from the feature map, and then the ROI pooling layer extracts the feature blocks 
of the candidate frame and the convolutional layer. The output feature map is finally sent to the fully connected layer, and then is 
classified and predicted. 

3.2. Embedded attention module 

According to the characteristics of the feature pyramid network, this study embeds a channel attention block behind the pyramid 
block to reduce the interference of redundant information of multi-semantic and multi-scale features, and effectively strengthens the 
network’s ability to learn the discriminative features. 

The Squeeze-and-Excitation Network(SENet) [21] is a classic attention mechanism and is widely used by industry expert systems. 

Fig. 3. ResNet50 network.  

Fig. 4. Traditional feature pyramid network structure.  
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The role of the SE attention mechanism is to enhance important features, suppress general features and 
perform three-step operations on the feature map obtained by convolution, which includes sequeeze, excitation and scale, as shown 

in Fig. 6. 
By compressing the feature map input to the C5 layer in the spatial dimension and performing global average pooling on it, the 

current global compressed features are obtained, and the overall perception of the aortic dissection image is realized. 
Then a fully connected neural network is used to perform a linear transformation on the result after compression. In this way, the 

result is obtained by using the excitation as a weight and then is multiplied by the feature, which can be dynamically adjusted in the 
channel dimension and can better handle the mutual correlation of the Resnet-50 channel level. As can be seen from Fig. 6, the input is 
a C × H × W feature map, (H,W) is the size of the image and C is the number of channels of the image. Firstly, the feature extrusion 
operation is performed from the feature space dimension of the enhanced CT image, and the C × H × W feature is transformed to the C 
× 1 × 1 feature. At this time, the number of output feature channels is equal to the number of input feature channels, which describes 
the overall distribution of features over a channel. Therefore, the obtained one-dimensional feature vector also has a larger global view 
and contains more information. It is described as: 

Squeeze : Zc = Fsq (uc) =
1

H × W
∑H

i=1

∑W

j=1
uc(i, j) (4)  

Where H,W represents the height and width of the input feature map, and uc(i,j) represents the feature value at the position (i,j). 
The second step is excitation. By introducing a learnable W parameter to generate weights for each channel feature, and using a 

binary classification function to obtain a normalized weight between 0 and 1, the correlation between each feature channel is realized. 
The equation of the gating unit (the calculation method representing the eigenvector of 1*1*C in Fig. 5) is as follows: 

Excitation：s = Fex(z,W) = σ(W2δ(W1z) ) (5)  

Where δ represents the ReLU activation function and σ represents the sigmoid activation function. W1∈R∧(C/r × c), and W2∈R∧(C/r ×
c) respectively represent the weight matrix of the two fully connected layers, and z is the image feature. 

The last step is a scale operation, which regards the excitation output as the importance of each channel to the feature map, and 
then weights the previous features through point multiplication between channels. As a benchmark, the re-correction of channel 
weights is realized. It is described as: 

Fig. 5. The structure of MFF-FPN  

Fig. 6. SENet structure.  

Y. Tan et al.                                                                                                                                                                                                            



Heliyon 10 (2024) e27678

6

Scale : X̃c = Fscale(uc, sc ) = sc ⋅ uc (6)  

Where X̃c is a featured channel belonging to X̃, sc is the generated channel weight, and uc is the input of the convolutional layer. 

3.3. Proposed multi-scale feature fusion 

To improve the detection capability of small targets and to fuse more features without consuming more cost, we construct an FPN 
network based on ResNet50. 

The ResNet50 network structure contains five stages, which are noted here as C1,C2,C3,C4,C5 and this study mainly focuses on the 
improvement of C4 and C5. Firstly, the feature pyramid network is used to extract the feature hierarchy. The P2 and P3 feature in-
formation of the bottom layer is down-sampled by a convolutional kernel of size 3 × 3. The acquired features are added to C4 and C5 
layers respectively, and the number of channels is adjusted by 1 × 1 convolution to achieve the fusion of shallow features and high- 
level semantic features. The top-down 

and bottom-up paths are fused into a module so that it can be repeatedly stacked to achieve higher-level feature fusion, which is the 
reuse of features. The pyramid aggregates the bottom-level features as: 

P5=CONV(B5+Resize(P3) (7)  

P4=CONV(Upsampling(B5)+C4+Resize(P2)) (8)  

Where Upsampling denotes the upsampling operation for resolution matching and CONV is the convolution operation for feature 
processing. The specific fusion method is shown in Fig. 7 below. 

4. Experiments and result analysis 

4.1. Dataset 

The CT image dataset used in the experiment is provided by the cooperative hospital. The dataset consists of 105 patients and non- 
patients with angiographic contrast agent-enhanced sequential images. The CT image dataset includes Stanford type A dissection 
involving the ascending aorta, Stanford type B involving only the descending thoracic aorta and its distal end, and images of healthy 
patients without active dissection. The patients’ ages range from 36 to 85 years old, with an average age of 46.7 years, and mainly 
concentrate between 40 and 60 years old. The CT image dataset includes 37 males and 35 females. We select 3356 images including the 
chest cavity and abdomen. The image resolution is 512 × 512, the plane pixel spacing is 0.5–0.86 mm, and the slice spacing is 3 mm. 
The dataset includes three complications of pleural effusion, cyst and poor renal perfusion. In addition, considering the detection of the 
ascending aorta, aortic arch, descending aorta and abdominal aorta can determine the type of aortic dissection and guide clinical 
treatment, we also detect the ascending aorta, aortic arch, descending aorta and abdominal aorta, which are seven types of targets in 
total. 70% is used for training, 15% is used for validation and 15% is used for test. We use the StandardScaler class to implement the 
normalization of the data, thus the preprocessing of feature data is realized, which improves the speed of training and accelerates its 
convergence. 

Fig. 7. Multi-scale feature fusion pyramid.  
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4.2. Experimental hardware and software environment 

The operating system used in this experiment is Windows 10 system. The CPU model is AMD Ryzen 3 desktop Processor. The GPU is 
NVIDIA GeForce RTX3060 graphics card and the running memory size is 24 GB DDR4. This model is based on the PyTorch deep 
learning framework. The programming language is Python, using CUDA11.0 and CUDNN 8.0.5 to accelerate GPU. 

4.3. Evaluation indicators 

Target detection usually uses precision, recall, Average Precision (AP) and Mean Average Precision (mAP) as the evaluation in-
dicators. The AP value is the area enclosed by the curve drawn with the precision rate on the abscissa and the recall rate on the 
ordinate. The definitions of precision rate and recall rate are shown in Equ.(9) and Equ.(10): 

Precision=
TP

TP + FP
(9)  

Recall=
TP

TP + FN
(10) 

Among them, TP (True Positive) is an positive example and is considered as positive, FP (False Positive) is a negative example but is 
considered as positive and FN (False Negative) is a positive sample but is considered as negtive. 

AP and mAP are used to represent the average accuracy of a single category and all categories respectively, and mAP is the average 
value of various APs when the intersection and union ratio threshold of the real box and the actual box is set to 0.5. It is described as: 

AP=

∫ 1

0
P(R)dR (11)  

mAP =
1
C
∑C

i=1
APi (12) 

P represents the precision rate and R represents the recall rate. C represents the total number of categories and APi represents the AP 
value of the ith category. 

4.4. Analysis of experimental results  

1) Accuracy:Taking AP and mAP as the evaluation index of the model, to verify the advancement and effectiveness of the designed 
model, comparative experiments have been carried out on YoloV5 [22], YoloV7 [23], SSD [24] and the proposed MFF-FPN. The AP 
results are shown in Table 1, which includes seven types of targets (AAO,AA,DAO,AADO, Poor perfusion, Pleural effusion and 
Cysts). 

Through the comparative experiments, it can be seen that the proposed network is very effective in improving the detection effect. 
Compared with the SSD network, the accuracy rate has increased by 3.1%, and it has increased by 2.3% compared with the classic 
YoloV5. Among them, the AP of cysts with a small area is 100%, which is 19.39% higher than the SSD network, and 16.20% higher 
than the classic YoloV5 model, which significantly improves the accuracy of small target detection and achieves good detection results. 
The validity of the proposed model in this study is confirmed.  

2) Model convergence: The network training takes about 200 h in total and iterates 500 times. During this process, the accuracy and loss 
of model tends to be stable. It can be seen that the proposed network is effective for learning the features of aortic dissection 
complications. Fig. 8 shows the curves of the accuracy rate (mAP) on the left, while loss value and learning rate in the training and 
verification stages are shown on the right. 

Table 1 
AP of different models.  

Networks SSD YoloV5 Yolo V7 MFF-FPN 

AAO 98.98% 99.10% 100% 100% 
AA 96.04% 99.60% 100% 100% 
DAO 100% 99.30% 100% 100% 
AADO 100% 99.50% 99.96% 100% 
Poor perfusion 99.12% 99.10% 98.70% 97.22% 
Pleural effusion 98.77% 99.50% 100% 100% 
Cysts 80.61% 83.80% 94.70% 100% 
mAP 96.30% 97.10% 99.05% 99.40%  
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3) Model generalization:To demonstrate the effectiveness of the model on other medical dataset, experiments are conducted on the 
pulmonary nodule dataset [25]. After processing, 2000 labeled images of pulmonary nodules were obtained. The experimental 
results are shown in Table 2. 

To demonstrate the extensive effects of the model, experiments are conducted on the PASCAL VOC2007 [26] dataset at the same 
time, and the experimental results are shown in Table 3. 

Through the comparison of experiments, it can be seen that the proposed network not only has excellent detection ability in medical 

Fig. 8. The left side is the curve of mAP;the right side is the curve of loss and learning rate.  

Fig. 9. Images after adding noise.  
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images but also has obvious advantages in natural image processing.  

4) Ablation experiment:The experimental results are shown in Table 4, in which Base means Faster-RCNN with FPN, Improvement 1 
means only adding the attention mechanism, but not modifying the pyramid structure network and 

Improvement 2 means only modifying the pyramid structure, but not adding the attention mechanism. The ablation comparison 
experiment is to verify the optimization effect of each improved module. 

Because the sizes of cyst in the dataset images are all under 1 cm, we regard the cyst detection results as small target detection 
results. The detection results for small cyst targets are shown in Table 5. It can be seen that after adding the attention mechanism, the 
average precision has increased by 28.61%, indicating that the attention mechanism has effectively improved the accuracy of feature 
extraction. The average precision of feature fusion has increased by 32.95%. When these two improvements are added to the model, 
the average precision is increased by 37.79%, which greatly improves the detection of small and dense targets.  

5) Model robustness:To verify the robustness of the pro-posed model, salt and pepper noise is added to the aortic dissection dataset as 
shown in Fig. 9. SSD, YoloV5 and YoloV7 are compared with the proposed MFF-FPN. In addition, to verify the advantages of the 
proposed model in small target detection, the detection results of cysts are also listed separately. The detection results after adding 
noise to the input images are shown in Table 6. 

It is shown that the accuracy difference obtained by using the MFF-FPN before and after noise addition is 1.2%, the accuracy 
difference is 15.8% on YoloV5 and is 1.2% on YoloV7. The difference of the proposed model is significantly smaller than the other 
models and the accuracy is also significantly higher than YoloV7, indicating that the proposed model is more robust. 

5. Conclusion 

The MFF-FPN presented in this study addresses the issue of poor detection accuracy of small targets in clinical imaging diagnosis. 
It significantly enhances the detection accuracy of the network, particularly for small targets such as cysts and poor perfusion. It 

also effectively improves the recognition performance of the model between similar categories. Importantly, the proposed MFF-FPN 
not only excels in the detection of aortic dissection and complications but also demonstrates inspiring results in the detection of other 
clinical lesions and ordinary detection characteristics. 

Although the proposed network can be applied to the detection of aortic dissection complications on enhanced CT, there are still 
some limitations. The dataset used to train and validate the model is from the same hospital, and the generalization of the network on 
images from different imaging devices has not yet been verified. In a follow-up study we will collect images on different imaging 
devices to validate the generalizability. At the same time, the proposed model has high accuracy but the speed of detection need further 
improvement. 

Aortic dissection has a rapid onset, in order to meet the actual clinical requirements, deep learning will definitely combine the 
automatic generation of medical diagnostic reports and lesion detection in the future. Going forward, we intend to carry out research 
on faster, smarter models, and generating diagnostic report models in conjunction with detection results. 
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YoloV7 82.3% 
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