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Summary

Non-selective inversion pulses find widespread use in MRI applications, where

requirements on them are increasingly demanding. With the use of high and ultra-

high field strength systems, robustness to ΔB0 and Bþ
1 inhomogeneities, while tack-

ling SAR and hardware limitations, has rapidly become important. In this work, we

propose a time-optimal control framework for the optimization of ΔB0- and

Bþ
1 -robust inversion pulses. Robustness is addressed by means of ensemble formula-

tions, while allowing inclusion of hardware and energy limitations. The framework is

flexible and performs excellently for various optimization goals. The optimization

results are analyzed extensively in numerical experiments. Furthermore, they are

validated, and compared with adiabatic RF pulses, in various phantom and in vivo

measurements on a 3T MRI system.
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1 | INTRODUCTION

Non-selective inversion pulses have significant impact on image contrast and quantification in various applications such as fluid attenuated inver-

sion recovery (FLAIR),1 double- or multi-inversion recovery,2–4 MRS,5 background suppression in arterial spin labeling (ASL),6,7 or myocardial T1

mapping.8–11 Amplitude-modulated pulses such as block or sinc pulses could be used for inversion; however, they are prone to Bþ
1 inhomogenei-

ties and off-resonance effects, which have direct impact on the flip angle and therefore the inversion efficiency. To improve robustness towards

inhomogeneities, composite or adiabatic RF pulses12–15 were explored. However, the extent of robustness amongst Bþ
1 and ΔB0 inhomogeneities

is limited using composite pulses.16 Adiabatic pulses12,13,15,17,18 exhibit increased robustness, but typically require a prolonged pulse duration and

large RF amplitude, leading to a high energy deposition. Moreover, because of shorter T2 times at higher field strength, relaxation effects for the

usual longer adiabatic pulses may have an impact on the pulse performance. Besides, already at 3 T spatially varying Bþ
1 variations are in the order

of 75% to 115% of the normalized value within the human head.19 For the human abdomen, the impact on the RF uniformity increases due to the

larger body dimension,20,21 and for higher field strengths because of a shorter wavelength,22 leaving adiabatic and composite RF pulses with

insufficient robustness. Therefore, it would be key to use sufficiently robust, short RF pulses,12–14,23–29 which fulfill specific absorption rate (SAR)

and hardware limitations of the MRI system in addition.

Abbreviations used: ASL, arterial spin labeling; FLAIR, fluid attenuated inversion recovery; FOV, field of view; HS, hyperbolic secant; PI, power intgral; SAR, specific absorption rate; TE, echo

time; TI , inversion time; TR, repetition time.
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Optimal control plays a growing role in RF pulse design due to its flexibility.30 Advancements include increasing dimensions,31 accelerating

optimization,32 or optimization of simultaneous multislice RF pulses with large flip angles and gradient imperfections.33–36 Robustness amongst

Bþ
1 inhomogeneities was addressed in different ways, requiring adiabaticity directly,37 or via an ensemble formulation, i.e., integrating several

scales of Bþ
1 into the cost functional.25 The latter was also used38,39 for the design of preparation pulses for contrast optimization, and for energy

efficient excitation pulses, including ΔB0 robustness.

The aim of this work is the design of ΔB0- and Bþ
1 -robust RF pulses with minimal pulse duration that fulfill all given SAR and hardware limita-

tions of the MRI system by optimal control. The cost functional is described by ensemble formulations,25 with additional time minimization pro-

posed here. Compared with Reference 30, the minimization is done simultaneously for pulse duration and the gap towards the desired

magnetization. The optimization method features convergence independent of an educated initial guess, which is demonstrated by using a

random initialization. The underlying Bloch equations are solved using a symmetric operator splitting40 with the optimization goal of designing

non-selective, robust inversion pulses in minimal time. Furthermore, RF pulses are optimized for diverse requirements regarding ΔB0 and Bþ
1

robustness, demonstrating the flexibility of the proposed optimization framework. The optimized RF pulses are analyzed extensively in numerical

studies, where a numerical comparison to two adiabatic, hyperbolic secant pulses is made. The RF pulses are validated on a 3T MRI system and

compared in various phantom and in vivo measurements. The inversion pulses discussed within this paper are available at https://github.com/

GrafChristina/RobustInversion.

2 | THEORY

In the following, an optimization problem for robust design of non-selective inversion in minimal time is introduced.

2.1 | Problem formulation

The governing equations are the Bloch equations with relaxation, but without slice-selection, in the rotating frame of reference. Inhomogeneities

of the Bþ
1 field are included using constants ci �C�ℝþ as scaling factors. This results in Bþ

1 ðtÞ �ci, where C¼fci, i¼1,…NBþ
1
g is the set of different

scales of the nominal amplitude under consideration. Furthermore, a set of ΔB0 offsets A¼fΔB0,j, j¼1,…NΔB0g�ℝ with ΔB0,j ¼B0�Bj is

introduced, where B0 ¼ ω0
γ is the nominal field strength with ω0 being the Larmor frequency, and Bj ¼ ωj

γ , with ωj being the effective frequency of

oscillation. The Bloch equations including above defined parameters ci and ΔB0,j are given as

dMi,jðtÞ
dt

¼Ai,jðtÞ �Mi,jðtÞþb for t� ð0, TÞ,

Mi,jð0Þ¼M0

8><
>: ð1Þ

with

Ai,j ¼

� 1
T2

γΔB0,j �γBþ
1,yðtÞ �ci

�γΔB0,j � 1
T2

γBþ
1,xðtÞ �ci

γBþ
1,yðtÞ �ci �γBþ

1,xðtÞ �ci � 1
T1

0
BBBBBBB@

1
CCCCCCCA

ð2Þ

and

b¼
0

0
M0

T1

0
BB@

1
CCA: ð3Þ

Note that Ai,j is the Bloch matrix for a certain Bþ
1 scaling ci and a certain offset ΔB0,j. B

þ
1 ðtÞ¼Bþ

1,xðtÞþ iBþ
1,yðtÞ is the complex RF pulse, T1 and

T2 are the longitudinal and transverse relaxation times, γ is the gyromagnetic ratio, and M0 �ℝ3 the initial magnetization. Moreover, M0 ¼ M0
�� �� is

the equilibrium magnetization and T is the terminal time or pulse duration.
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Here, a robust optimization problem for RF pulse design is introduced. The goal is to design an RF pulse that drives the magnetization MðTÞ
at the terminal time T close to a desired magnetization Mdes robustly for all included combinations of Bþ

1 inhomogeneities and ΔB0 offsets. This is

modeled as

Mi,jðTÞ�Mdes

�� ��≤ ε ð4Þ

with ε being the maximal gap between actual magnetization and desired magnetization. The RF pulse Bþ
1 ðtÞ is optimized using polar coordinates

ðrðtÞ,φðtÞÞ with rðtÞ¼ Bþ
1 ðtÞ

�� �� and φðtÞ¼ angleðBþ
1 ðtÞÞ with given bounds

0 ≤ rðtÞ≤ rmax , 0≤φðtÞ<2π 8t� ð0, TÞ: ð5Þ

The ΔB0- and Bþ
1 -robust optimal control problem for best approximation in minimum time is then given as

min
T >0, r, φ

J¼ Tþα

2 ð

T

0

φðtÞ2dtþα

2 ð

T

0

rðtÞ2dt,

subject to ð1Þ, ð4Þ and ð5Þ, for all i and j:

8>>><
>>>:

ð6Þ

The cost functional also features a pulse energy term with cost parameter α>0.

2.2 | Optimal control theory

For reasons of numerical optimal control (improve convergence and globalization as state-constrained problems typically show worse characteris-

tics here), the state constraints (4) are replaced by an Lp� penalization term following Reference 34. With p�ℕ, p even, the optimal control prob-

lem transforms into

min
T >0, r, φ

Jpen ¼ Jþμ

p

XNBþ
1

i¼1

XNΔB0

j¼1

Mi,jðTÞ�Mdes

ε

� �p

subject to ð1Þ and ð5Þ:

8>><
>>: ð7Þ

Herein, μ>0 is a penalization parameter. For performance reasons, derivative-based optimal control methods are applied. The gradient of the

cost functional can be computed in high precision via solving adjoint equations (compare Reference41). The adjoint equations of the robust opti-

mal control problem for a certain Bþ
1 inhomogeneity ci and an offset ΔB0,j are given as

�dqi,jðtÞ
dt

¼Ai,jðtÞT �qi,jðtÞ in ð0, TÞ,

qi,jðTÞ¼ 0, 0, μ
εp

Mi,jðTÞ�Mdes

ε

� �p�1
� �T

:

8>><
>>: ð8Þ

Herein, Ai,j is the Bloch matrix. Note that the equation is computed backwards in time. With the control in Cartesian coordinates ðBþ
1,x,B

þ
1,yÞ,

the reduced gradient of the cost functional is given as

g Bþ
1,x,B

þ
1,y

� �
¼

g1

g2

 !
¼

αBþ
1,xþ

XNBþ
1

i¼1

XNΔB0

j¼1

qTi,jA1,i,jMi,j

αBþ
1,yþ

XNBþ
1

i¼1

XNΔB0

j¼1

qTi,jA2,i,jMi,j

0
BBBBBBB@

1
CCCCCCCA
,

where
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A1,i,j ¼
0 0 0

0 0 γ �ci
0 �γ �ci 0

0
BB@

1
CCA,

A2,i,j ¼
0 0 �γ �ci
0 0 0

γ �ci 0 0

0
BB@

1
CCA

are submatrices of the Bloch matrix Ai,j. In polar coordinates, the reduced gradient is given as

ĝðr,φÞ¼ g1 sinðφÞþg2 cosðφÞ
�g1rcosðφÞþg2rsinðφÞ

 !
, ð9Þ

which is the basis for the following numerical optimization.

For a numerical solution of the Bloch equations as well as for optimization, a piecewise constant discretization of the temporal domain is

introduced. The temporal domain ½0, T� is discretized into 0¼ t0 < t1 <…tNu ¼ T with a constant time step length Δt¼ tm� tm�1. Now, applying this

discretization to Equation (1) results in piecewise constant Bloch matrices Am,i,j ¼Aðtm, ci ,ΔB0,jÞ and a magnetization vector Mi,jðtmÞ¼Mci ,ΔB0,j ðtmÞ.
The discretized Bloch equations are then solved numerically using a symmetric operator splitting scheme, allowing for a fast and accurate solution

with included relaxation effects.40

Accordingly, the adjoint Equations (8), the reduced numerical gradient of the cost functional (9), as well as the cost functional itself (7) can be

expressed by means of the above described discretization. This results in the cost

JΔ ¼ Tþα

2

XNu

k¼0

r2k þ
α

2

XNu

k¼0

φ2
k þ

μ

p

XNBþ
1

i¼1

XNΔB0

j¼1

Mi,jðTÞ�Mdes

ε

� �p

: ð10Þ

3 | METHODS

3.1 | Optimization

The proposed cost functional (10) as well as the calculation of its numerical gradient was implemented in MATLAB (MathWorks, Natick, MA,

USA, Release 2017b). The optimization itself was based on a trust-region, semi-smooth quasi-Newton method.42

The aim of the optimization was a non-selective, robust inversion pulse, so the desired state for optimization was chosen as

Mdes ¼ð0, 0, �1ÞT. Bþ
1 robustness was desired for a scale of the nominal amplitude of 70% to 130% with NBþ

1
¼7 steps, so c1 ¼70%, …c7 ¼130%.

Simultaneously, ΔB0 robustness was desired for an offset of �5ppm in NΔB0 ¼11 steps, therefore ΔB0,1 ¼�5ppm, …ΔB0,11 ¼þ5ppm. The maxi-

mum allowed gap to the desired magnetization was set to ε¼0:07, being equal to a desired inversion efficiency of at least 93%. The parameters

are set to μ¼1�104, α¼1, and α is balanced relative to μ every 200 iterations based on

α¼ αmin 2, max
1
2
, 2�1 � γ1

γ2

� �� �
, γ1 ¼ max

i, j
Mi,jðTÞ�Mdes

�� ��=ε, γ2 ¼
XNu

k¼0

r2k=S, ð11Þ

with S¼0:1. Herein, γ1 and γ2 measure the current state of the desired magnetization and the pulse energy.

The proposed optimization method designs pulses independent of a sophisticated initial guess due to a globalization by a trust-region frame-

work.42 For demonstration, a pulse with a duration of 10ms and a constant time step length of Δt¼0:01ms with a random magnitude and phase

was used as initial RF pulse for optimization. Corresponding to the T1 and T2 values of our cylindrical MR phantom, we set the relaxation times to

T1 ¼102ms and T2 ¼81ms at 3 T during optimization. The box constraints were set to rmax ¼20μT to match the amplitude limits of a typical

high-end 3T MRI system.
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3.2 | Numerical evaluation

The optimized pulse (optim) was investigated in numerical experiments by comparing it with two adiabatic, hyperbolic secant pulses. The first

pulse is defined by a pulse duration of 15:36ms, a bandwidth of Δf¼3:4kHz and the parameter β¼763 (HS1); see Figure 1, top. This pulse is

commonly used in arterial spin labeling applications.43 The second pulse (HS2), Figure 1, middle, was designed as a hyperbolic secant pulse as well

with an identical pulse duration to the optimized pulse (duration 3:25ms, bandwidth Δf¼1:3kHz, parameter β¼1374).

The assessment of the performance of all three pulses was made by calculating the inversion efficiency for all offsets ΔB0 and all scalings of

Bþ
1 . We analyze the worst case Eworst, the best case Ebest and the median Emedian defined via

Eworst ¼1� max
i¼1,…NBþ

1
j¼1,…NΔB0

Mci ,ΔB0,j ðTÞ�ð�1Þ�� ��,

Ebest ¼1� min
i¼1,…NBþ

1

j¼1,…NΔB0

Mci ,ΔB0,j ðTÞ�ð�1Þ�� ��, ð12Þ

Emedian ¼1� median
i¼1,…NBþ

1

j¼1,…NΔB0

Mci ,ΔB0,j
ðTÞ�ð�1Þ�� ��:

Furthermore, we depict the range where 90% of the single efficiencies lie, i.e., between 5% and 95% of a histogram distribution. Additionally,

the numerical comparison was made not only with relaxation times chosen within the optimization, but also with relaxation times from white mat-

ter (T1 ¼832ms and T2 ¼80ms),44 and with neglected relaxation effects.

3.3 | Flexibility of the optimization framework

To test the flexibility of the proposed optimization framework with respect to varying optimization targets, four different RF pulses were opti-

mized in addition to the one optimized with parameters as described in Section 3.1 (optim). The first (optim Bþ
1 ) aimed for Bþ

1 robustness for a

scale of 70% to 130%, but no ΔB0 robustness. The second pulse (optim ΔB0) aimed for the opposite, i.e., no Bþ
1 robustness, but ΔB0 robustness

for �5ppm. The third (optim non-robust) did not include any robustness in the optimization. Finally, optim Bþ
1 shift aimed for Bþ

1 robustness for

F IGURE 1 Adiabatic RF pulses HS1 (A) and HS2 (B), and optimized RF pulse optim (C). HS1 has a pulse duration of T¼15:36ms and a
bandwidth of Δf¼3:4kHz. The other two pulses have a duration of T¼3:25ms and bandwidths of Δf ¼1:3kHz and Δf¼2:4kHz, respectively
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70% to 130% and included a single ΔB0 offset at 3:4ppm to test the influence of a shift of ΔB0 on the optimization framework, but none at

0ppm. These pulses were evaluated in simulations.

3.4 | Evaluation on the MR scanner

We implemented the optimized RF pulse optim and the two hyperbolic secant pulses HS1 and HS2 on a 3 T MR system (Siemens Magnetom

Vida, Siemens Healthcare, Erlangen, Germany) as preparation pulses in a 2D spoiled gradient-echo sequence. Immediately after the preparation

pulse and prior to the imaging sequence, a spoiler was added. We used a Siemens 18 channel knee coil for transmit and receive using 1 transmit

channel and 18 receive channels.

3.4.1 | Phantom measurements

Extensive experiments to investigate the performance for ΔB0 and Bþ
1 variations were carried out with the cylindrical MR phantom (plastic bottle

with diameter 14cm, length 42:5cm, filled with water containing nickel sulfate, T1 ¼102ms and T2 ¼81ms). Three different sequences were

generated with three different inversion pulses with the following parameters: flip angle α¼90 ∘ for the excitation pulse, echo time TE ¼2:7ms,

inversion time TI ¼4:5ms, repetition time TR ¼700ms, field of view ðFOVÞ¼196mm�159:2mm and matrix¼128�104. The flip angles of the

inversion pulses were βoptim ¼987 ∘ , βHS1 ¼1120 ∘ and βHS2 ¼717 ∘ (i.e., corresponding to a Bþ
1 scale of 100%). To evaluate the robustness of the

proposed RF pulses for changes within the nominal Bþ
1 field, we changed the transmitter voltage of the inversion pulses βoptim, βHS1 and βHS2 man-

ually on the MR scanner to implicitly induce variations within the amplitude, while the flip angle α of the excitation pulse remained unchanged.

For evaluation of robustness with respect to changes in the B0 field, the carrier frequency of the inversion pulse was shifted manually, which is

equivalent to a ΔB0 shift. Furthermore, we acquired a Bþ
1 map using a Bloch–Siegert framework.45 Here, we set TE ¼14ms, TR ¼122ms and the

parameters regarding geometry as above. For the ΔB0 map, we used the same geometry and a repetition time of TR ¼100ms, and we acquired six

echoes within a bipolar acquisition. The odd echoes at TE ¼2:7, 7:0, 11:4ms were chosen for the reconstruction of the map. We used both maps

to collect regions with the same amplitude and offsets, and their respective inversion efficiencies. Within all measurements, a transversal slice

was acquired.

Because of longitudinal relaxation in time between inversion pulse and the excitation pulse, the measured signal is corrected for relaxation

effects via

Mz,corr ¼�sinðαÞMze
�TE=T2=ð1�2e�TI=T1 Þ: ð13Þ

The phantom measurements were made with the three RF pulses optim, HS1 and HS2 with ΔB0 ¼�7, �5, �3, �1, 0, 1, 3, 5, 7ppm and a

Bþ
1 scaling of 0, 20, 40, 60, 80, 100, 120, 140%, and all combinations of these. Due to the higher initial RF amplitude of HS2 compared with HS1

and optim, the measurement with a Bþ
1 scale of 140% was not possible due to the maximum allowed RF amplitude provided by the transmitter.

3.4.2 | In vivo measurements

MRI was performed after written informed consent in a healthy volunteer. The study was approved by the local ethics committee. The three RF

pulses optim, HS1 and HS2 were compared in measurements in a sagittal slice of the volunteer's knee. The sequence parameters were set to

TE=TI ¼2:7=4:5ms, TR ¼6000ms, FOVread¼320mm�160mm and matrix¼288�144. This experiment was performed for a fixed ΔB0 offset of

0ppm, and for a Bþ
1 scaling of 0% (for inversion efficiency) and 100%. Here, we used a fast Bloch–Siegert approach to acquire a Bþ

1 map.21 The

sequence parameters were set to TE=TR ¼14:8=90ms and the geometry was set to values as above. For the measurement of the ΔB0 map, we

used TR ¼100ms and we acquired two echoes at TE ¼4:92, 7:38ms within a monopolar acquisition.

4 | RESULTS

4.1 | Optimization result and numerical comparison

Figure 1 compares the hyperbolic secant pulses (Figure 1A, HS1; B, HS2) with the optimized RF pulse (Figure 1C, optim). The pulse duration of

optim was reduced from an initial value of 10ms to 3:25ms by time-optimal control. The resulting optimized amplitude of the RF pulse (yellow line
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in Figure 1) matches the upper box constraint at 20μT for nearly every time point. In addition to Figure 1, Table 1 depicts a numerical comparison

between the three RF pulses. We observe a longer pulse duration of HS1 paired with a worse inversion efficiency of the examples considering

relaxation effects. HS2 and optim have shorter pulse durations and better inversion efficiencies than HS1, where the efficiency of optim is the

best through all sets of relaxation times. The influence of the field inhomogeneities and the possible compensation with the inversion pulses is

best seen for Eworst and the case without relaxation. With Eworst of 85.8% (HS1) and 89.9% (HS2) these pulses are clearly inferior to optim with

96.3%. Note that the areas where the efficiencies were calculated is indicated within Figure 2 (red boxes, i.e., ΔB0 ¼�5ppm and Bþ
1 scaled for

�30%). The bandwidth of HS1 is larger compared with HS2 and optim. The peak Bþ
1 amplitudes of HS1 and optim are the same, while that of

HS2 is 25% higher. Furthermore, the power integrals of HS1 and HS2 are similar, and that of optim is slightly higher.

Figure 2 illustrates the inversion efficiencies of all three RF pulses as a function of the ΔB0 offsets and Bþ
1 scales for phantom relaxation times.

HS1 shows an evenly distributed inversion efficiency for all values of ΔB0; however, the general efficiency itself is not so good, as indicated by

the top plot. In contrast, HS2 shows a better efficiency for smaller offsets of ΔB0 and small scalings of Bþ
1 . For a higher offset of ΔB0, i.e., more

than �3ppm, the efficiency is below 93% for a Bþ
1 scale of 100% and below 90% for a Bþ

1 scale of 120%. In contrast, optim shows a very good effi-

ciency, ranging from 94.7% to 97.9% within the red box for which it was optimized. However, also for a higher Bþ
1 scaling of 130% to 160%, which

TABLE 1 Numerical comparison between the two hyperbolic secant pulses HS1 and HS2 and the optimized RF pulse optim.

Pulse T Δf Peak Bþ
1 PI Eworst Ebest Emedian 90% range Relaxation

71.1 85.94 84.28 ½74:71, 85:67� phantom

HS1 15:36 3:4 20 9:6 �10�4 82.8 96.35 95.90 ½85:88, 96:33� white matter

85.6 99.99 99.31 ½88:73, 99:99� no relax

85.8 96.75 92.19 ½88:29, 96:12� phantom

HS2 3:25 1:3 25 9:6�10�4 87.8 98.38 93.96 ½90:01, 97:92� white matter

89.8 99.99 95.59 ½91:82, 99:57� no relax

94.5 97.92 95.98 ½95:33, 97:12� phantom

optim 3:25 2:5 20 9:6�10�4 94.8 98.18 97.08 ½96:01, 97:55� white matter

96.3 99.99 99.67 ½98:19, 99:98� no relax

Note: The first four columns show the pulse duration T in ms, the bandwidth of the pulse Δf in kHz, the peak Bþ
1 amplitude in μT and the power integral

(PI). The last five columns show the inversion efficiency E in % for the specific set of relaxation times over all combinations of ΔB0 and Bþ
1 included in the

optimization of optim, i.e., ΔB0 ¼�5ppm and Bþ
1 scaled for �30%. We depict the worst case, the best case, the median and the range where 90% of the

efficiencies lie.

F IGURE 2 Inversion efficiencies for all three RF pulses over all combinations of Bþ
1 scalings and ΔB0 offsets, calculated with the relaxation

times from the phantom ðT1 ¼102ms, T2 ¼81msÞ. The red box indicates the area where the pulse was optimized. The plot shows an efficiency
scale from 0 to 1
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is outside the optimized box, the efficiency is still good, 93% to 96%. Only at the top corners (high offset of more than ΔB0 ¼�7ppm and large

Bþ
1 scaling of more than 180%) the efficiency is getting worse again, 87% or less.

Figure 3 illustrates RF pulses optimized for specific requirements to illustrate versatility of the implemented method. We observe a further

decrease in pulse duration compared with optim. With optim Bþ
1 (Bþ

1 robust), the pulse duration was reduced from an initial value of 10ms to

1:52ms, where the inversion efficiency for phantom relaxation times is between Eworst ¼97:86% and Ebest ¼98:36% for all included Bþ
1 scalings.

The pulse duration of optim ΔB0 (ΔB0 robust) is similar, 1:56ms, but the efficiency is slightly decreased, Eworst ¼96:88% to Ebest ¼97:92%. optim

non-robust (assuming ideal ΔB0 and Bþ
1 ) possesses the shortest duration, 0:58ms, and an efficiency of E¼99:35% (only one evaluation point

here). Finally, the pulse duration of optim Bþ
1 shift (Bþ

1 robust at ΔB0 ¼3:4ppm) was reduced to 1:49ms, resulting in an inversion efficiency of

Eworst ¼97:89% to Ebest ¼98:35%.

Similarly to Figure 2, we depict the inversion efficiencies for various combinations of ΔB0 and Bþ
1 in Figure 4. optim Bþ

1 (Figure 4A) displays an

excellent efficiency for Bþ
1 scaled from 70% to more than 150% and no ΔB0 offset. For Bþ

1 at around 65%, inversion is also depicted for �6:5ppm.

The efficiency for optim ΔB0 is depicted in Figure 4B. We observe an efficiency of more than 96.5% for ΔB0 from �5ppm to 5ppm and no scale

of Bþ
1 , i.e., B

þ
1 ¼100%. optim non-robust (Figure 4C) clearly depicts inversion only for the single point optimized and a little around it. Finally, the

efficiency map for optim Bþ
1 shift (Figure 4D) looks similar to that of optim Bþ

1 , but shifted to the right by 3:4ppm.

4.2 | Phantom measurements

Figures 5A, 6A and 7A compare the simulated and the measured inversion efficiencies for all three RF pulses, optim, HS1 and HS2. All plots show

a very strong accordance between numerical and measured results. In Figure 5A (optim), we observe that the measured efficiency (bottom line)

has values of 94.8% to 97.3% within the area where the red box is. Furthermore, the transition areas from no inversion to inversion look the same,

and the off-resonance behaviors within measurements and simulations also show strong agreement. In Figure 5B, the inversion efficiencies on

two distinct lines are depicted. Again, within the red boxes, the plots show an evenly distributed inversion efficiency.

Figure 6A (HS1) confirms the efficiency results from numerical simulations within the measurements. As within the simulations (top) we

observe a very strong ΔB0 robustness within the measurements (bottom). Regarding Bþ
1 , again, we see that for Bþ

1 of 90% and more we reach an

efficiency of around 85% throughout the plot. Both observations are confirmed by the lineplots in Figure 6B. Finally, in Figure 7A (HS2), we see

that for the measurement the efficiency is also very good in the center of the plot (around 96%) and slightly worse to the left and right (around

90% here). Again, the general agreement between simulations and measurements is very strong. Furthermore, in Figure 7B, we recognize the

non-even inversion efficiency for changes within Bþ
1 (top) as well as ΔB0 (bottom).

F IGURE 3 Additional pulses optimized for testing the framework. optim Bþ
1 aims for Bþ

1 robustness only, optim ΔB0 for ΔB0 robustness only,
optim non-robust for no robustness and optim Bþ

1 shift for Bþ
1 robustness at ΔB0 ¼3:4ppm
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4.3 | In vivo measurements

Figure 8 depicts the inversion efficiencies of the knee measurements for all three RF pulses. Among these three, optim depicts the best inversion

performance with the best efficiency towards the proximal and distal directions of the knee. In contrast, HS1 has a decreased efficiency towards

the proximal and distal directions. Also in the center, the efficiency is not as good as with optim, 85% to 90%, compared with 90% to 96%. HS2

shows an average performance with an efficiency between those of optim and HS1. Also, towards the proximal and distal directions of the knee,

efficiency does not decrease as severely as with HS1. This is especially visible in the line plot at the bottom of the figure. Note that the underlying

magnetizations used to calculate this plot were not corrected for relaxation effects.

F IGURE 4 Inversion efficiencies for four additional RF pulses, optim Bþ
1 , optim ΔB0, optim non-robust and optim Bþ

1 shift, for various
combinations of Bþ

1 scalings and ΔB0 offsets calculated with the relaxation times from the phantom T1 ¼102ms, T2 ¼81ms. The plot shows an
efficiency scale from 0 to 1. The red boxes indicate the optimization areas

F IGURE 5 A, Simulated (top) and measured (bottom) inversion efficiencies with optim. Bþ
1 is scaled from 0% to 160% and ΔB0 is included for

�7ppm to 7ppm at 3T. The MR measurements were made with a cylindrical phantom (same relaxation times as in the simulations); the red box
indicates the area in which optimization was carried out. B, Simulated inversion efficiencies for a fixed value of ΔB0 ¼0ppm and Bþ

1 scaled from
0% to 160% (top) and a fixed Bþ

1 scale of 100% and ΔB0 for �7ppm to 7ppm at 3T (bottom). Again, the red box depicts the optimized areas. All
four plots contain an efficiency scale from 0 to 1
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Figure 9A depicts the measured B0 map of the knee. Deviations within the ΔB0 field are non-negligible, with values up to �2:5ppm towards

the distal and proximal directions of the knee. Figure 9B illustrates the corresponding Bþ
1 map of the knee (with a targeted amplitude of Bþ

1 ¼
9:46μT here). We observe a drop in amplitude in the distal and the proximal directions of the knee, while in the center Bþ

1 is considerably

homogeneous.

5 | DISCUSSION

ΔB0- and Bþ
1 -robust, non-selective inversion pulses with increased inversion efficiency compared with state-of-the-art adiabatic RF pulses were

designed by use of time-optimal control techniques. The cost functional allows not only the optimization of the inversion pulse, but also the con-

sideration of various constraints for the practical implementation. Here, the requirement for ΔB0 and Bþ
1 robustness was fulfilled using an ensem-

ble formalization, i.e., including all offsets of ΔB0 and all scalings of Bþ
1 in the cost functional so that a minimum gap to a desired magnetization

was reached for each pair. Furthermore, minimization of this gap (which corresponds directly to maximization of inversion efficiency) was con-

ducted. Compared with Reference 37, where robustness was required in terms of adiabaticity, this is a fundamentally different approach, yielding

a wider solution space. For implementation on a clinical scanner, hardware limitations and limitations on the pulse energy were met using box con-

straints and a L2 regularization of the RF. Regarding the effort of the optimization, the computational time scales quadratically in the number of

F IGURE 6 A, Simulated (top) and measured (bottom) inversion efficiencies with HS1. Bþ
1 is scaled from 0% to 160% and ΔB0 is included for

�7ppm to 7ppm at 3T. The MR measurements were made with a cylindrical phantom (same relaxation times as in the simulations). B, Simulated
inversion efficiencies for a fixed value of ΔB0 ¼0ppm and Bþ

1 scaled from 0% to 160% (top) and a fixed Bþ
1 scale of 100% and ΔB0 for �7ppm to

7ppm at 3T (bottom). All four plots contain an efficiency scale from 0 to 1

F IGURE 7 A, Simulated (top) and measured (bottom) inversion efficiencies with HS2. Bþ
1 is scaled from 0% to 160% and ΔB0 is included for

�7ppm to 7ppm at 3T. The MR measurements were made with a cylindrical phantom (same relaxation times as in the simulations). B, Simulated
inversion efficiencies for a fixed value of ΔB0 ¼0ppm and Bþ

1 scaled from 0% to 160% (top) and a fixed Bþ
1 scale of 100% and ΔB0 for �7ppm to

7ppm at 3T (bottom). All four plots contain an efficiency scale from 0 to 1
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time points (Bloch solver plus derivative linearly, time-optimal control loop also linearly); however, speed-up could be achieved by refining the

time step iteratively throughout the course of the optimization.35

Within the definition of the optimization problem, Equation (6), we demanded a small difference between optimized magnetization and

desired magnetization, using a Lp norm. In Equation (7), this constraint was replaced by an Lp norm penalization term. During the course of the

F IGURE 8 Top, Inversion efficiency plots for optim, HS1 and HS2 of a sagittal slice of the knee. The plot depicts an efficiency scale of 0% to
105%. Bottom, Inversion profile on a distinct line (defined left) for all pulses on the right

F IGURE 9 Measured ΔB0 map (A) and measured Bþ
1 map of a sagittal slice of the knee (B). The target amplitude is Bþ

1 ¼9:46μT here
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optimization, we started with small p¼2 and continued with higher p, always even (to avoid sign issues in the derivatives), to approximate the Lp

norm. Together with the iterative choice of α described in subsection 3.1 a perfect inversion over a broad range of variances within ΔB0 and Bþ
1

was observed, but with a slightly higher power integral and hence SAR. If the aim of the optimization is shifted more towards a lower-energy

pulse, the reference value S in (11) has to be reduced proportionately.

In contrast to the common approach of using an educated initial guess, the optimization here was started from a random initial RF pulse

(i.e., random magnitude and random phase) with a pulse duration of 10ms. The optimal control framework reduced the duration of optim to

3:25ms and yielded an excellent inversion efficiency also for short relaxation times (T1 ¼102ms, T2 ¼81ms). The amplitude of the optim pulse

(yellow line in Figure 1) is almost everywhere on the maximum at 20μT, only the phase (or the frequency) of the pulse varies. During the course of

the optimization, it was observed that noticeably better solutions (in the sense of a better inversion efficiency) could be achieved for shorter pulse

duration. This coincides with the fact that relaxation affects the inversion efficiency and this behavior increases with an increasing pulse length.

Moreover, the optimized pulse optim has superior performance compared with HS1 and HS2 even for longer relaxation times or no relaxation, as

shown in Table 1. This suggests that optimization should be done with the set of relaxation times with the smallest values desired, as the effi-

ciency will be as good or better for longer times. To underline this statement, we have carried out an optimization run with the same parameters

as chosen to create optim, but with neglected relaxation effects (Figure 10). This resulted in excellent efficiency of more than 94% (which is similar

to that of optim); however, when simulating the same RF pulse with relaxation times for white matter the efficiency dropped to 91.3%.

To investigate the influence of the maximum RF amplitude rmax on the optimization result, a second optimization run was performed with a

lower rmax ¼12μT compared with the rmax ¼20μT default value. The resulting pulse optim low Bþ
1 is depicted in Table 2 and Figure 11. The pulse

duration remained significantly longer than within the original optim pulse; however, the power integrals of these two pulses are almost identical.

The example points out the importance of relaxation for prolonged pulse duration. The simulated inversion efficiency for optim low Bþ
1 is inferior

with respect to the relaxation times in the phantom and white matter, whereas results without including the relaxation show only a slightly worse

performance of optim low Bþ
1 compared with optim. This result also underlines the relevance of a time-optimal control formalism if a high effi-

ciency is requested.

We have chosen hyperbolic secant pulses for the comparison in this work due to their use as background suppression pulses in arterial spin

labeling7,28,43 and their excellent robustness to ΔB0. Using the proposed optimization framework, pulses for the particular background suppression

for ASL had already been designed.46 Therein, the optimized pulse could outperform other hyperbolic secant, WURST and pTx adiabatic pulses.

F IGURE 10 Top, RF pulse optimized without accounting for relaxation effects during optimization. Middle, bottom, Efficiency map calculated
without relaxation effects (middle) and with relaxation effects corresponding to white matter (T1 ¼832ms, T2 ¼80ms) (bottom). The red box
indicates the area where the optimization was carried out
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For the comparison made within this paper, HS1 had finally the highest bandwidth of all pulses studied. The reduced inversion efficiency of

HS1 can be attributed to the longer pulse duration paired with the short relaxation times. Especially at ultra-high field strengths, this effect will

gain importance with decreasing T2 times in different parenchyma. However, even simulation without relaxation effects shows an efficiency of

only 85% for a low Bþ
1 (peak amplitude scaled to ≈75% of nominal value), reaching an efficiency of 99% and more for Bþ

1 scaled to 100% and

more. The second hyperbolic secant pulse HS2 was designed with an identical short pulse duration to optim. The inversion efficiency within the

defined region of robustness is better than for HS1; however, the significant drawback here is the higher nominal peak amplitude. Therefore, fur-

ther evaluation on the MR scanner allowed only a scale of 120% of the RF amplitude due to system limits. For the defined target regions it was,

however, always possible to find a numerically optimized pulse that achieves in general a higher inversion efficiency than the hyperbolic secant

pulses with short pulse duration and no increased Bþ
1 amplitude (Figure 1, Table 1). Hyperbolic secant pulses are not limited to a first-order modu-

lation as the presented pulses HS1 and HS2 are. Hyperbolic secant pulses of higher order (e.g. n¼8) are typically also of interest and discussed

here using HS8 (with parameter β¼530) (Figure 12 and Table 2). Similarly to HS1, it shows a very evenly distributed performance regarding

changes within ΔB0, paired with a higher inversion efficiency due to the shorter pulse duration. Drawbacks of HS8 are still a less distinct inversion

in the lower Bþ
1 region and a higher power integral leading to an increased SAR compared with optim.

The phantom measurements on the MR scanner confirmed the simulation results. The accordance between simulation and measurement was

excellent for all three RF pulses as seen in Figures 5,6 and 7. For the evaluation of the measurements, the acquired Bþ
1 map was used. This allowed

the actual Bþ
1 amplitude to be taken into account, which deviated considerably from the nominal Bþ

1,max due to dielectric resonances and coil inho-

mogeneities. In addition, correcting for relaxation effects as described in Equation (13) brought the reconstructed efficiency as close to the true

efficiency as possible.

The additionally optimized pulses optim Bþ
1 , optim ΔB0, optim non-robust and optim Bþ

1 shift for changed requirements demonstrated the

flexibility of proposed optimization framework. For all experiments, the pulse duration could be reduced significantly and the inversion efficiency

is (within the target region) better than for optim. Furthermore, the third experiment resulting in optim non-robust demonstrated that reduction

TABLE 2 Key parameters for an optimized pulse with a lower peak Bþ
1 (optim low Bþ

1 ), and a hyperbolic secant pulse of order 8 (HS8)

Pulse T Δf Peak Bþ
1 PI Eworst Ebest Emedian 90%� range Relaxation

84.19 92.43 89.03 ½86:75, 90:50� phantom

optim low Bþ
1 9:82 1:79 12 1:4�10�3 84.60 93.36 91.25 ½88:93, 92:87� white matter

90.48 99.99 98.92 ½96:09, 99:91� no relax

73.37 95.33 92.78 ½77:24, 94:99� phantom

HS8 5.00 6:25 20 1:6�10�3 76.94 97.51 95.87 ½80:69, 97:45� white matter

78.36 99.96 97.92 ½82:17, 99:88� no relax

Note: The first columns show the pulse duration T in ms, the bandwidth of the pulse Δf in kHz, the peak Bþ
1 amplitude in μT and the power integral. The

last five columns show the inversion efficiency E as a percentage for the specific set of relaxation times over all combinations of ΔB0 and Bþ
1 included in

the optimization of optim, i.e., ΔB0 ¼�5ppm and Bþ
1 scaled for �30%. We depict the worst case, the best case, the median, and the range where 90% of

the efficiencies lie.

F IGURE 11 A, optim low Bþ
1 RF pulse (top) and simulated inversion efficiencies (bottom). Bþ

1 is scaled from 0% to 160% and ΔB0 is included
for �7ppm to 7ppm at 3T. B, Simulated inversion efficiencies for a fixed value of ΔB0 ¼0ppm and Bþ

1 scaled from 0% to 160% (top) and a fixed
Bþ
1 scale of 100% and ΔB0 for �7ppm to 7ppm at 3T (bottom). The red boxes indicate the areas where the optimization was done
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of pulse energy and the time-optimal formalism work correctly. When calculating the flip angle of this pulse, it turns out to match 180 ∘ , indicating

equivalence to a simple block pulse. In practice, the decision on which constraints to include in optimization is crucial as it will affect pulse dura-

tion and efficiency significantly, as demonstrated. In Figure 4, we saw that for optim Bþ
1 and optim Bþ

1 shift (plainly Bþ
1 robustness for a ΔB0 offset

of 0ppm and 3:4ppm, respectively), some inversion was achieved for Bþ
1 at around 65% and ΔB0 at around �6:5ppm away from the optimized

value. The reason for that is that the effective magnetic field, which causes magnetization to tip, is coincidentally around the same here as for the

optimized area. Interestingly, the same behavior can be observed for 90x–180y–90x composite RF pulses, which provide Bþ
1 but no ΔB0

robustness.16

During the measurement of the subject's knee, we demonstrated the usability of the optimized pulse for in vivo applications. The set-

up (i.e., knee coil, sagittal acquisition) was chosen to include natural ΔB0 and continuous Bþ
1 field changes. In Figure 9 the Bþ

1 map revealed a

severe loss towards the proximal and distal directions of the knee, whilst in Figure 8 optim has been proven to have the best

performance in these directions. The ΔB0 map in Figure 9 revealed changes within the B0 field for up to �2:5ppm in addition to fat–water shift

(bone marrow–muscle).

The applications of the inversion pulses studied are diverse, as described earlier.1–11 Compared with methods that try to improve the field

inhomogeneities by technical measures (e.g., B1 shimming using parallel transmit or dynamic B0 shimming in the abdomen), the use of robust

pulses is much simpler, easy to integrate into existing sequences and inexpensive. The developed framework can be further adapted for other

issues such as layer-selective refocusing pulses.

6 | CONCLUSION

We have introduced a novel optimal control framework for ΔB0- and Bþ
1 -robust, and time-optimal RF pulse design. The flexibility and robustness

of the optimization framework were demonstrated using a random RF pulse as an initial guess, and aiming for varying optimization targets. Com-

pared with two adiabatic, hyperbolic secant pulses, a superior performance in terms of inversion efficiency, pulse duration and peak amplitude

could be demonstrated in phantom and in vivo measurements. The proposed framework is flexible, and parameters can be adapted easily to other

requirements, such as different field strengths.
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