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The Social Amplification of Risk Framework: A Normative
Perspective on Trust?

Angela Bearth∗ and Michael Siegrist

Public trust is being lamented as the central victim of our new, digital information environ-
ment, a notion that is depicted in labeling our society as “posttruth” or “posttrust.” Within this
article, we aim to call this deficit view of public trust into question and kindle a more positive
outlook in future research. For this, we utilize the Social Amplification of Risk Framework
to discuss trust as an inherent aspect of social interactions and to question the frameworks’
normative approach to public trust and risk perception. Utilizing a literature review of prior
studies that investigated trust within the structure of SARF and a case study on the impacts
of Fukushima on public trust in nuclear energy, we would like to argue that the current nor-
mative “trust deficit model” should be overcome and future risk research should increasingly
focus on the opportunities of the digital informational environment for risk communication.
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1. SOCIAL AMPLIFICATION OF RISK
FRAMEWORK—A FRAMEWORK FOR
TRUST RESEARCH?

Researchers who study the phenomena of pub-
lic risk and benefit perceptions and technology ac-
ceptance aim at providing insights to other sciences,
regulation, and the industry. Thus, the following com-
plaints of exasperated stakeholders likely sound fa-
miliar:

• Nuclear advocates asking, “In light of its poten-
tial to mitigate the impact of energy generation
on climate change, why do people demand the
withdrawal from nuclear energy?”

• Toxicologists lamenting the public’s inability to
grasp that “it is the dose that makes the poison”
and their opposition to consumer products con-
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taining trace chemicals or to synthetic pesticides
used in agriculture.

• Public health regulators that do not understand
why people are skeptical about wearing a face-
mask to protect themselves from an infection
with Covid-19.

A prerequisite to address these grievances of
industry representatives, natural or technical scien-
tists, and regulators is to dismantle their notion that
the public’s risk perception stems from a lack of
knowledge about the likelihood and severity of risks
in direct comparison to the risk judgments of ex-
perts (Hansen, Holm, Frewer, Robinson, & Sandøe,
2003; Irwin & Wynne, 1996). While it is not dis-
puted that domain-specific knowledge is related to
risk perception (see Siegrist & Árvai, 2020 for an
in-depth discussion), the normative conceptualiza-
tion of lay-people’s “ignorance” as the sole cause of
their “flawed” risk judgments must be questioned.
Risk research, management, and communication has
turned away from the dated conceptualization of lay-
people’s risk perception as a pure deficit in knowl-
edge (suitably termed “knowledge deficit model” cf.
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Hansen et al., 2003; Slovic, 1987). Morgan, Fischhoff,
Bostrom, and Atman (2002) provided a methodolog-
ical framework to systematically study lay-people’s
mental models of a particular risk, which allows
the incorporation of both domain-specific knowledge
and other factors impacting judgment and decision
making (e.g., affect, attitudes). This leads to a bet-
ter understanding of “the things that people need to
know but do not already” about a specific risk (Mor-
gan et al., 2002, p. 19). Once it is established that var-
ious factors, above and beyond knowledge, impact
people’s risk perception and decision making regard-
ing a particular risk inevitably leads to another im-
portant question for stakeholders in risk regulation,
management, and communication: “Do people trust
us to communicate honestly, to be capable of manag-
ing the risk and to act in their best interest?”

For this reason, trust is a frequently examined
phenomenon in risk research (Earle, 2010b; Eiser,
Miles, & Frewer, 2002; Siegrist, 2019). Efforts were
made to characterize different trust and trust-related
concepts, such as confidence, general trust, and inter-
personal or social trust (Earle, 2010a; Siegrist, 2010;
Siegrist, Earle, & Gutscher, 2003) and to identify fac-
tors that influence people’s trust in stakeholders, such
as value similarity or the perception of competence
(Earle & Cvetkovich, 1997; Siegrist, Cvetkovich, &
Roth, 2000). Theoretical models aim at explaining
trust and its relationship with other factors, such
as risk and benefit perception and acceptance (e.g.,
Earle, Siegrist, & Gutscher, 2007). For a more com-
prehensive overview over the current literature on
trust and related concepts, we would like to point to a
recent literature overview by Siegrist (2019), as well
as older literature reviews (Chryssochoidis, Strada, &
Krystallis, 2009; Earle, 2010b).

Within this article, we apply the Social Amplifi-
cation of Risk Framework (SARF) (Kasperson et al.,
1988) to highlight where trust plays an important
role in reaction to a risk or risk event. SARF at-
tempts to incorporate all factors relevant in public re-
actions to a particular risk or risk event. Due to its use
of metaphors, numerous interdependent factors, and
dynamic nature, it is not a model that can be tested
empirically. However, it offers an intuitive structure
to ponder about how a risk or risk event leads to a
particular impact, such as the public’s risk perception
or implications for regulation. For individual risks,
it highlights the factors that should be taken into
account in research and practice. SARF is suitable
for the purpose of this article for two reasons. The
SARF’s core focus on social interactions between in-

dividuals, communicators, and organizations is use-
ful for a discussion about trust as an inherent aspect
of all social interactions (Kasperson et al., 1988; Pid-
geon, Kasperson, & Slovic, 2002). On a more critical
note, the potentially problematic notion of risk am-
plification and attenuation illustrates issues in risk re-
search that we would like to address in this article: (1)
its normative implication that someone knows what
the right level of risk perception is for a given issue
and (2) that this someone is the right person to place
public trust in (Rayner, 1988; Rip, 1988).

SARF’s strength lies in its application to a spe-
cific risk or risk event. Depending on the risk,
components of SARF might be highly important,
while other components are not or to a lesser de-
gree. Moreover, the metaphor of ripples, underlying
SARF, might not fit all risks in the same way. Focus-
ing on the relevant components might contribute to
a better understanding of societal responses to risks
or risk events. Thus, we first present a case study
on nuclear energy generation in Europe, which il-
lustrates how trust might be impacted by and might
impact risk regulation, management, and communi-
cation (Section 2). Second, we review prior litera-
ture on the role of the trust in information sources,
regulators, and risk management applying SARF as
the structural backbone of this literature review (Sec-
tion 3). Several articles, focusing on a variety of risks,
have explicitly investigated trust within SARF fo-
cusing on two main points where trust plays a role
in public reactions to various risks or risk events:
the trust in information sources (Section 3.1) and
the trust in the regulation and management of a
risk (Section 3.2). Last, we propose the “trust deficit
model” and hypothesize that defining public trust as
a finite resource might negatively impact the way
risks or risk events are regulated, managed, or com-
municated. We further discuss connecting points for
future research into people’s trust in risk regulators,
managers, and communicators (Section 4).

2. CASE STUDY: FUKUSHIMA AND THE
TRUST IN NUCLEAR ENERGY
GENERATION IN EUROPE

On March 11th 2011, a large earthquake and
ensuing Tsunami off the coast of Japan set off an
event sequence that ultimately led to the meltdown
of three reactors at the Fukushima Daiichi power
plant (American Nuclear Society, 2012). We would
like to discuss the role of trust after a risk event
within a case study of the impact of Fukushima on
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the trust in nuclear energy generation in Europe.
Within, we will focus specifically on the way, we feel
a “trust deficit model” might play a role. Within this
case study, we will exclusively focus on trust, while
not claiming comprehensiveness in covering all influ-
ential factors that impact the acceptance of nuclear
energy in Europe.

2.1. Background Information on the Disaster and
its Potential Impact on Energy Policy in
Europe

The most drastic impact of the disaster outside
Japan could be observed in Germany, where the nu-
clear phase-out was expedited and by the end of
2022 the last German nuclear reactor is scheduled
to shut down. Furthermore, in the wake of this deci-
sion in Germany, the nuclear power plants in Switzer-
land, France, and Belgium were substantially reduced
and it was decided not to replace old nuclear power
plants (Kormann, 2019; NZZ, 2011). In line with the
high public interest in climate change and its miti-
gation, the rushed withdrawal from nuclear phase-
out in some European countries has been discussed
critically as irrational and based on public pressure
instead of scientific evidence and policy recommen-
dations (e.g., Carpenter, 2020; Goldstein, Qvist, &
Pinker, 2019; Kormann, 2019). As part of this dis-
cussion, the increasing power consumption, the CO2

emissions that could be prevented by reducing Ger-
many’s reliance on coal instead of nuclear power,
and the public’s reluctance to tolerate renewable
energy sources in their backyard are debated (e.g.,
Kharecha & Sato, 2019; Rehner & McCauley, 2016;
Weber, Jenal, Rossmeier, & Kuhne, 2017). A study by
Rudolf, Seidl, Moser, Krutli, and Stauffacher (2014)
concluded that the transition from nuclear to re-
newable energy might be challenging, as the pref-
erences for other energy sources (e.g., gas, photo-
voltaics, wind power, hydropower) did not increase
as a result of the disaster. This policy change has
also made it impossible to benefit from future tech-
nological developments in nuclear energy that might
overcome some of the challenges of current nuclear
power (Gen IV nuclear energy systems, for exam-
ple, recycling of nuclear waste for energy generation)
(Johnson, 2018).

From previous research, it is known that nu-
clear energy was connected to negative affect and
dread from the public even prior to the accident (Fis-
chhoff, Slovic, Lichtenstein, Read, & Combs, 1978;
Siegrist & Visschers, 2013; Slovic, 1993; Visschers

& Siegrist, 2013). Nuclear power combines aspects
that spark higher risk perception in people, such
as the high availability of dread-inducing pictures
of the contamination of the natural environment or
that nuclear accidents have the potential to affect
a large number of people (Slovic, 1993; Visschers
& Siegrist, 2013). European countries, such as Ger-
many, have a long history of political opposition and
public protests against nuclear energy (Renn & Mar-
shall, 2016). Nevertheless, in the years before the
disaster, the word “nuclear renaissance” was used
to describe people’s reluctant acceptance of nuclear
power as a means to generate energy (Bolsen &
Cook, 2008; Teräväinen, Lehtonen, & Martiskainen,
2011). In Britain, concerns about climate change and
energy security were related to support for nuclear
power, but only if acceptance was framed as “re-
luctant” (Corner et al., 2011; Pidgeon, Lorenzoni, &
Poortinga, 2008). There exists a large knowledge base
on general and site-specific acceptance of nuclear en-
ergy for the United States (Greenberg, 2009a, 2009b,
2009c; Greenberg & Truelove, 2011).

Thus, fears over potentially devastating accidents
were and are always present but might have been
partly overshadowed by the perception of the signif-
icant benefits of nuclear energy for sustainable en-
ergy generation. The Fukushima disaster increased
the risk aversion toward nuclear energy and trig-
gered changes regarding political preferences in Ger-
many and other European countries (e.g., Goebel,
Krekel, Tiefenbach, & Ziebarth, 2015; Renn & Mar-
shall, 2016). Even more importantly, the perception
of the benefits did not outweigh the perceived risks
of nuclear power anymore, as other energy gen-
erating methods were presented as a solution and
“easy way out.” The media coverage as information
source and as mirror of the public discourse about the
Fukushima disaster might have contributed to this, as
will be discussed subsequently.

2.2. Risk Perception, the Media Coverage, Public
and Political Discourses

Park, Wang, and Pinto (2016) uncovered dis-
crepancies between the volume and content of the
journalistic coverage of the disaster in German and
U.S. news media. U.S. newspapers focused on the
earthquake and tsunami and framed Fukushima
as an isolated natural disaster, whereas German
newspapers discussed broader issues, including
energy alternatives and policy implications (Park
et al., 2016). Similarly, a study investigating the news
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coverage in four European countries found an em-
phasis on the implications for domestic nuclear
plants in Germany and Switzerland, while French
and British media focused on the tsunami as a natural
hazard (Kepplinger & Lemke, 2016). Similar findings
were made by other authors that also stressed the
impact of different narratives on risk amplification
and on long-term changes to the sociopolitical en-
vironment (Arlt & Wolling, 2016; Hermwille, 2016).
While it not possible to unravel the directionality,
as journalistic coverage originates from the national
sociocultural backdrop (Amend & Secko, 2012; Hod-
getts, Chamberlain, Scammell, Karapu, & Waimarie
Nikora, 2008), the studies presented above sug-
gest that the different narratives impacted public’s
responses in different countries to some degree.

Of course, nobody can prevent natural hazards,
such as earthquakes or tsunamis, due to the underly-
ing randomness of such “perfect storms” (Park et al.,
2016; Paté-Cornell, 2012). The public discourse of
Fukushima as a natural disaster should, therefore,
not have direct implications for people’s trust in the
operators and regulators of nuclear energy stations.
However, the fact that the nuclear power station
was sited in a location with an increased seismic
risk placed the focus on the human involvement,
instead of natural hazards. Furthermore, focusing
the public dialogue on the epistemic uncertainty
of “black swans,” and on the risks and likelihoods
of accidents contributed to a stronger focus on the
risks of nuclear energy (Arlt & Wolling, 2016; Park
et al., 2016; Paté-Cornell, 2012). The fact that there
was a nuclear accident in a highly developed coun-
try as Japan, might have reinforced the perception
that similar accidents were likely in Germany (i.e.,
increasing the risk perception of nuclear energy,
reducing the trust in regulators and providers).
The ethics committee that was hastily assembled
after Fukushima recommended the phase-out of
nuclear energy, while simultaneously promoting re-
newable energy sources (Ethik-Kommission Sichere
Energieversorgung [Ethics Committee on Secure
Energy Supply], 2011; Renn & Marshall, 2016). This
also led to the statement by German Chancellor An-
gela Merkel, previously a strong advocate of nuclear
power, that she is not willing to accept the residual
risk of nuclear energy, despite it being small and
despite the benefits for carbon-free energy genera-
tion (Spiegel International, 2011). What led to this
change of heart in Germany’s political landscape?

The discussion of the risks of nuclear energy
might have further challenged people’s trust in nu-

clear energy operators and their ability to minimize
risk (Goebel et al., 2015; Visschers & Siegrist, 2013).
It is plausible that this decline in trust originates from
the lower perception of the competence to manage
nuclear power stations, but also from the percep-
tion of diverging values (Cvetkovich, Siegrist, Mur-
ray, & Tragesser, 2002; Greenberg, 2014; Visschers
& Siegrist, 2013). Consequently, the shift in sup-
port for nuclear energy from Germany’s politicians
stemmed partly from a fear of a similar loss of trust
in them, particularly right before the general elec-
tions (Spiegel International, 2011). This fear led to an
adjustment of the politician’s expressed values and
attitudes toward nuclear energy. The interaction be-
tween risk and benefit perception and its implica-
tions for the acceptance of a risk is a well-studied
phenomenon in risk research (Finucane, Alhakami,
Slovic, & Johnson, 2000; Siegrist et al., 2000). Peo-
ple are unwilling to accept technologies that offer
too little individual and societal benefit and are per-
ceived to be too high in risk in comparison. Thus,
such a statement from an opinion leader in a tradi-
tionally trustworthy position, in combination with the
promise of more safety, contributed to the amplifica-
tion of risk of nuclear energy.

2.3. The Role of Trust and the Belief in Beneficial
Alternatives

A study on the acceptance of nuclear power be-
fore and after a nuclear disaster stressed the im-
portant role of the perception of benefits (Vissch-
ers & Siegrist, 2013; Visschers, Keller, & Siegrist,
2011). Thus, more importantly, the acknowledgment
of the risks of nuclear power were accompanied by
the promise that an ”Energiewende,” namely the
fast replacement of nuclear energy with other en-
ergy sources, would be easily feasible, clean, and
not expensive (Ethik-Kommission Sichere Energiev-
ersorgung [Ethics Committee on Secure Energy Sup-
ply], 2011; Renn & Marshall, 2016). Thus, promises
were made that sustainable and cheap alternatives
exist (i.e., reducing the benefit perception of nuclear
energy), and that lower energy consumption was eas-
ily achieved (i.e., increasing confidence that an im-
mediate phase-out was easily achieved). This dra-
matically decreased the perceived benefits of nuclear
power, which was more strongly linked to decreases
in the acceptance of nuclear power than the increases
in risk perception (Siegrist & Visschers, 2013; Vissch-
ers & Siegrist, 2013). To put it simply: People did not
see the point in keeping a risky energy source (i.e.,
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nuclear energy), if other less risky energy sources
were available.

The public’s trust in the regulators and operators
of nuclear energy might have been eroded by the per-
ceived inevitability of such an accident, despite their
best efforts to manage those risks. Simultaneously,
other involved stakeholders (i.e., politicians, regula-
tors, journalists) might have adjusted their commu-
nication patterns and decisions out of fear of losing
the public’s trust too. Thus, the case of the Fukushima
disaster suggests that the mere perception of a poten-
tial loss in trust might lead to important implications
for decision making and communication regarding a
particular technology. It serves to illustrate the need
to focus on the causes and mechanisms of shifts in
trust in risk research, while moving away from the
normative deficit conceptualization of public trust.

3. TRUST AND THE SOCIAL
AMPLIFICATION OF RISK FRAMEWORK

Subsequently, we would like to broaden the per-
spective to other risks and risk events and review the
available literature on the role that trust plays within
SARF. At its core, SARF describes how society and
societal systems process information in reaction to a
risk or risk event and how the interactions between
institutions shapes behavior and the risk (Kasper-
son, 2014; Kasperson et al., 1988). Trust plays a key
role in this reaction, something that has previously
been labeled as “trust heuristic.” This trust heuris-
tic supports judgment and decision making in uncer-
tain environments without demanding too many re-
sources from the decisionmaker (Siegrist, 2019; Terp-
stra, 2011). It allows to judge information sources, as
well as trust in regulators and risk management.

3.1. Trust in the Information Source

The trust that we have in a piece of informa-
tion and its messenger influences, whether we pay at-
tention to it, how believable the information is and
what conclusions we draw from it (Frewer, Howard,
Hedderley, & Shepherd, 1996; Frewer, Scholderer, &
Bredahl, 2003; Siegrist et al., 2000). For example, if
there exist contradictory information on ways that
people can protect themselves from a foodborne out-
break (e.g., avoid cucumbers vs. avoid sprouts), con-
sumers tend to utilize their level of trust in the mes-
sengers to decide what to do (e.g., advice of the more
trusted source will be focused on, remembered and
followed; De Vocht, Cauberghe, Sas, & Uyttendaele,

2013; Jungermann, Pfister, & Fischer, 1996). This link
between people’s trust in an information source and
their attitudes and decision making can be found in
most areas of risk research. Mase, Cho, and Prokopy
(2015) questioned agricultural advisors on the topic
of climate change within SARF. Advisors with higher
trust in scientific information sources about climate
change were more likely to believe in climate change
than advisors with lower trust. Advisors with high
levels of trust had a positive attitude toward agri-
cultural adaption. People’s knowledge, attitudes, and
values in turn influences which information sources
about climate change that they trust and thus rely
on (Malka, Krosnick, & Langer, 2009). Petts and
Niemeyer (2004) investigated parents’ beliefs about
the immunization of their children and found that the
social networks among the parents (on- and offline)
strongly shape and reinforce parental beliefs about
risks. Increases in risk perception of combined im-
munization of children happens mostly after media
communication about unsubstantiated risks (e.g., im-
munization causes autism) and the perception that
“even experts do not know” (Petts & Niemeyer,
2004). Lin and Bautista (2016) uncovered that while
the trust in traditional media (e.g., television, news-
papers) did not influence people’s affect regarding
haze pollution, the trust in new media did (e.g., Twit-
ter, Facebook).

Three important properties of today’s informa-
tion environment can be drawn from the latter study
(Lin & Bautista, 2016): First, there exists a shift in
the type of information transfer (i.e., from mass me-
dia to social media) and importance of particular so-
cial stations (i.e., increasing importance of online so-
cial group vs. traditional news media), and second,
social media and the generated proximity has made
it easier for people to judge certain determinants of
trust in information sources (e.g., shared values and
intentions, familiarity). This explains in parts, why in
the case of haze pollution in Singapore, social media
was more influential than traditional media: People
exhibited lower levels of trust in the traditional me-
dia and higher levels of trust in social media. During
the 2013 Southeast Asian Haze crisis, a lot of emo-
tional information was shared on social media (e.g.,
by sharing pictures of the crisis or by sharing hu-
morous content), which might have implications for
the trust people place in these messengers (Lin &
Bautista, 2016).

Science communication research suggests that
the emphasis in news articles is frequently not on
the main aspect of an issue but is colored by the
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journalists’ values and perceptions of the target au-
dience’s expectations (Amend & Secko, 2012; Hod-
getts et al., 2008). For example, depending on a jour-
nalist’s personal views of biotechnology and a news
outlet’s target group, a news article about a new gene-
edited potato might either focus on the scientific un-
certainty regarding potential risks (risk focus) or on
the fact that the potato is not affected by blight (ben-
efit focus). The media depends largely on people’s
trust in them and thus, need to deliver information
that corresponds to the viewers’ attitudes and val-
ues. Social media platforms, such as Facebook or
Twitter, have made it easier for social networks to
share and discuss information with trusted groups
and peers. Research shows that we are more likely
to trust the information that is shared and liked by
friends and family, compared to information by or-
ganizations or impersonal experts (Comrie, Burns,
Coulson, Quigley, & Quigley, 2019; Lin & Bautista,
2016; Petts & Niemeyer, 2004). These effects can
be explained by the fact that trust in an informa-
tion source is based on the perception of similar
values, accountability, competency, and transparency
(Frewer et al., 1996; Frewer et al., 2003; Siegrist
et al., 2000). This does not automatically imply that
trust is lost in more traditional information sources
and social stations (e.g., newspapers, government, sci-
ence). Rather, other, less regulated and more bidirec-
tional information sources and social stations have
appeared that people place their trust in too (e.g., so-
cial media, blogs). Also, information transfers have
become more efficient and effective in shaping risk
perceptions due to the rise of social media.

However, the perception of similar values does
not necessarily imply that the information sources
that we trust are the ones that provide us with factual
information that leads to informed decision making
in the best of our interest. The fast spread of inter-
active information across social media is an impor-
tant aspect of today’s information environment. So-
cial media platforms are largely unregulated. Thus,
anyone—with or without the relevant qualifications
and transparent interests—can spread information
(for example about immunization; Brown et al.,
2010). Conventionally, the trust heuristic is a useful
strategy to make decisions in uncertain environments
without requiring excessive resources (e.g., time, at-
tention). However, it can also be faulty and lead
to suboptimal decision making for an individual or
society when people trust an information sources
with vested interests or without the necessary com-
petences.

3.2. Trust in Regulators and Risk Management

A risk event has the potential to substantially
reduce people’s trust in an institution or regulator.
A distinct, visible risk event (e.g., disaster, misinfor-
mation, nontransparency in information provision)
might reduce people’s trust temporarily or in the
longer term. Even communicating about a nonacute
risk or providing information about scientific uncer-
tainty can negatively impact trust in those respon-
sible. For instance, hearing about the risks of nan-
otechnology lowered people’s trust in industry lead-
ers, which in turn also was related to lower accep-
tance and benefit perceptions (Cobb, 2005; Retzbach
& Maier, 2015). Conversely, a longitudinal study by
Frewer, Miles, and Marsh (2002) did not find that
trust in regulators was affected by the media’s report-
ing of the risks of genetically modified foods and that
risk amplification occurred independently of trust.
These conflicting findings seem puzzling in light of
the previously established importance of trust, but
might also arise from methodological issues (e.g.,
people wish to respond in a consistent manner, un-
clear directionality of mechanism in cross-sectional
data) or more importantly, from the fact that trust
is not relevant for all risks in every situation (Eiser
et al., 2002; Siegrist, 2019).

First, different concepts of trust (e.g., confidence,
general trust, social trust, interpersonal trust) im-
pact risk perception. Thus, a prerequisite is to deter-
mine, whether trust is relevant for the risk at all or
if other concepts might be more applicable. In situa-
tions, where people believe to have sufficient knowl-
edge to judge the information for themselves or it
is unclear who is responsible for a particular hazard,
trust plays only a minor role for their risk perception
(Siegrist & Cvetkovich, 2000). For example, in toxi-
cological risk assessments, consumers do not have a
clear picture of the involved stakeholders and thus,
other factors than trust are more relevant (Bearth,
Saleh, & Siegrist, 2019; Saleh, Bearth, & Siegrist,
2019). In such cases, the validity of measuring peo-
ple’s social or interpersonal trust is low, and it might
be more interesting to measure general trust and con-
fidence (Siegrist, Gutscher, & Earle, 2005). A recent
study on the Covid-19 pandemic showed that general
trust and social trust had opposing effects on peo-
ple’s risk perceptions. High general trust was asso-
ciated with lower risk perception, while high social
trust was associated with a higher risk perception of
an infection with the SARS-CoV-2 virus (Siegrist,
Luchsinger, & Bearth, 2021).
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Second, stakeholders could simultaneously func-
tion as risk generators, regulators, and communi-
cators, which implicates different levels of trust
(Frewer, 2003). People might be willing to trust in
the ability of employees of a pharmaceutical com-
pany to develop effective and safe medication, yet
they might be less willing to accept them as regulators
or communicators. Conversely, people might reject a
journalist’s ability to determine the health risk of a
particular chemical substance but would still trust in
the information provided in a news article (Bearth,
Kwon, & Siegrist, 2020). This challenges the common
operationalization of trust as an individually stable
construct, such as the trust people have in regulatory
offices to ensure food safety (Breakwell, 2007; Mase
et al., 2015).

Third, depending on the risk and the type of trust
under investigation, paradoxical results were uncov-
ered. Thus, the risk paradox is another aspect that
should be mentioned in the context of trust, partic-
ularly regarding the behavior that stakeholders ex-
hibit in reaction to a risk or risk event. A system-
atic literature review exhibited that higher trust in
public authorities coincided with a reduced willing-
ness to take precautionary actions regarding natural
hazards (e.g., floods, earthquakes; Wachinger, Renn,
Begg, & Kuhlicke, 2013). The confidence in the pro-
tective abilities of, but not a lack of risk awareness,
reduced the perceived need to take action. Similarly,
another literature review recommended differentiat-
ing between people’s trust and confidence in acute
risk events, such as an outbreak (Siegrist & Zingg,
2014). Before or during an outbreak, such as the cur-
rent Covid-19 pandemic beginning in Wuhan (2019-
nCoV), the responsible authorities, such as national
and local governments or the World Health Orga-
nization (WHO), face a challenging dilemma linked
to trust and confidence. Inaction, a lack of transpar-
ent communication, or delayed action might result in
high death rates and reduce confidence in the health
system, as well as trust in the stakeholders (Hsu,
Chen, Wei, Yang, & Chen, 2017; Siegrist & Zingg,
2014). Alerting the public to the outbreak with ur-
gency and enforcing strict precautionary actions (e.g.,
hygienic measures, quarantine of patients, vaccina-
tions, travel bans) is an important tool in stopping
the outbreak (Hsu et al., 2017). The trust that the
potentially affected people have in the stakeholder
might influence, whether the recommended actions,
such as frequently washing and disinfecting hands,
are taken (Prati, Pietrantoni, & Zani, 2011; Siegrist
& Zingg, 2014). However, if outbreaks are success-

ful and infection numbers decrease, people’s trust in
the stakeholders might be reduced based on the false
notion that the stakeholders overreacted. In accor-
dance with the risk paradox, this might also increase
people’s confidence regarding future waves and out-
breaks and reduce their willingness to take precau-
tionary actions (Prati et al., 2011; Rossmann, Meyer,
& Schulz, 2018).

4. MOVING BEYOND THE “TRUST DEFICIT
MODEL”

“The confidence in governmental agencies
is declining” and “people do not trust scientists
anymore” are commonly heard complaints in the
risk management and communication community
(Kasperson, 2014; Pidgeon et al., 2002). Frequently,
these complaints are accompanied by the fear of
a “dread spiral” that ultimately leads to more and
more public distrust (Pidgeon et al., 2002). While
the complaints ring true, the claim of a continuously
decreasing global and general trust in science and
official organizations lacks empirical evidence. For
example, a Eurobarometer report from 2017 showed
that in a majority of countries, trust in the national
government increased or remained stable (European
Commission, 2017). Similarly, a recent report (US
National Science Board, 2018) showed stability in
the public’s confidence in the scientific community
and only minor decreases in public trust in the media.
Another large-scale longitudinal study from Ger-
many did also not confirm an erosion of the public’s
trust in the media (Jackob et al., 2019). A study on
trust and distrust in America by the Pew Research
Center (Rainie, Keeter, & Page, 2019) did find a con-
tinuous decline in trust in political institutions, but
not in other groups (e.g., scientists, business leaders).
Furthermore, the decline in trust was not as strong as
people’s expectations of this decline in trust. In other
words, many researchers may view the decline in
public trust as much more dramatic than it actually
is, if trust is seen as a limited resource (Rainie et al.,
2019). Van de Walle, Van Roosbroek, and Bouckaert
(2008) reviewed international survey data on trust in
governments and came to the conclusion that trust
fluctuates, while a steady decline is not supported
by the data. More importantly, they argue that there
exists insufficient data in many countries to support
claims of a continuous decline in trust (Van de Walle
et al., 2008).

People are concerned about a decline in trust, be-
cause they implicitly assume that this may result in
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an amplification of some risks or an attenuation of
other risks (Kasperson, Golding, & Tuler, 1992). The
fear that permeates here is that as a consequence, so-
ciety may not focus on the hazards they should be
most concerned about. SARF is based on the norma-
tive precondition that risks deemed by experts as less
urgent are amplified and risks deemed by experts as
urgent are attenuated. While intuitive in its descrip-
tion to the public responses to risks, the application
of SARF obscures two relevant questions (Busby &
Duckett, 2012; Busby & Onggo, 2013; Rayner, 1988;
Rip, 1988). First, is it possible to define an objective
cut-off point for the appropriate public reaction to
a particular risk? Second, is it possible to say, which
sources of information, channels, and stations are the
most trustworthy in terms of competence and shared
values? Although a loss of public trust is a valid fear
due to its importance for public responses to emerg-
ing risks and risk events and in light of global chal-
lenges, such as climate change or pandemics, the sit-
uation is a bit more complicated than that.

For emerging risks and risk events, the public
risk perceptions frequently lag behind experts’ risk
judgments. The public has to rely on affect and their
trust in the involved social stations (affect and trust
heuristic) to judge the relevance of a particular risk
for themselves. In a recent perspective, “understand-
ing the role of trust on risk perception and behavior”
was appointed one of the 10 most important accom-
plishments of risk research (Greenberg et al., 2020).
This theoretical accomplishment conceptualizes trust
as an initial response that “lingers even in the face
of deliberative assessment” (Greenberg et al., 2020,
p. 2114). However, the goal of risk communication
or more generally, science communication, is to pro-
vide the public with the tools to make more informed
and deliberative decisions. However, focusing on the
expected loss of trust and thus, adjusting communi-
cation accordingly might do more harm than good,
as it puts the communicator in a defensive stance.
Complaints about the vanishing public trust and fears
that this will result in risk amplification and atten-
uation of the “wrong” hazards could be described
as a “trust deficit model.” Within this conceptualiza-
tion of public trust, the risk researcher or manager
normatively defines, who is the “right” information
source that should be trusted, while another infor-
mation source is defined as the “wrong” information
source that needs to be met with distrust. Along with
other scholars (Hansen et al., 2003; Rayner, 2004), we
would like to make the case that it is detrimental to
inform risk management and communication with a

deficit model in mind. Rather, the new information
environment due to digitalization should be moved
into the focus of research as another emerging risk
with the following issues that should be studied.

First, there have been shifts in the feedback and
iteration between information sources and stations
along the SARF, as these processes become more
bidirectional due to social media. People participate
actively and with increased reach in the public dis-
courses about risk and their communications. This of-
fers an interesting “playground” for risk researchers
to investigate people’s reactions to risk and risk
events (by for example examining tweets or other so-
cial media posts). However, a lively debate summa-
rized under the rule of thumb “90-9-1” (or the 1%
rule) about how many people indeed participate ac-
tively in digital debates over specific issues (Hargittai
& Walejko, 2008; Horowitz, 2006; van Mierlo, 2014).
According to this rule of thumb, solely 1% of people
create content, 9% edit and modify it, while a stag-
gering 90% only passively watch the digital debate.
Thus, a conclusion that is potentially relevant for risk
research is that a small number of people are “quite
loud,” while the majority quietly observes these de-
bates. Focusing on these loud 10% (potentially with
extreme views) might fuel the “trust deficit model”
and distort our view of what the majority of the pub-
lic thinks about risks and risk events.

Second, people’s communication on social media
might be associated with higher levels of trust than
the communication efforts of official sources, because
of the increased visibility of the determinants of trust
(e.g., shared values, familiarity). This informational
environment supports information sources without
the necessary competences and vested interests. This
is an important challenge because it is not trivial to
determine which sources do indeed have vested in-
terests or distribute false information, due to the in-
herent uncertainty of risk and inter- and intraper-
sonal variance in the acceptability of risk. Research
needs to investigate further, how current issues, such
as echo chambers, false or misleading information
about risk can be tackled. Already, first studies are
being published that look at strategies to counteract
so-called “fake news” and its spread in social me-
dia. For example, providing people with guidelines
to uncover fake news (simple questions, such as “Do
I recognize the news organization that posted the
news story) reduced their trust in fake news and also
lowered the likelihood of them sharing it (Lutzke,
Drummond, Slovic, & Árvai, 2019). This stresses
the importance of previously voiced ideas that
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skepticism, instead of simply trust in the “right” in-
formation source, might be an important ability to
promote in the public (Pidgeon, Poortinga, & Walls,
2007). This is a step away from the normative “trust
deficit model” and would allow the public to make
their own decisions about which source is trustwor-
thy and which one is not.

Third, the interviewed health professionals in a
study by Comrie et al. (2019) stressed the central role
of quickly available and trustworthy information dur-
ing a risk event (e.g., disease outbreak). According
to the health professionals, organizations that do not
communicate via social media are perceived as “out
of touch” and they saw a need for official organiza-
tions to establish a presence on social media (Com-
rie et al., 2019). A number of conclusions were made
in the literature (Siegrist & Zingg, 2014), what at-
tributes communicators should have to increase their
trustworthiness (e.g., diversity of expertise, model-
ing behavior). A prerequisite to shape communica-
tors’ roles is to determine, who the involved stake-
holders are and to differentiate between their roles
as receivers and transmitters within the flow of in-
formation (Mase et al., 2015). Thus, the relation-
ships and the trust between stakeholders should be
seen as a dynamic system, where a stakeholder trusts
other stakeholders and at the same time might be
trusted or distrusted by other stakeholders. Trust in
governance and trust in information sources are two
different types of trust, which should be reflected
in the operationalization of trust and ideally both
types should be measured. The role of transparency
on trust should be investigated further. There is
a consensus among risk researchers that a lack of
transparency in risk management and communica-
tion leads to a loss of trust (Pidgeon et al., 2002;
Siegrist & Zingg, 2014). A form of transparency in
risk management is to openly communicate scientific
uncertainties about likelihoods and outcomes (Euro-
pean Food Safety Authority et al., 2019). However,
there exist a scarcity of evidence that this form of
transparency actually increases trust in experts. Thus,
it would be desirable to gather more systematic evi-
dence in the effects of uncertainty communication on
people’s trust and the amplification of risk.

Last but definitely not least, we believe that there
exists a need to rethink terminology such as “post-
trust society” (Bouder, 2015; Löfstedt, 2005). This
terminology contributes to the conceptualization of
trust in a deficit light, while there is hardly any evi-
dence to back a global and general loss of public trust
in science and regulation (European Commission,

2017; US National Science Board, 2018). Moreover,
there is emerging evidence that the current Covid-
19 pandemic increased the public’s trust in science,
particularly based on the fast development of vac-
cines (Funk, Tyson, Kennedy, & Johnson, 2020; Sci-
ence Barometer, 2020; Science Barometer Switzer-
land, 2020). The new information environment due
to digitalization is undoubtfully a challenge for risk
communication. However, rather than focusing on
the negative impacts of social media (loss of trust,
trust in fake news, echo chambers, etc.), the focus
of research should lie on its potential to sustain and
foster trust, as an inherent mechanism of any social
interaction and an important guideline for people’s
judgment and decision making (Siegrist, 2019).
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