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PAMPAS: A PsychoAcoustical
Method for the Perceptual
Analysis of multidimensional
Sonification

Tim Ziemer* and Holger Schultheis

Bremen Spatial Cognition Center, University of Bremen, Bremen, Germany

The sonification of data to communicate information to a user is a relatively

new approach that established itself around the 1990s. To date, many

researchers have designed their individual sonification from scratch. There

are no standards in sonification design and evaluation. But researchers and

practitioners have formulated several requirements and established several

methods. There is a wide consensus that psychoacocustics could play an

important role in the sonification design and evaluation phase. But this requires

a) an adaption of psychoacoustic methods to the signal types of sonification

and b) a preparation of the sonification for the psychoacoustic experiment

procedure. In this method paper, we present a PsychoAcoustical Method for

the Perceptual Analysis of multidimensional Sonification (PAMPAS) dedicated

to the researchers of sonification. A well-defined and well-established,

e�cient, reliable, and replicable just noticeable di�erence (JND) experiment

using the maximum likelihood procedure (MLP) serves as the basis to achieve

perceptual linearity of parameter mapping during the sonification design

stage and to identify and quantify perceptual e�ects during the sonification

evaluation stage, namely the perceptual resolution, hysteresis e�ects and

perceptual interferences. The experiment results are scores from standardized

data space and a standardized procedure. These scores can serve to compare

multiple sonification designs of a single researcher or even among di�erent

research groups. This method can supplement other sonification designs and

evaluation methods from a perceptual viewpoint.

KEYWORDS

sonification evaluation, psychoacoustics, just noticeable di�erence, di�erence limen,

discrimination threshold, comparison of sonification designs, maximum likelihood

procedure, auditory display

1. Introduction

Sonification is the systematic conversion from data to sound thus the aspects of

the data become unambiguously understandable for a user (Hermann, 2008, 2021;

Scaletti, 2018). Even though antecedents can be found throughout all periods of history,

sonification as a term and as a dedicated field of research established itself around the

early 1990s (Worrall, 2019, chap. 1).
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Sonification research is interdisciplinary by nature, as it

deals with acoustics and audio signal processing, sound design

and composition, human-machine interaction, cognition and

human factors, auditory perception, and many more disciplines.

A strength of this interdisciplinarity is that researchers bring

in research questions and methods from the viewpoint of their

discipline. But at the same time, it is unlikely that a single

sonification researcher, or even a research group, can cover

all relevant disciplines. This becomes a drawback if questions

and methods from a discipline get neglected because they

are unknown or not well understood. This is sometimes true

from the psychoacoustic viewpoint on sonification design and

evaluation. Even though some sonification researchers pointed

out the potential of psychoacoustic methods (Brewster, 2003;

Ferguson et al., 2006; Bovermann et al., 2011; Walker and

Nees, 2011), they were not often applied during the design and

evaluation stage of sonification. Other researchers raised doubts

about the appropriateness of psychoacoustic methods (Smith

et al., 1994; Anderson and Sanderson, 2009; Vogt, 2011).

This methods paper contributes to the discussion of the

appropriateness of psychoacoustic methods in sonification

research, to clear up prejudices and misconceptions, and

to provide sonification researchers with an applicable,

psychoacoustic method for the design and evaluation of

multidimensional sonification.

1.1. Problem statement

Sometimes sonified data is multidimensional. Examples

include an abstract phase space (Hermann, 2018), real spatial

locations (Lokki and Gröhn, 2005; Ziemer and Schultheis,

2019a; Ziemer et al., 2020), and angles (Greindl et al., 2020;

Asendorf et al., 2021). A point in a multidimensional space has

several coordinates. Sometimes, data is multivariate. Examples

include vital functions of patients, such as pulse frequency and

blood oxygen concentration (Yeung, 1980; Fitch and Kramer,

1993; Watson and Sanderson, 2004; Ziemer et al., 2020),

geopolitical data, such as crime rate and unemployment rate

(Olivetti Belardinelli et al., 2009), or pH and chlorine level in

water (Ziemer et al., 2020). A point in a multivariate space

has multiple variables or attributes. Dimensions and variables

are not the same. But sometimes they are considered the

same, for example, the case of data presentation, as illustrated

in Figure 1. A treatise of multiple dimensions and variables

in data presentation can be found in Munzner (2014). In

this study, we refer to both cases as being multidimensional.

Furthermore, we refer to the sonification of multidimensional

data asmultidimensional sonification.

In the sonification literature, there is consensus that

auditory perception of each sonified dimension needs to fulfill

4 requirements:

1. A sonification should be perceived as linear (Barrass, 1997,

p. 115; Hermann, 2002, p. 39; Worrall, 2019, p. 42; Ziemer

and Schultheis, 2020; Ziemer et al., 2020). In a linear system,

the output is directly proportional to the input thus the

doubling of an input value doubles the output value. Linearity

is necessary to transfer data relations and proportions from

the data domain to the auditory domain. In psychophysics,

a logarithmic transform of the physical input sometimes

produces a fairly linear sensational output (Fechner, 1860, pp.

134ff; Schneider, 2018a). For example, a constant frequency

ratio tends to sound like a fairly constant pitch interval.

According to the psychoacoustic literature (Fechner, 1860, p.

60; Schneider, 2018a), a linear sensory scale is achieved when

the just noticeable difference (JND) is constant throughout

the scale.

2. A sonification should exhibit a high perceptual resolution

(Yeung, 1980; Barrass, 1997, chap. 7.7.5; Hermann, 2002,

pp. 34 & 40; Brewster, 2003; Vickers, 2006; Ziemer and

Schultheis, 2019b, 2020; Ziemer et al., 2020). The JND is an

adequate measure of perceptual resolution, which is acquired

in psychoacoustic experiments. Here, all but one physical

parameter tend to be kept constant, so the JND of the

remaining parameter can be measured. For example, the

JND in the frequency of pure tones evolves from 1% at low

frequencies to 0.3% at midrange frequencies to 1% at high

frequencies (Scheminzky, 1943, p. 136; Ziemer, 2020, chap.

4). The JND in the amplitude of a pure tone is 0.3 to 1.4 dB,

depending on reference amplitude and frequency (Ziemer,

2020, pp. 74f).

3. Sonifications should exhibit preferably little hysteresis effects

(Neuhoff, 1998; Neuhoff and Kramer, 2000; Martens,

2002; Feron et al., 2009). Hysteresis effects are well-

known in the field of psychoacoustics and even exist in

fundamental aspects of sound perception, such as pitch

(Stevens and Volkmann, 1940; Greenwood, 1997; Chambers

and Pressnitzer, 2014) and loudness (Canévet and Scharf,

1990). Hysteresis is the effect that the distance from data

point a to b may be perceived differently than the distance

from b to a. This means the difference not only depends

on the interval but also on where you are coming from. In

sonification research, hysteresis is typically neither quantified

nor qualitatively discussed.

4. Each sonified dimension should exhibit little perceptual

interference with other dimensions (Yeung, 1980; Barrass,

1997, p. 16; Barrass and Kramer, 1999; Neuhoff and Kramer,

2000; Hermann, 2002, p. 34; Neuhoff et al., 2002; Brewster,

2003; Ferguson et al., 2006; Anderson and Sanderson,

2009; Worrall, 2014; Ziemer et al., 2018, 2020; Neuhoff,

2019; Ziemer and Schultheis, 2019b; Worrall, 2019, chap.

2.2.2.2; Ziemer and Schultheis, 2019c, 2020). This means

that changes along one data dimension sound like changes

along two or more data dimensions, or that the absolute

magnitude of data dimension one affects the resolution of
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FIGURE 1

Multidimensional space (left) and multivariate space (right). For auditory and visual data representation, dimensions and variables can sometimes

be treated the same.

data dimension two. Perceptual interference can “obscure

data relations and confuse the listener” (Worrall, 2019,

chap. 2.2.2.2). In the field of psychoacoustics, it is accepted

that all physical aspects of sound can affect practically all

aspects of sound perception. For example, even though

amplitude and frequency of a pure tone are physically

orthogonal, they both interfere perceptually, as both can

affect the sensation of, e.g., loudness and pitch (Zwicker

and Fastl, 1999, chaps. 5.1.2 and 8.1; Schneider, 2018b). In

the psychoacoustic literature, fundamental aspects of sound

sensation like loudness, roughness, sharpness, and tonalness

are considered largely independent from one another (Aures,

1985a; Zwicker and Fastl, 1999, chap. 9), albeit all of them

can be influenced by very many physical sound parameters

to some extent. Even though the psychoacoustic literature

tends to concentrate on the forward problem, psychoacoustic

methods and models can provide aid for a psychoacoustic

sonification design.

Unfortunately, the literature neither provides any

guidelines to design a multidimensional sonification that

fulfills these requirements nor a method to quantify if

and to what extent a multidimensional sonification meets

these requirements.

In this method paper, we, therefore, propose a

PsychoAcoustic Method for the Perceptual Analysis of

multidimensional Sonification (PAMPAS). PAMPAS includes

the preparation of the multidimensional sonification for

psychoacoustic testing and some established and some new

ways of interpreting the experimental results dedicated to

answer the question of sonification researchers. In particular, it

serves as an aid to

1. achieve perceptual linearity during the sonification design

stage and as a tool

2. assess the perceptual resolution

3. assess hysteresis effects

4. assess perceptual interference during the sonification

evaluation stage

5. and enable comparison between sonification designs of

various studies.

The remainder of this method paper is structured as follows:

we start with the common practice in sonification design and

evaluation in Section 2. The section summarizes the common

practice and discussions about the potentials and limitations

of psychoacoustic methods for sonification research. Section

3 lists the materials and equipment needed to carry out

the proposed psychoacoustic experiment. Section 4 describes

the proposed psychoacoustic method that is supposed to

overcome the current limitations of psychoacoustic procedures

by being optimized for the signal types and the requirements

to be expected in multidimensional sonification. Section 5

demonstrates how to extract and report the expected experiment

results. Section 6 concludes the work, discusses its strengths

and weaknesses, and gives an outlook on further psychoacoustic

methods that could be adapted to become utilizable for

sonification research.
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2. Common practice in
multidimensional sonification

In the field of sonification research, many works highlight

that there is a need for, but a lack of, comprehensive sonification

design guidelines (Nees and Walker, 2009; Ibrahim et al., 2011;

Supper, 2012). In contrast to that, many sonification evaluation

methods, especially listening tests (Seiça et al., 2020), have

proven their value in several studies.

2.1. Conventional sonification design and
evaluation

The chapter on Auditory Display Evaluation in The

Sonification Handbook suggested that experts should use their

own introspection and intuition, especially in the early stage

of sonification design (Bonebright and Flowers, 2011, p. 112;

Vogt, 2011) agreed to the necessity for sonification researchers to

evaluate their initial sonification designs subjectively. After this

early sonification design stage, “a variety of methods including

both laboratory components and ecologically valid testing”

(Bonebright and Flowers, 2011, p. 111) is recommended.

Worrall (2014) discusses the mapping problem and

highlights the need for heuristic testing to approach

multidimensional sonification. Neuhoff et al. (2002) underline

the need for interdisciplinary research for developing and

evaluating auditory displays. Typically, sonification evaluations

with potential end-users are presented in the sonification

literature (Seiça et al., 2020), rather than initial self-tests

(Ibrahim et al., 2011). To evaluate their sonification design,

many researchers let users solve a task with auditory, visual,

and audiovisual guidance (Lokki and Gröhn, 2005; Black

et al., 2017; Ziemer and Schultheis, 2019a), others compare

multiple sonification designs for a specific task (Walker and

Lindsay, 2006; Albrecht et al., 2016; Komatsu and Yamada,

2016; Parseihian et al., 2016). In navigation studies, researchers

evaluate for example completion time (Lokki and Gröhn, 2005;

Walker and Lindsay, 2006; Hansen et al., 2013; Albrecht et al.,

2016; Parseihian et al., 2016; Ziemer and Schultheis, 2019a),

precision (Hansen et al., 2013; Parseihian et al., 2016; Ziemer and

Schultheis, 2019a), accuracy (Ziemer and Schultheis, 2019a),

turn arounds (Walker and Lindsay, 2006; Parseihian et al., 2016;

Ziemer and Schultheis, 2019a), interruptions (Parseihian et al.,

2016; Ziemer and Schultheis, 2019a), trajectory lengths (Walker

and Lindsay, 2006; Ziemer and Schultheis, 2019a), trajectory

entropy (Ziemer and Schultheis, 2019a), a qualitative inspection

of trajectories (Lokki and Gröhn, 2005; Albrecht et al., 2016;

Ziemer and Schultheis, 2019a), and training effects (Walker and

Lindsay, 2006; Nagel et al., 2014; Ziemer and Schultheis, 2019a).

Sometimes, navigation is evaluated in a game-like scenario in

the hope of high motivation for long-term usage (Degara et al.,

2013; Pires et al., 2013; Biggs et al., 2019; Ziemer and Schultheis,

2021). These kinds of evaluation have many advantages.

They can show how effectively naive users can interpret and

interact with the sonification, and the comparison with other

sonification designs or visualization provides a benchmark.

However, their major disadvantage is that the results do not

clearly reveal the causes of imperfect performance. These could

be of cognitive nature: is the information density too high?

Has the given task been misunderstood? Is the participant

too inexperienced in hand-ear coordination? Such cognitive

aspects are largely covered by additional means, such as the

subjective task load according to the NASA-task load index

(TLX) (Khan and Jeon, 2018; Ziemer and Schultheis, 2019a)

or the raw NASA-TLX (Black et al., 2017; Biggs et al., 2019;

Ziemer and Schultheis, 2019a), the BUZZ questionnaire (Axon,

2018; Tomlinson et al., 2018; Winters and Koziej, 2020),

and other subjective questionnaires, e.g., aesthetics (Vickers,

2006; Vogt, 2011; Neumann et al., 2013; Kuppanda et al.,

2015), annoyance (Brewster, 2003; Vickers, 2006; Ziemer

et al., 2018), clarity (Pauletto and Hunt, 2007; Vogt, 2011),

comprehensibility (Vickers, 2006; Neumann et al., 2013; Yang

and Hunt, 2013), distraction (Vickers, 2006; Neumann et al.,

2013), informativeness (Neumann et al., 2013; Hermann et al.,

2015; Khan and Jeon, 2018; Ziemer et al., 2018), intuitiveness

(Pauletto and Hunt, 2007; Vogt, 2011; Kuppanda et al., 2015;

Khan and Jeon, 2018), learnability/learning effort (Vogt, 2011;

Neumann et al., 2013), obtrusiveness (Neumann et al., 2013),

pleasantness (Pauletto and Hunt, 2007; Neumann et al., 2013;

Hermann et al., 2015; Kuppanda et al., 2015), preference (Yang

and Hunt, 2013), and/or utility/usefulness (Neumann et al.,

2013; Khan and Jeon, 2018). These additional measures tackle

the cognitive aspects of performance and provide feedback

concerning the sound design of the sonification. The causes

for imperfect performance could also be of perceptual nature:

is one of the sonification dimensions not perceived as linear?

Or is the perceptual resolution of one sonification dimension

too low? Or do hysteresis effects along the dimension hinder

the participants to interpret data? Do multiple data dimensions

interfere perceptually in the sonification? These questions

could be answered by applying psychoacoustic methods if the

sonification is prepared for the psychoacoustic experiment and

if the experiment is adopted to sonification in the execution and

analysis of the results, as suggested in the PAMPAS.

2.2. Psychoacoustic sonification design
and evaluation

The Sonification Handbook (Walker and Nees, 2011), p. 28

suggests that “Sonification researchers can and should, however,

actively borrow from and adapt the knowledge and methods of

psychoacousticians.” Even though the number of studies that
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applied psychoacoustic methods on sonification—magnitude

estimation (Walker, 2002; Walker and Kramer, 2005) and

similarity ratings (Bonebright, 2001; Fernstrom et al., 2003)—is

low, there is the belief that “psychoacoustic measurements and

theories can assist in the design of an auditory display” (Barrass,

1997, pp. 17–18), that psychoacoustic methods “may be the

best approach to understanding how to maximize information

transmission with auditory displays” (Walker and Nees, 2011, p.

28) and that direct measurements of perceptual aspects “offer

a considerable advantage in the speed of data collection and

are probably preferable for most applications involving the

evaluation of auditory displays” (Bonebright and Flowers, 2011,

p. 130).

However, this has not happened a lot until today. A reason

for this may be the interdisciplinary nature of sonification.

Researchers may have a background in computer science,

human factors, human-computer interaction, musicology, or

design, and sometimes exhibit a lack of knowledge or a

misunderstanding of what psychoacoustics have to offer. For

example, some sonification researchers have argued that the

psychoacoustic literature neither deals with the sounds to

be expected in sonification design nor aims at solving the

problems that need to be assessed and overcome in sonification

design (Smith, 1990; Smith et al., 1994; Barrass, 1997; Wegner

and Karron, 1997; Ferguson et al., 2006; Anderson and

Sanderson, 2009; Bonebright and Flowers, 2011; Bovermann

et al., 2011; Vogt, 2011; Walker and Nees, 2011). This is

certainly a misconception. At a first glance, psychoacoustic

textbooks referred to very specific types of sound, like pure

tones and Gaussian-shaped tone bursts, and signal processing,

like sinusoidal amplitude and frequency modulation (Zwicker

and Fastl, 1999, chap. 1; Roederer, 2009, chap. 2). However,

psychoacoustic methods have also proven their validity for other

types of sound, from speech over music to engineering noise and

environmental sounds (Zwicker and Fastl, 1999; Leman, 2000;

Roederer, 2009; Sottek, 2016; Schneider, 2018a,b).

Many sonification studies highlighted the difficulty of

psychoacoustic sound synthesis (Smith, 1990; Smith et al., 1994;

Wegner and Karron, 1997; Ferguson et al., 2006), because

psychoacoustic models as described in Zwicker and Fastl (1999),

Leman (2000), Sottek (2016) solve the forward problem, whereas

psychoacoustic sound synthesis has to solve the inverse problem.

Here, the forward problem is an acoustic input is given and we

are required to transform it to predict the perceptual outcome.

The inverse problem is: the desired perceptual outcome is given,

and we need to find an acoustical input that will produce this

perception. Given the complex and nonlinear transformation

that our auditory system performs on the acoustic input, there is

neither an analytical nor a comprehensive numerical solution to

the inverse problem, except for pure tones. Here, formulas exist

that transfer the physical frequency into the psychoacoustical

Mel scale (Zwicker and Fastl, 1999, chap. 5; Schneider, 2018a),

which describes pitch perception and the physical amplitude to

the psychoacoustical phon scale (Zwicker and Fastl, 1999, chap.

8; Schneider, 2018a) and also describes loudness perception.

In addition, Ferguson et al. (2006) suggested the use of

psychoacoustic models in the design and evaluation phase of

multidimensional sonification. They can serve to create massive

lookup tables that describe the relationship between audio

parameters and perceptual, auditory qualities. The benefit is

that the table helps to find audio parameter combinations that

produce the desired perception. The drawback is that tables

can become huge, and the method can lead to jumps of audio

parameters that produce audible artifacts.

However, it is true that psychoacoustic toolboxes like (Grassi

and Soranzo, 2009; Soranzo and Grassi, 2014) do not work out

of the box for sonification researchers. To become a powerful

means for sonification evaluation, the sonification itself has

to be prepared and the psychoacoustic method has to be

adapted in terms of the experimental procedure and in terms

of analyzing the experiment results. PAMPAS is such a means.

It helps sonification researchers to assess and achieve the four

requirements of multidimensional sonifications. It is described

in the following two sections.

3. Materials and equipment

To carry out the PAMPAS on sonification design, we need

a computer with an internal or external sound card, high-

quality D/A-converter, amplifier, and headphones. Ideally, we

can calibrate our system using an artificial ear or an artificial

head that informs us about the sound pressure level to be

expected at the participants’ ear drums, which should lie around

70 dB.

For remote testing, an online survey platform is needed.

This platform either needs to be able to play uncompressed

sound files, like wav or aiff, or to render audio on the fly. More

importantly, it has to be adaptive, i.e., it must be able to play a

specific audio signal that depends on the user’s previous actions.1

If our sonification design require any spatialization

techniques—vector base amplitude panning (VBAP),

ambisonics or wave field synthesis (Ziemer, 2020)—, we

would need a respective loudspeaker setup and document the

technical details on the setup.

1 Amongst others, MATLAB Online/MATLAB Web App Server fulfills

these demands. It is one of the platforms suggested by the Task

Force on Remote Testing by the Technical Committee on Psychological

and Physiological Acoustics of the Acoustical Society of America:

https://www.spatialhearing.org/remotetesting/Main/HomePage and an

MLP toolbox for MATLAB is freely available under https://dpg.unipd.it/en/

mlp/mlp-toolbox.
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4. Methods

In psychophysical terms, PAMPAS is based on a JND

experiment using the maximum likelihood procedure

(MLP) in a two alternative forced choice (2AFC) task.

These kinds of experiments are described in detail, e.g.,

in Madigan and Williams (1987), Green (1990, 1993), and

Grassi and Soranzo (2009).

This section starts with the aim of the presented experiment,

followed by the necessary steps to prepare your data and signals

and to conduct the experiment.

4.1. Aim

The aim of the proposed experiment is 2-fold: 1. During the

sonification design stage, a single researcher or a small group

of researchers and sound designers can carry out the “light”

experiment to achieve a perceptually linear mapping. 2. After

implementing a prototype, the multidimensional sonification

can be evaluated in experiments with participants from the

target audience to quantify

1. the perceptual resolution of,

2. hysteresis effects within, and

3. perceptual interferences between

each dimension and polarity. The experiment results are

quantitative measures that help to assess aspects of an individual

sonification design and to compare multiple sonifications.

4.2. Data space

We start with an abstract, normalized data space that has

two Cartesian dimensions x and y, as illustrated in Figure 2. We

refer to this as themapping space that contains themapping data.

Each dimension has two polarities, a negative and a positive one,

so that the dimensions range from −1 to 1. This allows us to

sonify data in an interval scale. We can divide the space into 4

quadrants and name them roman I to IV. Should the sonification

design be conceptualized for data in ratio scale, i.e., without

a negative polarity, the data space only contains quadrant I.

Naturally, a data space can also include combinations of uni-

and bi-polar dimensions, i.e., quadrants I and II or quadrants

I and IV.

In the center of each quadrant, we have one reference

coordinate, referred to as the standard [SI to IV = (±0.5,±0.5)].

Sounds evaluated against the standard are called the variables.

From every standard, we can either move along the positive or

negative x-direction (±1x), the positive or negative y-direction

(±1y), or the positive diagonal (+1x/ + 1y). Only these 5

motions will be tested during the experiment to keep it short.

The normalized data space is necessary in order to compare

a number of evaluated sonifications, independent of their

intended use case.

4.3. Data normalization

The abstract data space does not have to equal the data

space for the intended sonification use case. If we designed our

sonification to deal with values that lie well outside the range of

the data space, we need to carry out a normalization.

For example, we may want to sonify if and how much the

temperature t and the chlorine level c of the water in our hot

tub deviate from your target temperature ttar = 39◦C and

chlorine level ctar = 3 ppm. Acceptable temperature ranges from

tmin = 35◦C to tmax = 42◦C and chlorine levels from cmin = 1

ppm to cmax = 4 ppm. In this case, we normalize our sensor data

in relation to our target values to conformwith the data space via

x =



























1, if t ≥ tmax

t−ttar
tmax−ttar

, if ttar < t < tmax

t−ttar
ttar−tmin

, if tmin < t ≤ ttar

−1, if t ≤ tmin

(1)

and

y =



























1, if c ≥ cmax

c−ctar
cmax−ctar

, if ctar < c < cmax

c−ctar
ctar−cmin

, if cmin < c ≤ ctar

−1, if c ≤ cmin

(2)

Equations 1 and 2 are transforms from the sensed

or defined input data to the abstract, normalized

mapping data. The transform is also referred to as

data normalization or piecewise linear transfer function

(Hermann, 2002, p. 38).

Naturally, the data normalization can be preceded

by additional transforms. For example, it may be

meaningful to transform from the measured concentration

of hydrogen ions in a liquid to the logarithmic

pH value.

4.4. General procedure

The general procedure of a JND experiment using the

2AFC approach is simple. First, the conductor explains to

the participant that a new type of informative sound is

being tested. It is wise to present the sonification of discrete

coordinates in ascending and descending order and visualize

them on a graph similar to Figure 2, and, ideally even let the

participants explore the sonification interactively themselves,

using a computer mouse or any other familiar human interface
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FIGURE 2

The mapping space. It has two linear dimensions that are normalized from −1 to 1. The maximum likelihood procedure (MLP) is carried out in 5

directions (small arrows) at 4 locations (SI to SIV) to quantify the perceptual resolution, hysteresis e�ects, and perceptual interferences. The

standards lie in the center of each quadrant.

device. This way, the participants can familiarize themselves

with the sound, which characteristics it has, and how small or

large the intensity or magnitude of each characteristic can be.

To test the new type of sound, sound pairs will be presented

to the participant, who has to judge which of the two has

the larger intensity, magnitude, or significance of a certain

characteristic, i.e., which one lies further away from the center

of the coordinate origin in the respective example. They have

to do this over and over, for different regions within the

presented graph.

4.5. Signal preparation

In this section, the experiment will be explained for quadrant

I. The same procedure has to be carried out for quadrants II to

IV, respectively.

First, we produced the sound of the standard, i.e., we sonify

coordinate (0.5, 0.5). Next, we produced the variable test sounds.

For the positive x-direction, these are (0.5 + α, 0.5), where α

goes from 0.001 to 0.1 in steps of 0.001, yielding J = 100

test sounds. Likewise, we produced 100 test sounds for the
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negative x-direction (0.5 − α, 0.5), for the positive y-direction

(0.5, 0.5 + α), the negative y-direction (0.5, 0.5 − α) and the

diagonal (0.5 + α, 0.5 + α). The sounds should last for 3 to 5 s,

followed by a pause of equal length (Bonebright and Flowers,

2011, p. 114).

Note that discrete test sounds of finite duration may be

different from the sound of the sonification in the intended use

case, where it may be continuous. Therefore, we need to ensure

that the test sounds do not provide audible cues that would not

appear during the usual sonification usage. For example, we may

need to ramp the signal to avoid audible clicks at the onset and

offset of the sound. Imagine the x value was mapped to the

frequency of a low frequency oscillator (LFO) that modulated

the frequency of a carrier, creating a vibrato effect. Here, wemust

ensure that the sound of the standard and the variable start at the

same phase of the LFO cycle. This way the listener’s judgments

will not be biased by the phase at the onset of the two sounds.

Furthermore, we should choose a long ramp at the offset. This

gradual fade-out will ensure that listeners do not compare the

two sounds based on the phase of the LFO cycle during the

note offset.

4.6. Psychometric functions

A psychometric function describes how likely a participant

can distinguish two stimuli. This function is sampled for each

individual during a 2AFC experiment and can be expressed as

9(x;α,β , γ ) = γ + (1− γ )f (x;α,β) . (3)

Here, the chance to guess correctly lies at γ = 50%, and

the function should converge to this threshold toward the lower

end, the floor. Ideally, the ceiling should be 100%, even though an

attentional lapse (Grassi and Soranzo, 2009, p. 22; Opstal, 2016,

p. 220) could reduce the ceiling a bit.

The function f (x;α,β) approximates the sampled

psychometric function by a sigmoid function, like the

logistic function

flogistic(x;α,β) =
1

1+ eβ(α−x)
, (4)

where α is the midpoint on the x-axis and β manipulates the

slope of the curve.

4.7. Maximum likelihood procedure

Before starting the experiment, several psychometric

functions are formulated, referred to as hypotheses Hj. These

have the same slope β and chance level γ , but different

midpoints α that spread over the complete range in which the

JND is assumed to lie. An example is given in Figure 3.

After every trial n, the likelihood of each hypothesis to equal

the participant’s psychometric function can be calculated as

L(Hj) =

n
∑

i=1

C lgH(xi)+W lg
(

1− H(xi)
)

(5)

where x is the stimulus magnitude and the index i addresses

all previous trials up to the latest trial. Here, the exponents C

equals 1, if the participants give the correct answer, otherwise

it is 0. Respectively, W equals 1 if the answer is wrong and 0 if

the answer is correct. The hypothesis with the highest likelihood

gives the best approximation of a subject’s psychometric curve

with the answer given from trial 1 to the nth trial. The calculated

likelihood is recalculated every trial and becomes more accurate,

so the last trial of the whole experiment returns the best estimate.

4.8. Stimulus selection method

It is certainly motivating to start with a clearly audible

difference, like the sound of coordinate (0.57, 0.5). After each

trial, the subject’s most likely JND is the inverse function of his

or her psychometric function at its ptarget, i.e.,

9−1(ptarget) = αj −
1

β
ln

(

1− γ

ptarget − γ
− 1

)

. (6)

This calculated ptarget will be the stimulus for the next trial.

This way we ensure that most trials in the experiment are near

the JND. In a 2AFC task, ptarget equals 80.9%, which minimizes

the variability in the estimate of the threshold (Green, 1993).

4.9. Conventions

Maximum likelihood procedures allow for many decisions

to adapt to the given task and the specific objective of an

experiment. For sonification evaluation, the main objective is

to quantify

1. the perceptual resolution (JND)

2. hysteresis effects (h) and

3. perceptual interferences (δ) between

x and y in quadrants SI to IV.

Therefore, we suggest using the values indicated in Table 1

that allow for a quick, reliable, and comparable evaluation of

two-dimensional sonification designs.

However, a premise to evaluate a multidimensional

sonification with potential end-users utilizing the proposedMLP

is that the sonification dimensions sound fairly linear. To assist

in achieving linearity, the procedure should be carried out by
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FIGURE 3

Six exemplary hypotheses (blue) and the actual psychometric function (yellow). Even though the slope is di�erent, H3 approximates the just

noticeable di�erence (JND) well.

the sonification designers and some colleagues with standards

that equally sample the axes of the normalized data space, i.e.,

the tick marks in Figure 2. This “light” experiment is an aid for

sonification design.

4.10. Demonstrations to the participants

Before we started the actual experiment, we should

presented some audio examples to the participants (Bonebright

and Flowers, 2011, p. 117). We suggested to sonify the

coordinate (0.6, 0.6) to them as a reference, (0.601, 0.6) as a

“probably inaudible difference,” (0.7, 0.6) as a “probably clearly

audible difference,” and then some coordinate near our personal

JND, just to give them the feel for the level of nuances they

should try to achieve.

5. Anticipated results

At each standard SI to IV, the MLP yields 5 JNDs, namely

1. along the x-direction, toward x = 0 (i.e., JNDS(−1x)) and

2. away from x = 0 (i.e., JNDS(+1x)),

3. along the y-direction, toward y = 0 (i.e., JNDS(−1y)) and

4. away from y = 0 (i.e., JNDS(+1y)),

5. and along its diagonal (i.e., JNDS(+1x,+1y).

These JNDs inform about the perceptual resolution, the

presence, direction and intensity of hysteresis effects, and the

degree of perceptual interference as explained below.

5.1. Perceptual resolution

In each quadrant, the perceptual resolution is described by

two JNDs, namely the JNDwhen increasing the absolute value of

either x or y, i.e., JNDS(+1x) and JNDS(+1y). These directions

are indicated as the orthogonal, green arrows in Figure 2.

For example, the JNDSI (+1x) reveals the perceptual

resolution of the x-dimension in quadrant I. Ideally, these JNDs

are very small, indicating a high perceptual resolution of the

respective dimension. In the proposed method, the smallest

possible value is 0.001, which would indicate that 1/0.001 =

1000 steps can be distinguished by listeners in quadrant I, given
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TABLE 1 Proposed values for a standardized maximum likelihood procedure (MLP) to evaluate two-dimensional sonification designs.

Standard γ f (x; α,β) β α ptarget J hypotheses Trials

(±0.5,±0.5) 50% 1
1+eβ(α−x) 100 0.001 ≤ α ≤ 0.1 80.9% 100 12

TABLE 2 The perceptual resolution of each dimension in each

quadrant.

I II III IV

x JNDSI (+1x) JNDSII (+1x) JNDSIII (+1x) JNDSIV (+1x)

y JNDSI (+1y) JNDSII (+1y) JNDSIII (+1y) JNDSIV (+1y)

that the parameter mapping along the respective dimension is

truly linear from x = 0 to x = 1. The highest possible JND is 0.1,

which would indicate that 1/0.1 = 10 steps can be distinguished

by listeners. This score is very low. Such a sonification is not

suitable for the presentation of a continuous axis in interval or

ratio scale, but rather for ordinal or nominal data.

The perceptual resolution should be reported as a table, as

demonstrated in Table 2.

Preceding the sonification evaluation experiment,

sonification designers should ensure linearity of the axis

by measuring JND(+1x) at each tick mark along the x-axis

and JND(+1y) at each tick mark along the y-axis in a “light”

self-experiment. Here, the JND at every tick mark of each axis

polarity should be equal. If this is not the case, the parameter

mapping function needs to be adjusted.

5.2. Hysteresis e�ects

In each quadrant, the ratio between the JND along the

positive and along the negative direction of a dimension

informs us about hysteresis effects. Ideally, JNDS(−1x) equals

JNDS(+1x), meaning that no hysteresis effects exist along x in

the respective quadrant. If either JND is greater, it implies that

larger changes along that direction are necessary in order to

be audible. As a fairly linear mapping is a prerequisite for the

listening experiments, the ratio between the two JNDs indicates

the strength and direction of a hysteresis effect, calculated as

hS(x) = 0.5 lg
JNDS(−1x)

JNDS(+1x)
. (7)

The fraction in Equation 7 yields a positive value that lies

between 0.001/0.1 = 10−2 and 0.1/0.001 = 102, so the score

hS(x) is normalized to values between −1 and 1. Here, positive

values mean that when approaching the coordinate origin, larger

steps are necessary in order to be audible, compared to the

situation in which you move away from the coordinate origin.

In other words, positive values indicate that the perceptual

TABLE 3 The hysteresis e�ects of each dimension in each quadrant.

I II III IV

x hSI (x) hSII (x) hSIII (x) hSIV (x)

y hSI (y) hSII (y) hSIII (y) hSIV (y)

resolution in the direction of the coordinate origin is higher

compared to the other direction along the respective dimension.

The larger the absolute value of hS(x), the stronger this hysteresis

effect. Naturally, a respective hS(y) quantifies the hysteresis

effects along the y-dimension.

The hysteresis scores should be reported as a table for each

quadrant and direction, as demonstrated in Table 3.

Whether hysteresis effects are acceptable or problematic

depends on the intended use case.

5.3. Perceptual interference

The diagonal JND, i.e., JNDS(+1x,+1y), is an indicator

of perceptual interference, especially in relation to the JNDs of

the single dimensions JNDS(+1x) and JNDS(1y). These are

indicated as green arrows in Figure 2.

First, we define the minimum JNDSmin
as the smaller value

of JNDS(+1x) and JNDS(+1y), i.e.,

JNDSmin
= min

(

JNDS(+1x), JNDS(+1y)
)

(8)

and the maximum JNDSmax
as the larger one, i.e.,

JNDSmax
= max

(

JNDS(+1x), JNDS(+1y)
)

. (9)

Their ratio is our threshold T defined as

TS = 0.5 lg
JNDSmax

JNDSmin

. (10)

Equation 10 is similar to our hysteresis definition, Equation

7. But as min ≤ max, TS can only take values from 0 to 1.

The degree of perceptual interference δ is defined as

δS = 0.5 lg
JNDS(+1x,+1y)

JNDSmin

. (11)
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TABLE 4 The perceptual interference in each quadrant.

δ Q

SI δSI Q(δSI )

SII δSII Q(δSII )

SIII δSIII Q(δSIII )

SIV δSIV Q(δSIV )

Here, the score δS could theoretically take values from −1

to 1. Qualitatively, we can distinguish four cases of perceptual

interference Q(δ), namely

Q(δ) =



























positive interference, if δS < 0

no interference, if δS = 0

usual interference, if 0 < δS ≤ TS

negative interference, if δS > TS

. (12)

Positive interference is a rare case in which changes along

one dimension improve the user’s precision in detecting changes

along the second dimension. No interference implies that

the two dimensions are orthogonal, which is also very rare

not only in audition, but also in psychology in general. The

usual interference implies that the JND along the diagonal

lies somewhere between the JND of the single dimensions.

If the JND of the diagonal is even larger than the larger

of the two single-dimension JNDs, we refer to that as

negative interference.

The quantitative and qualitative interference of all quadrants

should be reported in a table, as shown in Table 4.

6. Discussion

In this paper, we gave an overview of design and evaluation

methods of sonification and the ongoing debate on the

potentials and limitations of psychoacoustic methods to assist

in sonification research.

A PsychoAcoustical Method for the Perceptual Analysis

of multidimensional Sonification utilizes an MLP in a JND

experiment to apply on multidimensional sonifications.

The proposed MLP for the evaluation of two-dimensional

sonification designs fulfills the three main quality criteria of

scientific test:

1. It is objective, as the procedure and the measures are

standardized, and even the qualitative categories are derived

from quantitative thresholds.

2. It is reliable, as has been demonstrated by numerous

comparative studies (Pentland, 1980; Shelton et al., 1982;

Madigan and Williams, 1987), and also has a high

test-retest reliability.

3. Its validity is high for passive data sonification because

participants of the experiment carry out a task related to the

typical usage of passive sonification.

Applying the proposed experiment on a two-dimensional

sonification of a normalized data space yields quantitative

and qualitative results that allow the evaluation of a single

sonification design. As the method is standardized, the

experiment is repeatable and results can be compared between

multiple studies.

PsychoAcoustic Method for the Perceptual Analysis of

multidimensional Sonification has many advantages:

1. It can aid in achieving perceptual linearity during the

sonification design stage (by using the “light” experiment).

Here, PAMPAS “light” helps identify by how much (1β) an

audio parameter β of any sonification has to be increased

for different values of β to be just noticeable. Perceptual

linearity is important for a proper understanding of data

trends and relations.

2. It directly measures the perceptual resolution of each axis of

a sonification, given by the JND. The JND is a perceptual

limitation that can hardly be overcome through better

instructions, training, or concentration.

3. It quantifies the degree of perceptual interference between the

two axes of a sonification, given by δ. Perceptual interference

can obscure the data. In Cartesian coordinates, for example,

the distance and angle of a coordinate can only be derived

from the x- and the y-coordinate if both axes are orthogonal

and perceptually independent.

4. It quantifies the amount and the direction of hysteresis effects

of each sonification dimension, given by h. Depending on the

intended use case, hysteresis effects in sonification may be

acceptable and could be counter-balanced, if the amount and

direction of hysteresis effects are known.

5. It provides comparability between various sonification

designs, even if the experiments are carried out

by different research groups. This can save a lot of

experimental time.

This way PAMPAS is a powerful means to evaluate the

perceptual aspects of multidimensional sonification directly. As

mentioned above, evaluating sonifications by letting participants

solve a task using one or multiple sonifications and then

visualizing, which is a common practice, to reveal performance

of users. Additional measures, like NASA-TLX, BUZZ, and other

questionnaires reveal cognitive aspects that may contribute

to the measured performance. What has been missing was

measures to reveal perceptual aspects that may contribute to

the measured performance. These are delivered by PAMPAS.

Consequently, PAMPAS does not replace other user experiments

but complements them.

Note that the proposed method has several

limitations, too.
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1. The participants in the experiment are attentively focused on

judging the sound. This may also be the case for the intended

use case of the sonification. But it may also be the actual use

case involving shared attention, which is likely to increase the

JND and the amount of interference, due to cognitive aspects

(Anderson and Sanderson, 2009).

2. The participants in the experiment do not interact with the

sound. This may be the case in a data monitoring task. But

it may also be that the user interacts with the data and the

sound. It can reduce the JND and also hysteresis effects if

changes in sound are meaningfully related to (inter-)action

(cf. Ziemer and Schultheis, 2018). But it may also increase the

JND if the sound does not behave in an expected way.

3. The experiment is unimodal. This may be the same for

the intended use case. But in other use cases, the user

may also receive cues through other sensory systems, such

as vision and touch. Multi-modal interference, such as the

McGurck effect and the ventriloquist effect (Ziemer, 2020,

chap. 4) between vision and audition, may affect the JND,

interferences, and hystereses.

4. The experiment gives participants sufficient time to listen

closely to the sonification. In a real use case, the sound

may change quickly. The experiment does not reveal the

temporal resolution of the multidimensional sonification,

i.e., it is possible that the JND increases when the data

fluctuate quickly.

5. The participants in the experiment are new to the stimuli.

This may certainly be the case for first-time users of the

sonification. However, users may familiarize themselves with

the sound and thereby learn what to listen for, i.e., which

sound aspect to focus on, potentially reducing the JND

and interferences. The experiment does not reveal such

kinds of training effects, which should be addressed through

longitudinal studies (Walker and Lindsay, 2003; Ziemer and

Schultheis, 2021).

6. The task in the described experiment is abstract. In an actual

implementation of the sonification, the sound has a certain

context and a relationship to a certain task or aspect related

to the sonified data, which may affect sound perception due

to cognitive effects.

7. Observations on interferences between two dimensions only

focus on small, equal changes of both dimensions, i.e., the

diagonal. It is not clear how these interferences transfer to

larger changes and to directions other than the diagonal.

8. The method is limited to aspects of auditory perception.

It does not include perception from other senses, such as

vision or touch. It does not consider cognitive aspects,

like fatigue, misunderstanding of a task, or inability to

judge the experiment stimuli independent from “unavoidable

physiological noises (heartbeat, pulse, breathing, blood

rushing through vessels, stomach gurgles, etc.)” (Gelfand,

2010, p. 158). It also does not investigate technical

aspects of the user interface. Consequently, it should

supplement the well-established methods of sonification

design and evaluation, like navigation tasks, NASA TLX and

subjective questionnaires.

9. The method is only described for two-dimensional

sonifications as it is typical to test for orthogonality between

two dimensions at a time (Neuhoff, 2004). However, to

evaluate a three-dimensional sonification, the experiment

can be conducted repeatedly, using x-y, x-z, and y-z axes

(Ziemer and Schultheis, 2019c).

Despite these shortcomings, the proposed method is a good

starting point for a perceptually-meaningful sound evaluation

during the sonification design stage and in the assessment phase.

It should be followed by additional experiments that address the

open questions.

Note that many more psychoacoustic methods exist and

may be suitable to aid sonification design and evaluation if

properly adapted to the aims and signals of sonification. For

example, consulting psychoacoustic models (Aures, 1985a,b;

Zwicker and Fastl, 1999), and especially those designed for

transient sounds like (Leman, 2000; Sottek, 2016), could give a

reasonable prediction of perceptual linearity, orthogonality, and

psychoacoustic annoyance (Zwicker and Fastl, 1999, chap. 16).
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