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A B S T R A C T   

Purpose: To develop and validate deep learning algorithms that can identify and classify angle- 
closure (AC) mechanisms using anterior segment optical coherence tomography (AS-OCT) 
images. 
Methods: This cross-sectional study included participants of the Handan Eye Study aged ≥35 years 
with AC detected via gonioscopy or on the AS-OCT images. These images were classified by 
human experts into the following to indicate the predominant AC mechanism (ground truth): 
pupillary block, plateau iris configuration, or thick peripheral iris roll. A deep learning archi
tecture, known as comprehensive mechanism decision net (CMD-Net), was developed to simulate 
the identification of image-level AC mechanisms by human experts. Cross-validation was per
formed to optimize and evaluate the model. Human-machine comparisons were conducted using 
a held-out and separate test sets to establish generalizability. 
Results: In total, 11,035 AS-OCT images of 1455 participants (2833 eyes) were included. Among 
these, 8828 and 2.207 images were included in the cross-validation and held-out test sets, 
respectively. A separate test was formed comprising 228 images of 35 consecutive patients with 
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AC detected via gonioscopy at our eye center. In the classification of AC mechanisms, CMD-Net 
achieved a mean area under the receiver operating characteristic curve (AUC) of 0.980, 0.977, 
and 0.988 in the cross-validation, held-out, and separate test sets, respectively. The best- 
performing ophthalmologist achieved an AUC of 0.903 and 0.891 in the held-out and separate 
test sets, respectively. And CMD-Net outperformed glaucoma specialists, achieving an accuracy of 
89.9 % and 93.0 % compared to 87.0 % and 86.8 % for the best-performing ophthalmologist in 
the held-out and separate test sets, respectively. 
Conclusions: Our study suggests that CMD-Net has the potential to classify AC mechanisms using 
AS-OCT images, though further validation is needed.   

1. Introduction 

Nearly half of all cases of glaucoma-related blindness can be attributed to primary angle-closure glaucoma (PACG), which affects 21 
million individuals worldwide [1,2]. China, where approximately 3.1 million individuals are blind in at least one eye and 1.6 million 
individuals are blind in both eyes secondary to angle-closure (AC) disease, accounts for 48 % of PACG cases globally [1–3]. 

A universal classification has not been established for AC; however, the classification system proposed by the International Society 
of Geographic and Epidemiologic Ophthalmology has become the most frequently cited and used system [4]. The term primary 
angle-closure disease (PACD) encompasses primary angle-closure suspects (PACS), primary angle-closure (PAC), PACG, and acute 
angle-closure crisis (AACC) [4]. 

The subtypes of PACD have varying underlying AC mechanisms [5]. Pupillary block (PB) is the major underlying mechanism of 
AACC [5–8]. Chronic AC may occur in PACS, PAC, and PACG due to a variable combination of iris-angle crowding mechanisms in 
addition to PB, including plateau iris configuration (PIC), relatively anterior iris insertion, thick peripheral iris roll (TPIR), or exag
gerated lens vault (ELV) [6,8–10]. Multiple mechanisms of AC act in tandem in the majority of cases of chronic PACD [9,11]. 

Discerning the underlying mechanisms of PACD in individual cases is necessary and has important implications in the selection of 
optimal treatment [6,7,10,12–16]. Gonioscopy, a challenging clinical technique with limited interobserver agreement, is the most 
frequently used method for the assessment of AC [17]. Accurate, automated methods that can identify AC mechanisms will assist in the 
diagnosis and treatment decision-making. In addition, such methods will help mitigate the risk of misdiagnosing PB as the dominant 
mechanism and consequent overuse of laser peripheral iridotomy (LPI) for prophylaxis and treatment, which will also benefit resource 
allocation. 

Anterior segment optical coherence tomography (AS-OCT) plays an important role in the care of patients with PACD. Its excellent 
repeatability and reproducibility have enabled non-contact quantitative and qualitative analyses of anterior segment parameters [12, 
18]. Moreover, AS-OCT can acquire images of each of the four anterior chamber quadrants and a circumferential scan simultaneously 
[18,19]. 

Previous studies have established methods for classifying AC mechanisms using AS-OCT images, which rely on the input of cli
nicians or researchers [11,20,21]. A previous study reported a good intra-observer correlation between the identification of AC 
mechanisms using ultrasound biomicroscopy (UBM) versus AS-OCT images (kappa = 0.87) [22]. Nevertheless, automation is an 
attractive progression as it circumvents the limitations associated with manual methods, such as subjectivity and clinician time 
constraints. 

There is a significant precedent for the use of deep learning approaches in ophthalmology, which has been enabled by the 
convergence of advanced computational techniques and the availability of large datasets [23–25]. However, the application of deep 
learning approaches to the qualitative assessment of AC mechanisms remains limited. Challenges related to its implementation include 
the acquisition of large sets of AS-OCT images and complex feature recognition that require a comprehensive long-range and 
detail-oriented judgment which most convolutional neural networks (CNNs) are incapable of. Moreover, identifying the dominant AC 
mechanism in the presence of minor mechanisms remains challenging. 

This study aimed to establish a large sample size of AS-OCT images for the exploration of AC mechanisms to enable the devel
opment of deep learning algorithms. In addition, a deep learning system, known as comprehensive mechanism decision net (CMD-Net), 
was developed based on a state-of-the-art hierarchical vision transformer architecture that used the “distilling strategy” to incorporate 
attention mechanisms to enable whole-image differentiation of specific tissue features [26]. 

2. Methods 

2.1. Participants and ophthalmic examination 

The participants of this study were selected from the 5-year follow-up cohort of the Handan Eye Study (HES), a population-based 
study. The HES enrolled adults aged ≥30 years residing in rural areas in Handan County, Hebei Province, China [27]. Surviving 
members of the original HES cohort were re-examined for the 5-year follow-up between May 2012 and June 2013 [28]. 

All participants underwent a comprehensive ophthalmic examination, including visual acuity measurement using the participant’s 
refractive correction, best-corrected visual acuity measurement, objective and subjective refraction, slit-lamp biomicroscopy, AS-OCT 
imaging, visual field testing, applanation tonometry, A-scan ultrasound biometry, and fundus examination. One in ten participants, in 
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addition to all participants with a limbal anterior chamber depth ≤40 % according to the modified van Herick system, an intraocular 
pressure (IOP) > 21 mmHg, and those with a history of glaucoma or suspected glaucoma underwent gonioscopy. Gonioscopy was 
performed by glaucoma specialists using a one-mirror Goldmann gonioscopic lens (Ocular Instruments, Bellevue, WA) at × 25 
magnification under no ambient illumination at baseline and follow-up. 

Participants aged ≥35 years at the time of the follow-up who were diagnosed with AC via gonioscopy or on AS-OCT (defined as 
contact between the iris and any part of the angle wall anterior to the scleral spur for ≥2 quadrants) at baseline or follow-up were 
included in this analysis [29]. AC was detected via gonioscopy was defined as the presence of PACS (iridotrabecular contact ≥180◦ on 
static gonioscopic examination, IOP ≤21 mmHg, no peripheral anterior synechiae [PAS], and healthy optic nerves), PAC (IOP >21 
mmHg or the presence of PAS), or PACG (PAC with glaucomatous optic neuropathy [GON]). 

Participants meeting any of the following criteria were excluded from the analysis:  

• History of intraocular surgery, penetrating eye injury, or corneal disorders causing opacity or edema precluding anterior chamber 
assessment.  

• Receiving topical and/or systemic medications that could modulate the iris or angle configuration (cholinergics or anticholinergics; 
adrenergic agonists or antagonists; serotonin; norepinephrine; and dopaminergic drugs, including their precursors and dopamine 
reuptake inhibitors, monoamine oxidase inhibitors, opioid agonists and antagonists, and histamine receptor antagonists).  

• History of AACC, previous LPI, or argon laser peripheral iridoplasty (ALPI) with potential alterations in the AC mechanisms or 
consecutive iris atrophy and sphincter action loss. 

The study was approved by the Ethics Committee of Beijing Tongren Hospital and performed in accordance with the tenets of the 
Declaration of Helsinki. All participants provided verbal and written informed consent. 

2.2. AS-OCT image acquisition 

AS-OCT image acquisition was performed using a ZEISS Visante™ ASOCT Model 1000 device (Carl Zeiss Meditec, Inc., Dublin, CA, 
USA) under standardized dim illumination (approximately 3 lx). An internal fixation target was presented with the participants’ 
refractive correction in place to acquire measurements in an unaccommodated state. All acquisitions were obtained by a trained 
ophthalmic technician blinded to the participants’ examination data. All images were acquired in the “anterior segment quadrant” 
mode at the 0◦–180◦, 45◦–225◦, 90◦–270◦, and 135◦–315◦ meridians with the images centered on the pupil. The eyelids were retracted 
gently to improve vertical image acquisition while avoiding inadvertent pressure on the globe. Image acquisition was repeated if the 
visibility of the scleral spur was poor. 

2.3. Ground truth labeling 

An ophthalmologist trained in image examination labeled each AS-OCT image as PB, PIC, TPIR, or ELV via visual inspection to 
denote the major AC mechanism. Image labeling was later adjudicated by a fellowship-trained ophthalmologist specializing in 
glaucoma. The labelers had access to the unlabeled images only and were blinded to the participants’ data. A senior glaucoma 
specialist was consulted for final arbitration in the case of disagreements. 

The AC mechanisms were categorized as follows: 

(1) PB (Supplementary Fig. 1A): Convex iris profile with a minimal zone of iris-lens contact present centrally and a shallow pe
ripheral anterior chamber.  

(2) PIC (Supplementary Fig. 1B): The peripheral iris rises from its root in apposition or close proximity to the angle wall, then turns 
sharply away from the angle toward the visual axis. The central anterior chamber is relatively deep, with a shallow periphery.  

(3) TPIR (Supplementary Fig. 1C): A thick iris forms prominent peripheral circumferential folds that occupy a large proportion of 
the angle. The central anterior chamber is relatively deep, whereas the periphery is shallow.  

(4) ELV (Supplementary Fig. 1D): Eyes with a shallow central anterior chamber in which the iris appears to drape over the anterior 
surface of the lens, resulting in a “volcano-like” or “Vesuvian” profile. The space between the surface of the iris and the 
endothelium is markedly decreased without any increase in the curvature of the iris [9,20,21]. 

Images wherein the major AC mechanism was labeled as ELV were excluded from the analysis as they were relatively few in number 
(n = 198). Thus, the ground truth labeling comprised PB, PIC, and TPIR labels. Before labeling the images used for the analyses, the 
graders were requested to label a dataset comprising the same 200 images to test the intra-observer agreement. A Kappa value of 0.75 
was achieved. 

2.4. Image preprocessing and data augmentation 

The central 757 × 375 pixels of each AS-OCT image, which contained the entire anterior chamber, were selected and cropped as the 
region of interest (ROI). By focusing on this central region, we excluded peripheral areas that do not contain relevant clinical infor
mation, reducing noise and simplifying computational demands. After extracting the ROI, the images were reshaped into a dimension 
of 224 × 224 pixels. This uniform size is not only computationally efficient but also matches the typical input size for the pre-trained 
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models. Then images were normalized into the same range of intensity, typically adjusted the pixel values to have approximately zero 
mean and unit variance, which accelerates the convergence during model training. 

Before fed into the model, data augmentation was conducted for a better generalization, enhancing the model’s ability to generalize 
across various clinical scenarios. The image diversity was enriched by random rotation between − 20◦ and 20◦, mimicking the potential 
tilting of patients’ eyes during scans; and random shift up to 10 pixels in both horizontal and vertical directions, simulating slight 
misalignments caused by patient movements; scaling transformations adjusting natural size variations among different individuals or 
different imaging settings; and random horizontal flipping that doubles the effective dataset size regarding left-right variations of 
anatomical structures. 

2.5. Algorithm design 

We designed a deep learning model called CMD-Net for classifying AC mechanisms based on AS-OCT images. CMD-Net combines 
the advantages of two powerful architectures: vision transformers and distilling strategies. 

The algorithm employs a teacher-student strategy known as distilling, where a CNN serves as the “teacher” model and a vision 
transformer acts as the “student” model. 

Labels were assigned to the major AC mechanism only during ground truth labeling, despite the likelihood of each image depicting 
coexisting minor mechanisms. It was deemed preferable for the model to learn the relationships between all contributory AC mech
anisms to improve its performance and minimize labeling noise, which may arise if the sole focus is on the major mechanism. Hence, 
distilling was incorporated to establish an implication relationship between the image and minor AC mechanisms. 

The output probability of the specific class of a deep learning model is typically produced by a softmax activation function that 
converts the logit computed for each class into a probability by comparison with other logits. 

qi =
exp (zi/T)

∑
jexp (zi/T)

where the parameter “temperature” (T) is normally set to one in the distilling theory [30]. However, a high temperature value could be 
advantageous in our task as it would soften the probability distribution over the three classes, which could smoothen and reduce the 
noise associated with the hard labels by enabling smaller possibilities to branch from the main mechanism. 

A convolutional network paradigm, Inception-V4, was trained as a teacher model in a previous experiment [31]. The output logits 
were processed through a distillation module with the temperature value set to 100, and soft labels were produced for the student 
model. 

A Swin-transformer model was developed as the student model to automatically classify AC mechanisms in a manner that mimics 
that of ophthalmologists. By leveraging attention mechanisms, the transformer architecture can capture long-term dependencies to 
identify the relationships among specific tissue features over whole images for different mechanisms. A minuscule but efficient version 
of the Swin-transformer, the Swin-T, was selected as the classification backbone. Unlike CNN operations, the grayscale AS-OCT images 
passed through a splitting module when input into Swin-T and were divided into non-overlapping patches before entering the main 
architecture. 

The main architecture contained four types of stages, each incorporating a linear embedding or patch merging module and Swin- 
transformer blocks to jointly produce a hierarchical representation. In contrast to typical transformers, Swin replaces the multi-head 
self-attention module by shifting the window-based self-attention module and building connections among windows in the preceding 
layers to achieve efficient batch computation [26]. Let Q be the query, K the key and V the value matrix, self-attention similarity is 
calculated as the following formula, where d denotes the query/key dimension and B stands for the positioning bias [26]. 

Attention(Q,K,V)= SoftMax
(

QKT
̅̅̅
d

√ +B
)

V 

For the Swin Transformer, the architecture is organized into four stages with block numbers set as 2, 2, 6, and 2, respectively. The 
model undergoes a comprehensive pre-training phase on the ImageNet-22K dataset, which comprises approximately 14.2 million 
images spanning 22,000 classes. This extensive pre-training helps in developing robust feature representations that can generalize well 
across a wide range of tasks and datasets. Additionally, the training process includes a warm-up period, during which learning rates are 
gradually increased. This warm-up phase is crucial for stabilizing the training dynamics early in the training process, which helps in 
achieving better convergence and overall performance. 

The deep learning system was implemented using PyTorch. The models were pre-trained on the ImageNet dataset and trained with 
a batch size of 256 using the Adam optimizer [32]. All experiments were conducted on a server with 32 central processing units, using 
four NVIDIA Tesla P100 graphic processing units. 

All AS-OCT images were randomly divided into five independent datasets. Among them, 80 % were used to form the cross- 
validation set for four-fold cross-validation (for the training and validation phases). A held-out test was conducted with the remain
ing 20 % (held-out test set) to evaluate the final performance of the artificial intelligence (AI) model against ophthalmologists. The 
training and test sets comprised images split at the image level and were not categorized by eye or patient type. In addition, a separate 
dataset (separate test set) comprising 228 AS-OCT images of 35 participants with PACD (clinic-based samples) aged ≥40 years from 
our eye center was also used to test generalizability. This dataset was collected independently of those used for the training, validation, 
and testing phases. 
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2.6. Evaluation and interpretation 

Participant characteristics are presented as mean ± standard deviation (SD) for continuous data and as frequency (%) for cate
gorical variables. 

Cross-validation and human-machine comparisons were conducted to evaluate the performance of the model and access the 
generalizability. To investigate the contributions of the distilling strategy, we conducted experiments on the cross-validation set using 
CMD-Net and a baseline model lacking a distilling module (Swin-Transformer). For human-machine comparison, three senior oph
thalmologists specializing in glaucoma, that had 5–10 years of clinical experience, were independent from those who were involved in 
ground truth labeling, and were blinded to patient data, classified the AC mechanisms using the AS-OCT images. 

The area under the receiver operating characteristic (ROC) curve (AUC) with 95 % confidence intervals (CI), accuracy, sensitivity, 
specificity, F1 score, positive predictive value (PPV), and negative predictive value (NPV) were calculated to evaluate the performance 
of CMD-Net [33]. The ROC curve is typically used for binary classification measurements; however, it can be used for multi-class 
classification measurements by converting predictions into several one-versus-the-rest binary classifications [34]. The ROC curve 
can then be plotted from these binary classifications using the micro-averaging technique [34]. Raw and normalized confusion 
matrices were applied to visualize specific performance with a table layout in which each row represented the true class and each 
column represented the predicted class to intuitively demonstrate the distribution of mislabeled instances via a color overlay. 

A gradient-weighted class activation mapping (grad-CAM) technique, which has been used in several AI clinical applications to 
visualize the regions leading to final predictions, was used to create heat maps for interpretation [35]. This study applied this visu
alization method to both CMD-Net and Inception-V4, which served as the teacher model, to provide insight into the differences 

Fig. 1. Flow chart showing the enrolment of participants, eyes, and ASOCT images. AS-OCT: anterior segment optical coherence tomography; 
ELV: exaggerated lens vault. 
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between CMD-Net and the state-of-the-art CNN-based method. 

3. Results 

3.1. Key findings 

Our deep learning model (CMD-Net) accurately classified AC mechanisms from AS-OCT images and outperformed both human 
experts and baseline models. The model showed good generalizability when tested on an independent dataset. Moreover, CMD-Net 
focused on clinically relevant eye structures when making decisions, similar to how experts examine images. 

3.2. General data 

A total of 2980 eyes of 1490 participants with AC from the HES cohort were eligible for inclusion in this study. A total of 147 eyes 
were excluded from the analyses: 27 eyes with open angles, 13 eyes without gonioscopy results, 11 eyes with anterior segment ab
normalities, 39 eyes with no or poor-quality AS-OCT images, and 57 eyes with ELV as the major AC mechanism. A total of 11,332 AS- 
OCT images of 1455 participants (2833 eyes) with AC were included. A total of 297 AS-OCT images were excluded because of poor 
image quality. Thus, the final dataset comprised 11,035 AS-OCT images of 1455 participants (2833 eyes) with AC (Fig. 1). 

The mean age of the participants was 61.5 ± 9.2 years. A total of 474 (32.6 %) participants were males, and 981 (67.4 %) par
ticipants were females. Among the 2833 included eyes, 1672 had PACS, 182 had PAC, and 979 had AC on the AS-OCT images. 

Based on the ground truth labels, 177 eyes (6.3 %) had a single AC mechanism detectable on the AS-OCT images (PB, 135 eyes; PIC, 
42 eyes; TPIR, 0 eyes). A total of 2656 eyes (93.7 %) had multiple AC mechanisms detectable on the AS-OCT images (PB + PIC, 289 
eyes; PB + TPIR, 647 eyes; PIC + TPIR, 168 eyes; and PB + PIC + TPIR, 1552 eyes) (Supplementary Fig. 2). The characteristics of the 
enrolled participants and their eyes are presented in Table 1. 

3.3. Cross-validation 

The 11,035 AS-OCT images were randomly divided into five independent datasets, each comprising 2207 images, with four 
datasets for cross-validation and one dataset for the held-out test (Table 2 and Supplementary Table 1). An overview of the perfor
mance of the model (confusion matrices and ROC curves) for the four-fold cross-validation is presented in Fig. 2(A–I). 

Our models (CMD-Net, represented by the blue lines) achieved excellent performance in classifying AC mechanisms and out
performed the baseline models (represented by the orange lines) with a mean AUC of 0.980 (95 % CI, 0.975–0.985) compared to 0.969 
(95 % CI, 0.963–0.976) in the validation sets. The best-performing model was selected as the final prediction model. This model (CMD- 
Net on fold-3) achieved an AUC of 0.981 (95 % CI, 0.976–0.986), an accuracy of 90.3 % (95 % CI, 89.0%–91.5 %), a sensitivity of 89.3 
% (95 % CI, 86.7%–91.3 %), and a specificity of 94.7 % (95 % CI, 93.5%–95.8 %). 

3.4. Human-machine comparison 

Human-machine comparisons were performed for the held-out and separate test sets (Table 2 and Supplementary Table 1). Pre
dictions from the model and three glaucoma specialists were obtained for each image. Fig. 3 (A–E) and Fig. 4 (A-E) present the 

Table 1 
Characteristics of the study participants/eyes.  

Parameter Participants/eyes (n = 1455/2833) 

Age (Mean ± SD), years 61.5 ± 9.2 
Gender  

Male (%) 474 (32.6) 
Female (%) 981 (67.4) 

Diagnosis  
Eyes with PACS (%) 1672 (59.0) 
Eyes with PAC (%) 182 (6.4) 
Eyes with 90◦ ≤ ITC < 180◦ plus angle-closure on ASOCT images (%) 979 (34.6) 

Eyes with a single Angle-Closure mechanism (%) 177 (6.3 %) 
Solely PB 135 
Solely PIC 42 
Solely TPIR None 

Eyes with multiple Angle-Closure mechanisms (%) 2656 (93.7 %) 
PB + PIC 289 
PB + TPIR 647 
PIC + TPIR 168 
PB + PIC + TPIR 1552 

SD, standard deviation; PACS, suspected primary angle-closure; PAC, primary angle-closure; ITC, iridotrabecular contact; AS- 
OCT, anterior segment optical coherence tomography; PB, pupillary block; PIC, plateau iris configuration; TPIR, thick periph
eral iris roll. 
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performances of the specialists and the model in the held-out and separate test sets, respectively. 
The performance of CMD-Net exceeded the performance of all three human experts in classifying AC mechanisms. On the held-out 

test set (2207 AS-OCT images), CMD-Net achieved an AUC of 0.977 (95 % CI, 0.971–0.982), an accuracy of 89.9 % (95 % CI, 88.6%– 
91.1 %), a sensitivity of 88.8 % (95 % CI, 86.3%–91.0 %), and a specificity of 94.6 % (95 % CI, 93.3%–95.6 %). The average per
formance of the three ophthalmologists had an AUC of 0.885 (95 % CI, 0.870–0.900) and an accuracy of 84.6 % (95 % CI, 83.0%–86.1 
%). The best-performing ophthalmologist achieved an AUC of 0.903 (95 % CI, 0.889–0.917), an accuracy of 87.0 % (95 % CI, 85.5%– 
88.3 %), a sensitivity of 87.3 % (95 % CI, 84.6%–89.5 %), and a specificity of 93.4 % (95 % CI, 92.0%–94.6 %). 

CMD-Net showed good generalizability in the separate test set (228 AS-OCT images). The model outperformed all human experts, 
with an AUC of 0.988 (95 % CI, 0.972–1.000), an accuracy of 93.0 % (95 % CI, 88.9%–95.6 %), a sensitivity of 91.7 % (95 % CI, 82.5%– 
96.3 %), and a specificity of 95.7 % (95 % CI, 91.3%–97.7 %). The best-performing ophthalmologist achieved an AUC of 0.891 (95 % 
CI, 0.843–0.938), an accuracy of 86.8 % (95 % CI 81.8%–90.6 %), a sensitivity of 85.1 % (95 % CI, 75.1%–91.4 %), and a specificity of 
93.0 % (95 % CI, 87.8%–96.0 %). 

These results mean that the AI model was able to classify AC types more accurately than highly trained glaucoma specialists. 

3.5. Interpretation 

The heat maps created in this study (Fig. 5) show clinically relevant eye structures that CMD-Net focused on when making final 
decisions. For PB (Fig. 5A), CMD-Net typically focused on the iris, lens, and the central and peripheral anterior chamber, as indicated 
by the rectangles in Fig. 5G. For PIC (Fig. 5B), CMD-Net tended to focus on the entire iris as well as the angles (Fig. 5H), whereas for 
TPIR (Fig. 5C), the focus was largely on the folded part of the iris (Fig. 5I). Conversely, Inception-V4 showed no specific tissue foci of 
attention (Fig. 5D–F). This suggests CMD-Net learned to examine images similarly to how human experts would, focusing on the key 
anatomical features that distinguish different AC mechanisms. 

4. Discussion 

This study presents a novel deep learning model, CMD-Net, for automated classification of AC mechanisms from AS-OCT images 
[26]. By leveraging a hierarchical vision transformer architecture and distilling strategy, CMD-Net outperformed traditional diagnostic 
methods, including human expert evaluation, achieving higher accuracy, sensitivity, and specificity. And the performance of the model 
was superior to that of the baseline model without a distilling strategy. Good interpretability was shown compared with that of the 
state-of-the-art CNN model, Inception-V4. In addition, this study also demonstrated the generalizability of CMD-Net on some level. 
Thus, the findings of the present study highlight the potential of our innovative approach to improve diagnostic accuracy and stan
dardization in the assessment of AC mechanisms. However, we acknowledge that further external validation on diverse datasets is 
needed to establish the generalizability of our findings. Hence, we propose conducting multi-center studies across various geographic 
regions and ethnic groups to assess the model’s performance and adaptability in diverse populations. Additionally, we plan to evaluate 
the model’s performance across different clinical settings and conduct longitudinal studies to assess its predictive value over time. 

The accurate identification of AC mechanisms plays a crucial role in clinical practice. In patients with PACS and narrow angles, AC 
can be eliminated by favorably altering anterior segment configuration to prevent PAS formation and IOP elevation [36]. Prophylactic 
interventions for PB include the administration of topical miotics and LPI [9,12–14,37]. ALPI is usually effective in inducing iris 
stromal contraction to pull the iris root away from the angle wall and reducing peripheral iris crowding in patients with PIC or TPIR 
who may experience recurrent IOP elevation associated with creeping AC following LPI [7,9,10,15,37,38]. Lens extraction is the 
treatment of choice in cases where ELV is the dominant AC mechanism as it often provides definitive treatment and prevents GON [6,7, 

Table 2 
Performance of our models and ophthalmologists in the cross-validation, held-out, and separate test sets.  

Cross-validation set AUC (95 %CI) Accuracy (95 % CI) (%) Sensitivity (95 % CI) (%) Specificity (95 % CI) (%) 

CMD-Net on fold 1 0.978 (0.972–0.983) 89.9 (88.6–91.1) 88.8 (86.2–91.0) 94.6 (93.4–95.7) 
CMD-Net on fold 2 0.980 (0.975–0.985) 90.4 (89.1–91.6) 90.2 (87.8–92.1) 95.1 (93.9–96.1) 
CMD-Net on fold 3 0.981 (0.976–0.986) 90.3 (89.0–91.5) 89.3 (86.7–91.3) 94.7 (93.5–95.8) 
CMD-Net on fold 4 0.980 (0.975–0.986) 90.3 (89.0–91.5) 89.7 (87.2–91.7) 94.9 (93.7–95.9) 

Held-out test set AUC (95 % CI) Accuracy (95 % CI) (%) Sensitivity (95 % CI) (%) Specificity (95 % CI) (%) 

CMD-Net 0.977 (0.971–0.982) 89.9 (88.6–91.1) 88.8 (86.3–91.0) 94.6 (93.3–95.6) 
Ophthalmologist 1 0.864 (0.848–0.880) 81.9 (80.2–83.5) 82.0 (78.9–84.6) 90.8 (89.2–92.2) 
Ophthalmologist 2 0.888 (0.873–0.903) 85.0 (83.4–86.4) 85.2 (82.4–87.7) 92.4 (90.9–93.6) 
Ophthalmologist 3 0.903 (0.889–0.917) 87.0 (85.5–88.3) 87.3 (84.6–89.5) 93.4 (92.0–94.6) 

Separate test set AUC (95 % CI) Accuracy (95 % CI) (%) Sensitivity (95 % CI) (%) Specificity (95 % CI) (%) 

CMD-Net 0.988 (0.972–1.000) 93.0 (88.9–95.6) 91.7 (82.5–96.3) 95.7 (91.3–97.7) 
Ophthalmologist 1 0.843 (0.789–0.897) 80.7 (75.1–85.3) 78.8 (68.2–86.3) 89.8 (84.1–93.4) 
Ophthalmologist 2 0.860 (0.810–0.910) 80.7 (75.1–85.3) 81.7 (71.4–88.3) 90.4 (85.0–93.7) 
Ophthalmologist 3 0.891 (0.843–0.938) 86.8 (81.8–90.6) 85.1 (75.1–91.4) 93.0 (87.8–96.0) 

AUC, area under the receiver operating characteristic curve; CI, confidence interval. 
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Fig. 2. Model performance in the cross-validation set. A–D and F–I show the confusion matrices of our model and the baseline model, respectively. E shows the receiver operating characteristic 
curves with the blue lines representing our model and orange lines representing the baseline model. 
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16,37]. Several interventions may be indicated for the same eye in the presence of multiple AC mechanisms. Therefore, it is prudent to 
note that the use of automated methods to identify AC mechanisms does not obviate the requirement to sequentially re-evaluate 
anterior segment configuration following any intervention. 

Previous studies have shown that the majority of patients with PACD in China have multiple, simultaneous mechanisms 
contributing to AC in the same eye, which is in contrast to Caucasian patients with PACD, in whom PB is the most common causative 
mechanism [9,11,15]. Wang et al. reported the following breakdown of AC mechanisms in the eyes of Chinese patients based on UBM 
images: pure PB (38.1 %), pure non-PB (7.1 %, subtypes: anteriorly positioned ciliary body and iris crowding), and multiple mech
anisms (54.8 %, subtypes: PB and coexistent iris crowding; PB and coexistent anterior ciliary body positioning or all three mechanisms 
simultaneously) [11]. 

And this study confirms the expected multifactorial nature of AC in this population. Only 177 eyes (6.25 %) had a single-acting AC 
mechanism, whereas the remainder had multiple coexisting AC mechanisms. This proportion is significantly lower than the proportion 
of eyes with a single-acting AC mechanism reported by Wang et al. [10] This may be attributed to the disparate study populations, with 

Fig. 3. Human-machine comparison in the held-out test set. Confusion matrices of our model and those of the three ophthalmologists are shown 
in A, B, D, and E. The receiver operating characteristic curves are shown in C. 

Fig. 4. Human-machine comparison in the separate test set. The confusion matrices of our model and those of the three ophthalmologists are 
shown in A, B, D, and E. The receiver operating characteristic curves are shown in C. 
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predominantly PACS included in our study compared with the previous study, which predominantly included patients with AACC and 
PACG [11]. Moreover, the methodology followed in our study varied significantly, as it utilized four-quadrant AS-OCT images per eye, 
unlike single cross-sectional UBM images, which were used in the study by Wang et al. [11] It was also observed that AS-OCT images in 
some individuals displayed distinct AC mechanisms 180◦ apart within the same eye (Fig. 6 [A, B]), which highlights the potential of 
single-image analysis to result in misclassification. 

Several other studies have used UBM imaging. UBM imaging is a contact method that requires topical anesthesia and a water bath, 
with the attendant risks of infection and corneal abrasion, that is demanding in terms of time and requisite operator skill [7,18]. Angle 
configuration may be affected by the inadvertent application of pressure on the globe and the posterior displacement of the iris-lens 
diaphragm induced by a supine position [18]. Moreover, it is not possible to determine the precise location of the angle being imaged 
with UBM [18]. These limitations have led to UBM being superseded by alternative techniques, such as AS-OCT. 

Although the AS-OCT classification of AC mechanisms is well established; it is limited by subjectivity and the risk of misdiagnosis 
arising from the analysis of single cross-sectional images [10,20,21]. Analyzing images from all four quadrants of each eye may 
improve diagnostic accuracy at the expense of time efficiency, but this may be too time-consuming to be practical. This study es
tablishes a deep learning algorithm that enables the accurate and automated detection of AC mechanisms that circumvents the lim
itations of existing methods. 

Recent studies have reported advances in the application of AI in the identification of glaucoma and structural changes associated 
with disease progression, with important implications for the utility of AI in glaucoma care [25,39]. However, studies applying ma
chine learning to the recognition of AC mechanisms are limited. 

Wirawan et al. used an Adaboost classifier to determine AC mechanisms in 156 patients with PAC and PACG and achieved good 
model performance with a weighted average accuracy, sensitivity, and specificity of 84.4 %, 64.7 %, and 90.0 %, respectively [40]. 
Niwas et al. also used an Adaboost classifier in a sample of 122 patients with PACG and achieved an accuracy of 74.5 % using 23 

Fig. 5. Heatmaps for model attention for three typical angle-closure mechanisms. Original AS-OCT images are shown with the corresponding 
heatmaps for Inception-V4 and CMD-Net for pupillary block (A, D, G), plateau iris configuration (B, E, H), and thick peripheral iris roll (C, F, I). AS- 
OCT: anterior segment optical coherence tomography. 

Fig. 6. AS-OCT images demonstrating distinct angle-closure mechanisms 180◦ apart within the same eye. (A) Plateau iris configuration affecting the 
left anterior chamber angle and pupillary block affecting the right anterior chamber angle, (B) pupillary block + thick peripheral iris roll affecting 
the left anterior chamber angle (pupillary block being the major mechanism) and plateau iris configuration + thick peripheral iris roll affecting the 
right anterior chamber angle (plateau iris configuration being the major mechanism). AS-OCT: anterior segment optical coherence tomography. 
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selected features from AS-OCT images [41]. This group conducted further studies to create an expert automated system for classifying 
AC mechanisms. Using AS-OCT images from 74 patients with PACG, they achieved an overall accuracy of 89.2 % with leave-one-out 
cross-validation and an accuracy of 85.1 % with 10-fold cross-validation [12]. However, these studies are limited by their sample sizes 
and case selection within clinics as opposed to the general population, which may underrepresent or exclude the early stages of the 
disease. 

This study collated a large sample of mechanism-labeled AS-OCT images, enabling the first deep learning-based exploration of AC 
mechanism classification. AC mechanism classification lends itself to comprehensive judgment using a tradeoff of long-range feature 
relationships over whole images, necessitating an efficient architecture with a greater focus on multirange dependencies than indi
vidual features. However, this is beyond the scope of conventional CNNs. In contrast, transformer leverages the architecture to support 
the capture of long-range relationships via self-attention. Its efficacy has been demonstrated in image analysis and neurolinguistic 
programming for electronic health records [42,43]. Since AC mechanisms co-existed in most of the cases included in the present study, 
a teacher-student strategy was adopted to counteract the label noise. The strategy used in this study, known as “distilling,” is effective 
in combination with a vision transformer, with the “student” outperforming the “teacher” as measured by the tradeoff between ac
curacy and throughput [30,44]. The deep learning network developed in the present study outperformed the same classification 
network without a distilling strategy, especially in the identification of TPIR. The model also outperformed the experts, indicating its 
potential to be a useful and standard adjunct to clinical decision-making in supporting the optimal care of patients with PACD and its 
ability of reducing variability and potentially catching cases that may be missed by human evaluation alone. 

This study was population-based; therefore, the observed results may be more generalizable than those of studies using participants 
recruited from clinics. Cases of PACS and cases with anatomically narrow drainage angles outweighed cases of PAC and PACG in the 
cohort of the present study. It is arguably of greater value to accurately distinguish AC mechanisms to guide treatment in the early 
stages of PACD, as surgery is often the default treatment for late-stage disease [37]. 

Nevertheless, the present study has some limitations. First, we excluded images with ELV as the main AC mechanism. Our 
population-based sample comprised relatively few cases of PACG, where ELV mechanisms tend to feature more prominently [8]. We 
aim to enroll more patients with PACG from clinics to increase the number of AS-OCT images with ELV as the dominant AC mechanism 
in future studies. Second, the relative contribution of an anteriorly positioned ciliary body from that of an anteriorly inserted iris in 
eyes with PIC could not be distinguished as visualization of the ciliary body using AS-OCT is limited. However, we believe that these 
subtle distinctions may not hinder the clinical utility of the model as the optimal treatment options for each anatomical scenario 
remained unchanged. Third, all our participants were rural Northern Chinese. While our rural-based sample may better represent the 
broader Chinese population compared to urban cohorts, we acknowledge that this could limit generalizability to other ethnicities or 
regions. Future studies evaluating the model in diverse populations are needed. Fourth, the cross-validation and held-out test sets were 
split at the image level rather than by patient, which could potentially inflate performance estimates if multiple images from the same 
patient ended up in both sets. Further validation studies should be performed on patient-level. Finally, there was an important lim
itation regarding the significant computational resources needed for training the Swin-Transformer on a large-scale glaucoma OCTA 
dataset, this might not be feasible for all research settings, particularly those with limited access to advanced computational infra
structure. However, the computational demands significantly decrease once the model is trained. During the deployment phase, the 
model can operate efficiently on more modest computational systems, which is beneficial for clinical applications and smaller research 
settings. In our future work, potential strategies will mitigate these challenges, such as transfer learning and model compression, which 
can help adapt the use of these models in resource-constrained environments. 

5. Conclusions 

This study developed automated deep learning algorithms for classifying AC mechanisms that outperform existing manual and 
subjective methods, which might assist clinicians in making appropriate treatment decisions and can also be applied to explore the risk 
factors associated with the development of PACD in eyes with varying AC mechanisms. And prospective clinical validation studies and 
longitudinal follow-up are further needed to assess real-world performance and utility of the model as a decision support tool. 
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