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ABSTRACT

Recent work has demonstrated concentration-
dependent unbinding rates of proteins from DNA,
using fluorescence visualization of the bacterial
nucleoid protein Fis [Graham et al. (2011)
(Concentration-dependent exchange accelerates
turnover of proteins bound to double-stranded
DNA. Nucleic Acids Res., 39:2249)]. The physical
origin of this concentration-dependence is unex-
plained. We use a combination of coarse-grained
simulation and theory to demonstrate that this
behavior can be explained by taking into account
the dimeric nature of the protein, which permits
partial dissociation and exchange with other
proteins in solution. Concentration-dependent un-
binding is generated by this simple model, quantita-
tively explaining experimental data. This effect is
likely to play a major role in determining binding
lifetimes of proteins in vivo where there are very
high concentrations of solvated molecules.

INTRODUCTION

The kinetics of DNA–protein interactions control all
aspects of gene expression and therefore cell function,
and are of strong biological and biophysical interest.
Sequence-targeting proteins such as transcription factors
are known to have rapid site-targeting abilities, and the
underlying dynamics of target search have been intensely
investigated (1–8). These mechanisms generally rely on the
existence of nonspecific binding, a property of a wide
variety of DNA-binding proteins (1,9,10).

However, much less attention has been paid to unbind-
ing of proteins from DNA. Removal and renewal of
proteins bound to DNA is equal in importance to
binding in determining transcription states and therefore

cell behavior. Recent experimental studies of the proteins
Fis (9,11–13), NHP6A (10) and others (14,15) have used
novel single-molecule methods to probe unbinding
dynamics. These in vitro experiments directly visualize
the presence of binding proteins using fluorescence mi-
croscopy or DNA force spectroscopy measurements
(16–21), and have demonstrated an unexpected concentra-
tion-dependent off-rate koff, of the form (16):

koff ¼ k0+k1 c ð1Þ

where k0 is the bare zero-concentration reaction constant
and k1 is a coefficient that incorporates a linear dependence
of off-rate to concentration c (16). This has been shown to
occur for Fis, the main focus of this manuscript, as well as
for the DNA-binding proteins HU and NHP6A (16). This
suggests that concentration-dependent dissociation may
transcend protein-specific secondary structure and be char-
acteristic of more generic tertiary- or quaternary-level
features. Similar unbinding behavior has been invoked to
understand kinetic data for other DNA-binding proteins
(22,23), often in conjunction with other concentration-
dependent effects for purposes of characterizing three-
body and higher-order interactions (i.e. protein-mediated
DNA–DNA interactions) (22,24,25). Analogies can also be
drawn to classical reaction-rate descriptions of chemical
processes, where interplays exist between kinetics and
molecular structure (26).
Interpretation of these experimental results is

complicated since similar concentration effects are present
even in simple noncovalent systems, necessitating a ‘quan-
titative’ physical picture of concentration-dependence in
binding interactions. Investigations on concentration-
dependent processes have explored the role of geometric
constraints present due to conformational characteristics,
in conjunction with work on rebinding effects to under-
stand the sequence-specific ‘searching’ processes that take
into account one-dimensional diffusion, DNA hopping
and interplay between specific and nonspecific binding
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(1–3). Nevertheless, concentration effects are pronounced
even for linear chains where such processes are negli-
gible and an alternative ‘reaction-limited’ scenario is
necessary (16).
We note a key observation regarding the molecular

structure of the systems of interest; proteins such as Fis
(9,12) and HU and many other DNA-binding proteins all
exhibit a characteristic dimeric quarternary structure. Fis,
the protein of main interest in this article, binds two
adjacent major grooves of the DNA molecule via two
helix-turn-helix domains. We will show that dimeric
binding sites, and in general any binding interaction
with multiple chemical bonds, can naturally lead to
bulk-concentration-dependent off-rates.
Our approach is to model the Fis-DNA system with

minimal molecular detail such that the observed experi-
mental behavior is obtained, using a coarse-grained simu-
lation and theoretical model that retains (i) the dimeric
nature of the binding protein, (ii) the identical nature of
each monomeric structure such that binding of each is
likewise identical and (iii) the monomers are each funda-
mental binding structures that themselves do not have
concentration-dependent off-rates. This is sufficient to gen-
erate an unbinding pathway with competitive binding, and
can be described using straightforward numerical and ana-
lytical theory to yield quantitatively accurate predictions
for behavior observed in the experimental literature. Our
results show that structural characteristics and properties
of the environment may be necessary to describe biomol-
ecule dynamics even in straightforward in vitro experi-
ments, and suggest that the principles we explore are
likely important to understanding a wide range of recep-
tor–ligand and protein–protein interactions.

MATERIALS AND METHODS

To investigate the binding kinetics and equilibrium behav-
iors of dimeric protein binders interacting with a DNA
substrate, we use a coarse-grained model that constitutes
a minimal representation of the geometric situation and
the hypothesized binding energy landscape. These simula-
tions are designed to reproduce the experimental proced-
ures in Graham et al. (16), which considers fluorescently
tagged Fis molecules, which are initially saturated along a
DNA chain that is stretched almost completely using a
magnetic tweezers force spectroscopy setup. A linear
DNA chain is thus represented in a Brownian Dynamics
simulation as n ¼ 50 beads that are spatially fixed and can
bind exclusively and reversibly with dimeric binders that
are free to undergo Brownian motion (simulation snap-
shots shown in Figure 1a). Binders are represented as
dimers of beads, which can each bind independently to
the DNA with a Monte Carlo update procedure that re-
produces the statistics expected from a traditional Bell
Model-type reaction (schematically demonstrated in
Figure 1b) (27,28). The binding landscape in Figure 1b
is determined by the binding barrier � ~EB and unbinding
barrier � ~EUB, such that there is an energy change on
binding of � ~E0 ¼ � ~EB �� ~EUB (tildes represent values
normalized by kBT). � ~EB ¼ 3:0 is kept constant, and
leads to a binding time �D that is equal to the diffusive

time of the bead �D ¼ �0e
� ~EB ¼ 6��a3=ðkBTÞ, where Z is

the solvent viscosity and 1=�0 is the Monte Carlo update
frequency in the simulation. The characteristic unbind-
ing time for a binding interaction is, thus,
�UB ¼ �0e

� ~EUB ¼ �De
�� ~E0 . The dimension of the DNA

and binder beads have a radius a, and the overall box
has a size 200a� 100a� 100a. This setup is shown in
Figure 1a, which also demonstrates the time evolution of
the system. This time evolution proceeds in a fashion
analogous to the experimental case; initially, high concen-
trations of binders that strongly bind to the chain are used
to saturate the DNA chain with bound dimers. Bound
dimers are ‘tagged’ at t=0 and the external concentration
of binders is decreased to the measurement value of c.
These untagged dimers slowly exchange with the tagged
dimers, and once a tagged dimer passes through the
periodic boundary conditions it becomes untagged.
At long times, the number of tagged dimers decreases as
shown in Figure 1a. We provide a detailed methods
section in the Supplementary Data (SD) for this
manuscript.

RESULTS AND DISCUSSION

Equilibrium behavior

While there are nontrivial dynamical behaviors for the
system, the equilibrium behavior of these models is ana-
lytically solvable by straightforward-statistical mechanical
methods. These computations also provide insight into the
origins of the binding dynamics for these systems, which
we will demonstrate in the context of correlations.

We plot the equilibrium properties of the binding equi-
librium, as the number of occupied binding sites nB as a

function of the binding energy � ~E0 for a number of con-
centrations c. This is plotted in Figure 2a and b, which

demonstrates nB versus � ~E0 for both monomers (a) and
dimers (b). This permits comparison between both
simulation and theory, but also illustrates the effect of
dimerization constraints on the equilibrium structure.
In the monomer case, the well-known adsorption

hnBi ¼ N 1+e�� ~E0+~�
� ��1

result is plotted as lines in

Figure 2a, and fits the data almost exactly.
~� ¼ ~�0 � ln cð Þ is the ideal gas chemical potential with a
constant reference chemical potential ~�0. Clearly, the
system in Figure 2a reproduces the correct statistical
mechanics for the simplified case on varying both c and

� ~EUB. A slightly more complicated transfer matrix calcu-
lation described in the SD can be used to determine the
analogous result for a dimeric system:

hnPi ¼ N

e�� ~E0+~� 1+
1+e�� ~E0+~�+2e�� ~E0�1
� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1+e�� ~E0+~�Þ

2+4e�2� ~E0+~��1
p

� �

1+e�� ~E0+~�+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1+e�� ~E0+~�Þ

2+4e�2� ~E0+~��1

q
2
664

3
775 ð2Þ

Above we introduce nP, the number of bound ‘proteins’.
This calculation provides the lines demonstrated in
Figure 2b, and fits to the data are once again achieved.
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There is a marked decrease in the location of the apparent
transition to a highly bound chain when binders are
dimeric, due primarily to binding cooperativity. To
further examine the equilibrium structure, we introduce
the distinction between singly and doubly bound
binders, the former representing states where a binder is
only bound at a single monomer with the other monomer
unbound and the latter representing the state where both
monomers are simultaneously bound.

The singly bound state manifests itself in the along-
the-chain binding correlation functions along the DNA
substrate. The presence of a binder necessarily limits
the binding possibilities of an adjacent binder, which is
prevalent in the limit that the binders are primarily
doubly bound. We quantify this effect of cooperative
binding through the calculation of correlation functions
gðjÞ ¼

P
i hnini+ji=hn

2
i i, which calculates the probability of

having an occupied state ni+j ¼ 1 that is j binding pos-
itions away from an occupied state ni ¼ 1. gð0Þ ¼ 1 at
the j=0 position, so this is equivalent to choosing an
already bound monomer at j=0 and looking at the prob-
ability of having a bound monomer j positions away. This
is shown in Figure 2c, which plots g(j) versus j for a

number of concentrations c. At very low concentrations,
there is a large likelihood (compared with the large j limit)
that there will be binding at the immediately adjacent site.
This is due to the dimeric nature of the binders, and
simply implies that if one binder bead is bound the
adjacent binder bead is likely to be bound at the
adjacent site along the DNA.
However, after this binder, there is then a ‘correlation

hole’ where the probability of finding a bound binder is
significantly smaller. This is due to the presence of the
original binder; the large preference for the original
dimer to take positions i and i+1 limits the possibilities
for a dimer at i+2 (it is unlikely to bind at i+1 due to the
original dimer). This is a manifestation of the well-known
‘overlap’ effect that provides an anti-cooperative binding
behavior for multimeric DNA-binding proteins (29). The
resulting oscillations in the correlation function quickly
reach their averaged values at j > 3. At higher concentra-
tions c, these oscillations are suppressed even at low values
of j. j=1 at large c is essentially equivalent to the
averaged values for distant j > 3 binding sites, suggesting
that correlations due to the dimeric structure of the
binders are not significant. This suggests the presence of

Figure 1. (a) Geometry for simulations of DNA chain (orange) in a box with periodic boundary conditions (indicated by black box). At t < 0 ms,
high concentrations of binders (cyan) are introduced and irreversibly bind to the chain. At t=0ms, bound beads are tagged (dark blue) and cyan
binders are removed to attain a concentration c. When tagged dimers pass through the boundaries, the monomers become untagged. The total sum
of tagged binder monomers is nB, which decays over time (dark blue binders are less at t ¼ 7:3 ms than t ¼ 1:5 ms). (b) Phenomenological energy
landscape based on the Bell model, where there is an energy barrier to binding given by � ~EB ¼ 3:0 (to yield binding time on the order of the
diffusion time �D) and an energy barrier to unbinding � ~EUB. The overall binding energy is given by � ~E0 ¼ � ~EB �� ~EUB.

Figure 2. (a) Titration curves demonstrating the equilibrium number of binders nP along a chain of N ¼ 50 binding sites versus the change in energy
on binding � ~E0 for the monomer (a) and dimer (b) situations for a number of different concentrations c. Points represent values determined from
simulation, and the lines are the theoretical predictions assuming �0 ¼ �11:6 for (a) and �0 � �13:5 for (b). This demonstrates that the equilibrium
behavior of these systems can be described using straightforward statistical mechanics. In (c), the along-the-chain binding correlation function g(j) is
plotted versus index distance j. At low concentrations (c � 50 nm) there is an abundance of binders at j=1 due to the dimeric behavior of the
binders, along with a correlation hole at j=2. This oscillation becomes smaller at large c due to the stabilization of singly bound states. � ~E0 ¼ �5:0.
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singly bound states, which can ‘fill’ the correlation holes
with what we call ‘stabilized singly bound’ states where a
singly bound dimer at i is immediately adjacent to other
binders occupying i+1 and i� 1 and thus cannot become
doubly bound. Evidence for such singly bound states has
been seen experimentally in stoichiometric investigations
on Fis binding proteins, where overloading of the DNA
can occur beyond the saturation of the chain with doubly
bound states (11).
This stabilization of singly bound dimers due to an

abundance of neighboring dimers drives nontrivial
binding dynamics in these systems. Stabilized singly
bound states are much more kinetically accessible to un-
binding than doubly bound dimers, allowing for a quicker
mechanistic pathway toward unbinding. We analyze this
aspect by probing the exchange kinetics of such systems in
a way that reflects experimental literature.

Exchange kinetics

Experiments on DNA/protein binding using fluorescently
tagged proteins to facilitate direct visualization of protein
exchange are reproduced in simulation, as described by
the ‘Simulation Methods’ section, which outlines a
protocol meant to directly correspond to experimental
procedure (16,17). We begin with t=�D ¼ 2000 of irrevers-
ible binding with a high concentration of binders to the
DNA beads. This drives the system into a state where the
chain is saturated with binders (mostly doubly bound).
The concentration of surrounding (unbound) binders c is
immediately dropped to a set number (anywhere from 4 to
400 dimers in the simulation box). The dimers bound to
the chain are tagged. The bound dimers remain tagged
until they cross the simulation boundary, whereupon
they behave as one of the untagged binders. The beads
are not removed, for the sake of simulation simplicity;
however, in principle this could be done. This means
that, in the upcoming theoretical calculations used for
comparisons to simulations, c changes as the number of
unbound dimers increases during the course of unbinding
the initially tagged molecules. Comparisons made to
experiment are not affected by this, as the concentration
c is controlled by the applied flow that removes excess
binders.
The number of tagged beads nB in the simulation

starting from t ¼ 0 is plotted in a semilog plot in
Figure 4a–c as a function of time t for a number of dif-
ferent concentrations c. The results are averaged over
> 30 individual trajectories. There is a decay from
nB ¼ 50 as time progresses, corresponding to the unbind-
ing and subsequent diffusion of binders to the boundaries
of the system. Three values of �� ~E0 are considered, and
drastic differences are obtained. Importantly, as the value
of �� ~E0 is increased (more binding affinity for the DNA
chain), there is a corresponding increase in the effect of
external concentration on the system. For small unbinding
barriers and low binding affinities �� ~E0 ¼ 3:0, there is
little difference among the various concentrations. This
suggests that the rate of unbinding is largely due to the
diffusion of binders away from the DNA molecule, which
is the rate-limiting step in the process of unbinding and

diffusing out of the system. However, for values of
�� ~E0 � 5:0 (Figure 4b and c) the time scale of unbinding
drastically decreases on increase of c. We have plotted the
decay of these molecules on a semi-log plot (lnhnBi versus
t) that reveals exponential decay at long time scales. This
concentration-dependent exchange is concomitant with an
overall decrease in the number of binders n�B (the asterisk
indicates that we consider both tagged and untagged) as
the binder-saturated DNA relaxes to equilibrium. We plot
this in the Figure 4b inset as the number of binders
~n�B ¼ ðn

�
BðtÞ � hn

�
BieqÞ=ðn

�
Bðt ¼ 0Þ � hn�BieqÞ normalized such

that it relaxes from ~n�B ¼ 1 to ~n�B ¼ 0, and observe a similar
concentration-dependence where higher c results in more
rapid equilibration.

We note the presence of a small decay that occurs in
the first t < 1 ms of Figure 4b and the first t < 5 ms of
Figure 4c beyond the exponential decay at long times.
This is due to the initial departure of a minority species
of singly bound dimers that were present in the initial
setup before the exchange process, and does not signifi-
cantly affect our results. Rapid equilibration toward an
initial state of near-saturation of doubly bound binders
is also expected in experiment, since the experimental
setup begins in a concentration regime where singly
bound states are abundant and is brought into a regime
where doubly bound states are known to prevail (11). The
relative speed at which this process would occur is so rapid
that it is not expected to be captured within the time reso-
lution of the experimental data, and many of the singly
bound binders convert directly into doubly bound binders
to fill vacancies created from singly bound departures.

We seek a quantitative description of this concentration-
dependent exchange process, and aspire to consider its
consequences at values that are relevant to experimental
values. Even with these relatively straightforward and
coarse-grained calculations, simulations at the time scale
of � 1000 s are prohibitively computationally expensive.
Therefore, we develop theory that accurately describes
simulation at short time scales and can be extrapolated to
experimental time scales of � 1000 s. To theoretically
describe this behavior, we adapt a dynamic scheme to
model the evolution of the system during an exchange
experiment.

Exchange kinetics theory

The articulation of these states suggests the use of a
Master Equation approach, which has been demonstrated
to be successful in describing similar situations where
discrete changes in state occur on binding and unbinding
(30). The Master Equation is a generalized version of a
classical rate reaction equation, and is related to other
dynamical equations such as the Fokker-Planck and
Langevin equations (31). We write the Master Equation

as @�i
@t ¼

P
j kij�j where �i is the set of states indexed by i

and kij is the generalized rate constant for the motion of j
to i. We define the matrix kij using the state map shown in
Figure 3, which articulates a number of states that repre-
sent our definition of �i. i ¼ 1 is the situation that the
binder is fully bound to the DNA, i ¼ 2,3 are states
where the binder has separated on one of the monomers,
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leaving an open spot that is unbound, i ¼ 4 occurs when
another binder replaces that open spot, and i ¼ 5 occurs
when both binders have unbound. The connections
between these states form the map in Figure 3, where
each arrow corresponds to a value in the definition of a
matrix kij. The end result is a 5� 5 matrix that is based on
the conceptually relevant motions between states that is
based on the probabilities used in the Bell model aspect of
the simulation. Three types of transitions occur: for a fixed
time interval �t set by the Monte Carlo aspect of the
simulation, unbinding transitions occur with a probability

pUB ¼ e�� ~EUB , binding transitions from a half-bound

dimer occur with a probability of pB ¼ e�� ~EB and
binding transitions with a unbound dimer occur with a
probability p�B ¼ CpBc, where C is a constant that
accounts for the geometric proportionality between the
number concentration c and the likelihood that a free
dimer will have a binding opportunity over �t. For our
calculations, we use C � 180; this is related to the volume
within which a dimer can be located and be able to bind to
the DNA binding site, and is given by C � 4�r3=ð3a3Þ.
The ideal value is r ¼ 3a (C � 113), which is the distance
between the binding site center and the dimer center if all
three are lined up and adjacent. We find a slightly larger
value (C � 180 corresponding to r ¼ 3:5a) provides a
better fit to the data, which may be due to excluded
volume effects of the chain or details of the association
mechanism used in our simulations.

Based on the transition probabilities pUB, pB and p�,
along with the state map in Figure 3, we write the
system evolution matrix kij as follows:

kij ¼
1

�t

�2pUB pB pB 0 0
pUB �p0 0 pUB 0
pUB 0 �p0 pUB 0
0 p�B p�B �3pUB 0
0 pUB pUB pUB 0

0
BBBB@

1
CCCCA ð3Þ

where nonexistent arrows in Figure 3 are 0,
p0 ¼ ðpB+pUB+p�BÞ, and kii ¼ �

P
j6¼i kij ensures that the

distribution �i among states i remains properly nor-
malized. It is possible to numerically use this matrix to
calculate the exchange process directly, a process that we
elaborate on in the SD. The results of this numerical cal-
culation are shown in Figure 4d–f alongside the simulation
data, and demonstrate that there is near-quantitative
matching between the two approaches for all the values
of c and � ~E0. This significantly illustrates the effectiveness
of this coarse-grained approach in describing what is sus-
pected to be a general phenomenon; a dimeric protein with
monomeric portions that themselves have long-lasting
binding behaviors will exhibit a concentration-dependent
change due to the stabilization of the singly bound state
that is put into our theoretical model via the kinetic
description of State 4 in Figure 3.

Analytical expression for concentration-dependent
rate constants

It is possible to develop an analytical result on incorpor-
ation of the above scheme into a conceptual

understanding of the numerical results. We define an ef-
fective off-rate constant koff, and use an assumption that
the ‘excited’ singly bound states are in equilibrium with
the doubly bound state and that overall unbinding results
from the unbinding of a singly bound state only. This is
therefore succinctly defined as koff ¼ �UBhf

�
Bi where the

value hf�Bi corresponds to the fraction of bound dimers
that are singly bound (and can therefore separate from
the main chain). There are two different subpopulations
within this singly bound fraction, schematically repre-
sented in Figure 5: binders that are ‘excited’ from the
doubly bound state and can readily rebind owing to the
presence of an adjacent unbound DNA site (denoted with
a 0 subscript), and binders that are stabilized in a singly
bound state due to the immediately adjacent bound dimers
preventing rebinding to an unbound DNA site (denoted
with a 1 subscript). The former state occurs in the same
fashion regardless of the surrounding concentration, due
to its origins as a doubly bound chain that is ‘excited’ into
the singly bound state with a fraction hf�B,0i ¼ e� ~E0 . On
unbinding from the singly bound state, the overall
pathway represents the bare unbinding constant of the
overall binder k0 ¼ 2�UBhf

�
B,0i ¼ 2�Be

2� ~E0 where the un-
binding frequency is simply �UB ¼ �Be

~E0 and the factor
of two corresponds to the two different paths to unbinding
(left monomer first or right monomer first). The stabilized
singly bound state is present in larger quantities, since in
equilibrium a pair of singly bound dimers can be included
without changing the overall binding energy with the
DNA (as occurs in the excited singly bound state). This
follows from the creation of a pair as in Figure 5 (essen-
tially equivalent to State 4 in Figure 3), which are now
both singly bound and long-lasting. A chemical potential
equilibrium must occur between the solution and the
singly bound pairs (which have a mixing entropy), which

Figure 3. Schematic demonstrating the states used in the theoretical
model for the dynamics of dimer-DNA binding. State 1 is a fully
bound dimer (dimer is blue, DNA chain is orange, other binders are
cyan), which is the initial state of the binders at the onset of an
exchange experiment. States 2 and 3 are singly bound dimers with an
open and adjacent DNA binding site. In State 4, this adjacent DNA
binding site is occupied by a second dimer that has bound from the
previously unbound binder population. The dangling side of the binder
is therefore not able to rebind and revert to State 1, which is possible in
2 and 3. States 2, 3 and 4 can subsequently unbind their last remaining
side to unbind completely from the DNA chain (State 5). Pathways
between the States i and j are indicated with appropriate rate
constants kij.
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we write as lnh
f�
B,1

2 i ¼ ~�0+lnðcÞ We note the factor of two
corresponds to the creation of two singly bound states for
each increase in a single molecule bound along the chain,
and that there is not a corresponding factor of two in front
of the natural log on the left side of the equals sign, as we
consider this pair to be located immediately adjacent on

the time scales of interest. Using the fraction of stabilized,
singly bound dimers hf�B,1i to calculate its contribution to
the effective unbinding rate constant k1c ¼ 2�Bce

� ~E0+~�0

The overall expression for the rate constant is thus given
as follows:

koff � k0+k1c ¼ 2�B e2� ~E0+ce� ~E0+~�0

h i
ð4Þ

assuming that the two mechanisms described are the most
important ones. This is in the form proposed by Graham
et al. (16) and it leads to a clear physical interpretation
that we anticipate will lead to the facile implementation of
these results to much more complicated systems. While
this picture is (like the more elaborate numerical calcula-
tion) kinetic in nature, the key assumption rendering this
analytical result is that the stabilized singly bound state is
present in a large enough population to be considered in
quasi-equilibrium with the ‘bath’ of doubly bound
binders.

Comparison between experimental, analytical and
numerical results

We can make a direct comparison between results for
existing experimental literature and the aforementioned
hypothesis for the binding behavior observed in the ana-
lytical and numerical results. We note that in Figure 4,

Figure 4. Binder exchange simulation data for (a) � ~E0 ¼ �3:0, (b) � ~E0 ¼ �5:0 and (c) � ~E0 ¼ �7:0. At time t ¼ 0s, the DNA chain is saturated
with binders (number of occupied sites nB ¼ 50), and the concentration [shown in legend in (b)] is immediately applied to the system. In (a) the
exchange is mostly diffusion-limited, and there is not a large difference on changing the binder concentration. In (b) and (c) exchange occurs at
different rates depending on the external concentration c of untagged binders. Numerical calculation using the matrix kij in Equation (3) yields nearly
quantitative matching, as shown in (d–f) [corresponding to (a–c), respectively]. The inset in (b) plots the normalized overall relaxation of the number
of tagged and untagged binders ~n�B as a function of time t in analogy to the main plot in (b). Colors correspond to concentrations in b and
demonstrate a concentration-dependent approach to equilibrium ( ~n�B ! 0) that is concomitant with the concentration-dependent exchange process.

Figure 5. Schematic demonstrating the kinetic pathways used by the
theory to develop Equation (4). A doubly bound dimer proceeds either
through a concentration-independent pathway (left) to yield
k0 ¼ 2e� ~E0 � �Be

� ~E0 , or through the realization of a stable singly
bound state (right) to yield k1c ¼ e� � 2�Be

� ~E0 .
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near-quantitative matching occurred between numerical
and simulation investigations; this established that the ap-
propriate physics are articulated in the numerical calcula-
tion such that simulation is reproduced; however, for
the time scales of experimental data (� 1600 s) only the
numerical calculation is computationally expedient.
Figure 6 plots the experimental (a), numerical and analyt-
ical (both b) results on plots of bound fraction hnBi=N
versus time t in seconds. A number of concentrations c
in nM are used, and clearly the appropriate trends are
observed. Figure 6 demonstrates the predictions for the
experimental and theoretical values for koff as a function
of concentration c. The slope is k1 and the intercept is k0,
both values which match qualitatively with the theoretical
predictions. Disparities arise in the apparent equilibrium
values of the decays observed in the experiment versus the
calculation, with the latter decaying to hnBi=N! 0 and
the former demonstrating a decay to a finite hnBi=N > 0.
We attribute this to sequence-dependent effects, and verify
that this result is likely due to binding energy inhomogen-
eity, via analysis in the SD of the case of Gaussian ran-
dom distributed binding energies (Supplementary Data,
Fig. S3). The manifestation of this effect suggests that
sequence-dependence may richly affect concentration-de-
pendent off-rate behavior in in vivo environments where
local binder competition may couple with highly variable
and correlated sequence-dependent binding affinities.

CONCLUSION

Experimental work on DNA-binding proteins Fis, HU
and NHP6A has recently demonstrated the appearance
of concentration-dependent unbinding (16), with similar
behaviors observed in other systems (22). This behavior
does not occur in usual models of protein–DNA inter-
actions widely used to fit kinetic data where there is by
construction a concentration-independent off-rate. This
concentration-independent unbinding models a ‘spontan-
eous dissociation’ pathway, involving a transition over a

rate-limiting barrier associated with the DNA–protein
complex itself and not dependent on other nearby mol-
ecules. Here we have shown that simply generalizing
such models to dimeric proteins having two interaction
sites per protein, with each subunit having concentra-
tion-independent unbinding kinetics, leads to ‘concentra-
tion-dependent’ off-kinetics of the form koff ¼ k0+k1c as
observed for Fis. This arises from the conformational
flexibility of the dimeric protein model, which allows
partial dissociation of one side of the protein from its
binding site, and subsequent capture of that site by a
second protein from solution. The rate at which this can
occur is simply controlled by solution phase concentra-
tion, as observed in the single-molecule studies (16,22).
Our model is able to reproduce rates seen experimentally
well, with reasonable choices of microscopic parameters.
We note that in the concentration range near to the
apparent dissociation point, exchange is the dominant
process controlling dissociation, and there is effectively a
stabilization of the partially bound state.
Our model is exceedingly simple; undoubtedly more

complex behaviors can be generated by addition of add-
itional features. For example, we do not consider the role
of binding cooperativity in this model except through
the implicit inclusion of overlapping anticooperative
effects present in multimeric-binding systems (29).
Cooperativity may serve to promote competition effects
by favoring the clustering of binders that promotes singly
bound dimers. We also consider DNA chains that are es-
sentially saturated; in vivo behavior may provide different
mechanisms for binding site competition or sequence-
dependent effects that are not articulated in this model.
These are thus open questions that when investigated may
reveal a rich array of competitions that could enhance or
suppress concentration-dependent unbinding effects.
However, the present article shows that much of the con-
centration-dependent unbinding observed for Fis can be
attributed to its dimeric structure, without invoking more
complex causes.

Figure 6. (a) Exchange results from the experimental literature [Graham et al. (16)] that demonstrate the concentration-dependent decrease in
fluorescence due to a change in the unbinding reaction constant (Used by permission of Oxford University Press). (b) The analogous exchange
calculation (nB versus time t) for a binding energy of � ~E0 ¼ �12:3, at concentrations relevant to experiments carried out by Graham, et al. (16).
Both numerical (N) and analytical calculations (A) are performed, with quantitative matching between the two for ~�0 ¼ �10:4 in the analytical
result. Qualitative matching of both of these to experimental observations in (a) is observed to occur, suggesting that this model captures much of the
physics of concentration-dependent binding dynamics. Effective unbinding rate constants koff (in s�1) can be extracted from these plots using
exponential fits, and the results are in (c). Experimental results come from Graham, et al. (16). Qualitative matching is demonstrated, and better
fits may be obtained on adjustment of both �0 and � ~E0 used in the theory.
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The simplicity of our model suggests that concentration-
dependent unbinding effects should be observable for a
wide range of molecular interactions. The only essential
ingredients are at least two isolated binding elements, and
sufficient conformational flexibility of the binding partners
so that partial unbinding can allow solvated species the
ability to compete with partially unbound ones. We antici-
pate that the mechanism discussed here for concentration-
dependent unbinding may well be applicable to interactions
dependent on ‘single’ binding domains, as long as they
involve multiple chemical interactions, as is usual even for
protein–DNA and protein–protein interactions involving
‘single’ binding-domains [which might be considered to be
the case for NHP6A (16)]. Furthermore, the mechanism
discussed in this article for acceleration of off-rates may
be crucial to turning over proteins on DNA, thus increasing
the speed of response for changing gene regulation. One
could imagine that many DNA-binding proteins have
been selected for their ability to be enhanced by this mech-
anism: a given protein may be stably bound when suitable
competitors are not present, but then may be rapidly
replaced by another molecule itself selected to be able to
invade the former’s binding site. We anticipate that in vivo,
where large concentrations of molecules compete for
binding partners, the mechanism for concentration-depend-
ent exchange outlined here may strongly effect the rates of
turnover of many molecular species through competitions
with effects such as cooperativity, sequence dependence and
local crowding. However, we also emphasize that as yet,
concentration-dependent unbinding has only been quanti-
tatively studied for a few proteins interacting with DNA;
careful case-by-case studies are necessary to determine the
generality of this phenomenon.
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