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Perceptual effects of fast and 
automatic visual ensemble 
statistics from faces in individuals 
with typical development and 
autism spectrum conditions
Mrinmoy chakrabarty1,2 & Makoto Wada  1*

We investigated whether covert ensembles of high- (emotion), and low-level (brightness) visual 
information, extracted from peripheral faces (presentation/encoding:200 ms), unintentionally 
influences perception of a central target face stimulus in individuals typically developing (TD) and 
with autism spectrum condition (ASC). Graded alterations in the summary intensities of the emotion 
and brightness of the peripheral stimuli modulated the perceptions of the target face in both TD and 
ASC. In contrast, when we measured goal-directed (overt) ensemble face- emotion and brightness 
perception, we found that in half of ASC the overt ensemble emotion perception was impaired than 
TD. Additionally, we repeated both experiments with a backward visual mask to restrict not just 
encoding but also background processing in the visual system to 200 ms. This revealed that the effect of 
peripheral ensembles on centre perception was present only with brightness at least in TD but of overt 
ensembles was evident with both emotion and brightness in TD and ASC alike. These results suggest 
that while ensemble statistics of low-level information derived automatically and rapidly (200 ms) 
from contextualized faces are used for target face perception, the same takes longer with high-level 
information. However, overt facial ensembles are rapidly processed in both TD and ASC.

Humans can efficiently extract summary statistics (e.g. mean, variance, range) from groups of visual entities, 
also known as ‘ensemble representation’1. This summarizing has not only been reported across simple objects 
and low-level visual features, such as size2,3, orientation4,5, brightness6, and colour7, but also higher-level visual 
features, such as facial-identity8,9, gender10, attractiveness11, and emotion10,12. Forming ensemble representation 
across a plethora of visual information allows the brain to statistically summarize related and relevant information 
into meaningful percepts that can efficiently guide behaviour and is generally accepted as a ‘global representation’1. 
However, if and to what extent the ensemble (global) representation computed from parts of an image influences 
the perception of a given target (local visual target of interest) within that image has been less explored to date.

Some human studies have demonstrated that the above phenomenon operates with various low- to mid-level 
features and objects as visual stimuli. Memory of features of an object (e.g. colour) was reported to be influenced 
by spatial context13, while remembered size of individual circles was biased by the mean of other circles14. Likewise, 
spatial frequencies of gabor-patches were biased by the previously presented patches15. Influence on visual 
short-term memory of shape, orientation, and colour of objects was found by manipulating the respective features 
of the non-target object sets in a change detection task16. More recently, this phenomenon was also reported with 
high-level visual stimuli, such as faces which were perceived as more attractive in groups than in isolation11,17,18.

All the above-mentioned studies found the effect of contextual ensemble statistics on the perception of the 
visual target, mostly using the visual memory paradigms with relatively prolonged encoding time (≥500 ms). 
While most studies measured this effect with simple, low-mid level visual stimuli, those which used high-level 
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face stimuli measured the effect on attractiveness. Notably, one study measured face-attractiveness, adaptation 
after-effects, and direct effect of peripheral ensembles11.

Since top-down attentional resources can be recruited on a timescale of ~ 300 ms or more19, it is possible that 
top-down influences contributed to a certain degree in the effects observed in the studies above. Furthermore, 
not only are objects processed differently from faces20, but perception of facial attractiveness has also been found 
to be independent from other social information, such as emotion21. Thus, whether the ensemble statistics of the 
periphery of a briefly presented target image may also serve as contextual information to influence the visual per-
ception of the given target, in making a perceptual judgment of relatively complex faces, is not entirely clear. We 
expected that the ensemble statistics extracted rapidly within a visual snapshot during one fixation (usually the 
duration of a saccade: ≤300 ms) could also serve to automatically influence target visual perception. This is par-
ticularly pertinent in light of the evidence that goal-relevant, ensemble statistics can be derived extremely quickly, 
with ~50 ms of encoding22. It is also of interest to investigate this phenomenon in ASC since they are known to 
process human faces differentially23,24, with well-documented delays in the latency of N170 event-related poten-
tials in response to faces25. Furthermore, while deficits have been found to occur, at least in low-level global 
summarizing abilities26,27, this has been contradicted28. Nonetheless, idiosyncrasies concerning ASCs’ visual 
processing/perception and the possible implications of such perceptual biases regarding differences in visually 
guided cognition have been suggested29 and atypical perception is included as a recent diagnostic criterion for 
ASC as per the Diagnostic and Statistical Manual of Mental Disorders (DSM)-V30.

Here, we asked – (a) whether visual information (high-level: emotion; low-level: brightness) conveyed by 
relatively complex ensembles such as human faces presented for a short duration (~200 ms, with little time to 
recruit top-down attentional resources while encoding stimuli) could directly influence the perception of a target 
face, automatically (without intention), in making a perceptual judgment; and (b) whether the findings in TD also 
extend to ASC participants.

To explore the above possibilities, we tested the performance of human participants (TD and ASC) in tasks 
concerning perceptual judgments of information from faces; this information pertained to both higher (emo-
tion) and lower (brightness) levels of visual processing (Fig. 1). We presented face stimuli for 200 ms with little 
time for intentional coding (Fig. 1A). In Experiment 1, we tested whether the human visual system automatically 
depends on contextual ensemble summary statistics during judgments of a visual target (intensity of emotion/
brightness of the centre face, Fig. 1B). We anticipated that summary intensity values of peripheral faces, con-
veyed as visual information, would affect the judgment of the target. Here, we measured the shift in participants’ 
responses regarding the visually perceived intensity of the target when the summary intensities of the peripheral 
stimuli were experimentally manipulated. In Experiment 2, we measured the same participants’ mean intensity 
perceptions of entire ensembles of faces (intended global ensemble perception) to test their goal-directed ability 
to integrate information sourced from the entire ensemble.

Thus, we parametrically manipulated the intensities of the stimulus ensembles in both experiments, as 
we examined the participants’ responses of global ensemble sensitization of local visual perception (covert 
visual-ensemble influence on overt visual perception; Experiment 1) as well as global ensemble visual perception 
per se (overt visual perception; Experiment 2), using both high-(emotion) and low-level (brightness) visual prop-
erties conveyed by human face stimuli. Additionally, by using a backward visual mask, we tested if the above per-
ceptual effects (Experiments 1 and 2) were also a result of ensemble visual processing within 200 ms (not encoding 
duration of 200 ms) or it actually took longer for the process to gain effect (Experiment 3).

We found that irrelevant, contextual ensemble emotion and brightness information that were covertly pre-
sented, were effortlessly utilized both by TD and ASC, within a short presentation duration of 200 ms, to represent 
the visual target (the perceptual judgment of which was biased by the contextual ensemble statistics). Interestingly, 
the actual visual processing of the ensembles required >200 ms with emotion but not brightness information, at 
least in TD. In contrast, the overt ensembles of both emotion and brightness occurred within 200 ms in both TD 
and ASC. Here, a subset of ASC participants was impaired in emotion perception compared to TD.

Results
Effects of ensemble summary intensities of faces in the periphery (covert ensembles) on the per-
ceptual intensity of the centre face (Experiment 1). Manipulating the summary emotional intensities of 
the peripheral four-face ensembles demonstrated a trend of influencing the perceptual judgments of the emotional 
intensity pertaining to the central face (Fig. 2A). To quantitatively test the net change of perception as a function 
of the levels of stimulus manipulation, we calculated an index for each participant (see Data Analysis). The indices 
of the participants in this session were confirmed to follow a normal distribution (Lilliefors test; p = 0.5), and then 
one-sample t-test was conducted to test the difference of mean of the indices from the reference value zero. This 
returned a significant difference (t(18) = 3.61; p = 0.002; Cohen’s d = 0.82; Fig. 2B), indicating that the indices’ mean 
of 0.20 (±0.05, standard error of mean (sem) was significantly greater than the reference value of zero and manipu-
lating the peripheral ensemble emotion of the images had a direct influence on centre face perception.

To study the above effect in comparison with that of ensemble summary statistics pertaining to low-level visual 
properties of face images (i.e. brightness), we tested whether the perceptual judgment of the target (centre) face’s 
brightness shifted from zero when there was a graded change in the summary brightness values of the peripheral 
face ensembles. We consequently identified a clear effect in this regard across the TD indices (Fig. 2C). The nor-
mally distributed indices (Lilliefors test; p = 0.5), when entered into a one-sample t-test, revealed a marked effect 
of context (t(18) = −4.06; p = 0.00073; Cohen’s d = 0.93; Fig. 2D), suggesting that the mean of −0.38 (±0.09, sem) 
was significantly different than zero, and manipulating the peripheral ensemble brightness of the images had an 
inverse influence on centre face brightness perception. There was neither any significant correlation between the 
emotion and brightness sessions (p = 0.31), nor did the indices (of either task) correlate with participants’ AQ 
scores (emotion: r = 0.21, p = 0.38; brightness: r = 0.15, p = 0.53).
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Figure 1. Experimental procedure. (A) A typical emotion-judgment trial. Each trial commenced with the 
presentation of a fixation cross in the centre of the screen (white fixation) that appeared for a random time 
duration (1,500–2,000 ms). The face image-set was then presented for 200 ms. Immediately afterwards, a 
black fixation cross appeared for 1,000 ms. This was followed by a key-pad response instruction. Participants 
were asked to accurately indicate a mentally computed representation using a seven-point Likert Scale 
(−3 to +3) without any time restriction. The trial ended with the key-press, and the next trial began after a 
blank screen of 500 ms. The face images were sourced from the Karolinska Directed Emotional Faces database 
(KDEF)45. Image types: Periphery (clockwise)- four Happy images (HA 1–4); Centre- neutral image (NE). 
Original images replaced by illustration for copyright reasons. (B) Experimental manipulation of the visual 
stimulus. (Experiments 1 & 2, emotion task-sessions; top) The peripheral neutral images (neutral emotion) 
were replaced by one additional happy image in increments of one at each level, until all four images were 
happy (extreme right; +4). The same process was applied for the opposite direction, this time using sad images 
(extreme left; −4). (Experiments 1 & 2, brightness task-conditions; bottom) Here, the peripheral neutral images 
(neutral brightness) were replaced by one additional bright or dark image in increments of one until the axis 
reached the maximum (extreme right; +4) or minimum (extreme left; −4), respectively. In each trial, the face 
image at the centre in each level was randomly selected to be happy/neutral/sad (emotion task-sessions; top) 
and bright/neutral/dark (brightness task-sessions; bottom). In Experiment 1, the effect of graded manipulation 
of the peripheral image set was tested on the perceived intensity of the centre face (emotion/brightness), 
whereas in Experiment 2 the overall perceptual mean intensity of the entire five-image ensemble was tested. 
KDEF image types: top left [Extremely Sad], Periphery (clockwise)- four Sad images (SA 1–4); Centre- neutral 
image (NE); top right [Extremely Happy], Periphery (clockwise)- four Happy images (HA 1–4); Centre- neutral 
image (NE); bottom left [Extremely Dark] and bottom right [Extremely Bright], Periphery (clockwise)- four 
Dark images (DA 1–4); Centre- neutral image (NE); Image types: Periphery (clockwise)- four Bright images 
(BR 1–4); Centre- neutral image (NE). Original images replaced by illustration for copyright reasons.
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The ASC participants’ target visual perception also demonstrated sensitivity towards the ensemble sum-
mary statistics of the contextual stimuli in both the higher (emotion; Fig. 2E,F) and lower levels of visual 
domains (brightness; Fig. 2G,H). However, separate one-sample t-tests (normality satisfied by Lilliefors 
test; emotion: p = 0.20; brightness: p = 0.50) revealed significant effects due to experimental manipulation of 

Figure 2. Effects of ensemble summary intensities of faces in the periphery (covert ensembles) on the 
perceptual intensity of the centre face (Experiment 1). (A–D) Data from TD (n = 19) are shown. Means ± SEMs 
of the raw judgment ratings across participants are shown for the positive (+1 to +4) and negative (−1 to −4) 
levels of stimulus manipulations relative to the zero level (black horizontal broken line) in the emotion (A) and 
brightness task-sessions (C), along with the distribution of their respective indices (black open circles; B,D). 
(E–H) Data from ASC (n = 10) are shown with the same conventions as TD: raw judgment ratings (emotion: 
E, brightness: G) and distribution of respective indices (black open squares; F,H). All statistical tests were 
conducted on the indices (B,D,F,H). *p < 0.05, Stim Levels (levels of experimental stimulus manipulation).
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contextual brightness (mean = −0.48 ± 0.11; t(9) = −4.37; p = 0.0018; Cohen’s d = 1.38; Fig. 2H) but not emotion 
(mean = 0.14 ± 0.08; t(9) = 1.61; p = 0.14; Fig. 2F) on centre face perception. Please note that although there is an 
indication that the net perception of centre emotion was directly influenced by manipulation of the peripheral 
ensemble statistics, it is not significant because one of the participants showed extreme inverse perceptual modu-
lation due to the experimental manipulation compared to the distribution of the rest of the participants (Fig. 2F). 
Even in this participant, the target visual perception was modulated nonetheless (see Data analysis for details), 
which is the actual goal of the experiment. Thus, testing whether the magnitude of perceptual modulation was 
different from zero, when we tested the absolute values of the indices by one sample t test, it revealed a significant 
effect of experimental manipulation in the emotion (mean = 0.25 ± 0.05; t(9) = 5.51; p = 0.00037; Cohen’s d = 1.74; 
Fig. 2F) as well as brightness (mean = 0.49 ± 0.11; t(9) = 4.64; p = 0.0012; Cohen’s d = 1.47; Fig. 2H) task-sessions.

There was no significant association between the emotion and brightness sessions (p = 0.66) or between 
the indices of either task session with participants’ AQ scores (emotion: r = 0.46, p = 0.18; brightness: r = 0.03, 
p = 0.94).

The results of this experiment suggest that summary intensity values computed subconsciously from con-
textual faces (in the periphery) elicit cognisable differences in visual perceptual judgments of the target face. 
Importantly, both TD and ASC participants demonstrated contextual sensitisation towards target face perception.

Effects of ensemble summary intensities of all faces (overt ensembles) on the global mean per-
ceptual intensity (Experiment 2). This experiment was similar in every respect to Experiment 1, with the 
exception that the participants were clearly instructed to utilise the visual information from all five images (the 
four images in the periphery and the centre image) to compute the global mean intensity of the entire image set. 
The intensity judgment scores of TD showed very clear modulation in response to relatively fine manipulations of 
the emotion (Fig. 3A,B) and brightness (Fig. 3C,D) of the face stimuli.

The TD indices for the emotion task session distributed normally (Lilliefors test: p = 0.13), and these indices’ 
mean of 0.87(±0.09, sem) was significantly greater than zero (one-sample t-test: t(18) = 9.38; p = 2.36 × 10−08; 
Cohen’s d = 2.15; Fig. 3B). The distribution of the indices in the brightness task was non-normal (Lilliefors test of 
normality: p = 0.0012). Thus, a Wilcoxon signed rank test was conducted which demonstrated that the median for 
the brightness-task indices was 1.01 (0.36, inter-quartile range). This also significantly exceeded zero (Z = 3.62; 
p = 0.00029; Effect size = 0.83; Fig. 3D). Again, as in Experiment 1, neither did modulation of the perceptual judg-
ments of the emotion task-session significantly correlate with brightness-session (p = 0.10) nor the tasks’ indices 
correlate with the participants’ AQ scores (emotion: r = 0.32, p = 0.17; brightness: r = −0.19, p = 0.43).

Similarly, in ASC, the emotion session indices were tested by one-sample t tests (Lilliefors p = 0.17) and the 
mean was found to be significantly larger than zero (mean = 0.73 ± 0.13; t(9) = 5.44; p = 4.09 × 10−04; Cohen’s 
d = 1.72; Fig. 3E,F). The brightness session indices (Lilliefors p = 0.001; non-normal distribution) had a median 
of 1.18 (0.21, inter-quartile range), also exceeding zero (Wilcoxon signed rank test; p = 0.0098; Fig. 3G,H). As 
earlier, the indices of the two task-sessions did not demonstrate any significant association (p = 0.34) with AQ 
scores (emotion: r = 0.55, p = 0.09; brightness: r = 0.05, p = 0.88).

Notably, the ASC data from the emotion task-session when split by its median (0.79) indicated two distinct 
subsets of participants falling on either side of the TD mean (0.87, black broken line; Fig. 4). Five ASC performed 
poorly on this task (magenta squares, mean age = 31.60; mean AQ = 35.40; participant ID: 1, 7, 3, 6, 9; Table 1) 
whose performance (mean of indices = 0.34; <TD mean) was worse than the other five ASC (cyan squares, mean 
age = 23.40; mean AQ = 30.40) who performed much better (mean of indices = 1.11; >TD mean). The difference 
of means between each ASC subset (magenta and cyan broken vertical lines) and TD (black broken vertical 
line) was tested using permutation based independent t-test (20000 permutations) as previously described31. This 
approach is suggested to be better when sample size is less per group32. While the mean of ASC subset 1 (magenta 
broken vertical line) was significantly lower (t = −2.79; p = 0.0094), the ASC subset 2 (cyan broken vertical line) 
did not differ from TD (t = 1.37; p = 0.18). The difference between ASC subset 1 and TD was significant even at 
the Bonferroni corrected threshold p-value (0.05/2 = 0.025).

These results suggest that in response to overt task demands, TDs can generally efficiently integrate visual 
information from face ensembles whereas a subset of ASC has likely a deficit in this ability, particularly in sum-
marizing ‘emotion’ information.

Effects of covert and overt ensembles with backward visual masking (Experiment 3). The above 
effects observed in Experiments 1 and 2 occurred with a stimulus (face ensembles) presentation of 200 ms for 
encoding but the actual processing of the stimulus could have also happened in the visual system on a later times-
cale in the intervening blank of 1,000 between the stimulus offset and judgment onset (Fig. 1A). To ascertain if 
the perceptual effects in Experiments 1 and 2 were actually a result of visual processing of the stimulus within 
200 ms, we modified the event timeline of the task by including a high-contrast backward visual mask for 1,000 ms 
immediately following the stimulus offset (Supplementary Information Fig. 1) to suppress processing of the stim-
ulus in the visual system. The data collected were tested by permutation-based one-sample t-tests (all possible 
permutations) for difference of the mean of indices from the reference value of zero. This task manipulation in 
TD revealed that peripheral ensemble emotion information (covert ensembles) had no perceptual effect on cen-
tre emotion perception (mean ± sem of indices = 0.025 ± 0.09; t(10) = 0.28; p = 0.79; Supplementary Information 
Fig. 2B), whereas the perceptual effect of peripheral brightness information on centre brightness was significant 
(mean ± sem of indices = −0.55 ± 0.13; t(10) = −4.36; p = 0.0039; Cohen’s d = 1.31; Supplementary Information 
Fig. 2D). The same manipulation produced no significant perceptual effects either with emotion (mean ± sem of 
indices = −0.15 ± 0.15; t(5) = −0.98; p = 0.38; Supplementary Information Fig. 2F) or brightness (mean ± sem of 
indices = −0.24 ± 0.22; t(5) = −1.13; p = 0.28; Supplementary Information Fig. 2H) in ASC. However, it is possible 
that due to the relatively smaller sample size we could not detect an effect here.
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By contrast, the perceptual effects of goal-directed, overall ensemble of faces (overt ensembles) were signifi-
cant with emotion (mean ± sem of indices = 0.69 ± 0.14; t(9) = 4.99; p = 0.002; Cohen’s d = 1.58; Supplementary 
Information Fig. 2B) and brightness (mean ± sem of indices = 0.93 ± 0.22; t(9) = 4.16; p = 0.0059; Cohen’s d = 1.31; 

Figure 3. Effects of ensemble summary intensities of all faces (overt ensembles) on the global mean perceptual 
intensity (Experiment 2). (A–D) Data from TD (n = 19) are shown. Means ± SEMs of the raw judgment 
ratings across participants are shown for the positive (+1 to +4) and negative (−1 to −4) levels of stimulus 
manipulations relative to the zero level (black horizontal broken line) in the emotion (A) and brightness task-
sessions (C), along with the distribution of their respective indices (black open circles; B,D). (E–H) Data from 
ASC (n = 10) are shown with the same conventions as TD: raw judgment ratings (emotion: E, brightness: G) 
and distribution of respective indices (black open squares; F,H). All statistical tests were conducted on the 
indices (B,D,F,H). *p < 0.05, Stim Levels (levels of experimental stimulus manipulation).
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Supplementary Information Fig. 2D) in TD as well as with emotion in ASC (mean ± sem of indices = 0.83 ± 0.19; 
t(5) = 4.39; p = 0.031; Cohen’s d = 1.79; Supplementary Information Fig. 2F). The indices of brightness task failed 
to attain significance by a narrow margin (mean ± sem of indices = 0.82 ± 0.20; t(5) = 3.98; p = 0.062; Cohen’s 
d = 1.62), but this could be due to one outlier showing opposite effect than the rest of the small sample of ASC 
(Supplementary Information Fig. 2H).

Discussion
In the first experiment, we found that percepts of high- and low-level (sensory) target visual information are sen-
sitive to the summary statistics provided by the respective ensemble properties of contextual stimuli. Participants 
determined the summary intensities of the contextual face ensembles and encoded the target face intensities 
relative to those of the summary intensities in such a way that manipulating the context produced a systematic 
modulation of the perceptual responses in both TD and ASC.

We tested the effect that manipulating peripheral, global summary measures (of the context stimuli) has on 
the perception of local features of stimuli by parametrically varying the ensemble information while encoding. 
It is worth noting here that this effect was quantitatively evident when the contextual stimuli were behaviourally 
irrelevant (had no task relevance; participants were told to ignore them) and the stimuli (both context and target) 
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ID
Age 
(yrs)

Gender
(M/F)

AQ 
score

Diagnosis/medications
(pharmacological category)

ASC-1 20 M 35 high AQ/none

ASC-2 32 M 34 high AQ/none

ASC-3 37 F 31
clinically diagnosed PDD, ADHD, LD/Duloxetine 
(selective serotonin and norepinephrine reuptake 
inhibitor), Zopiclone (non-benzodiazepine-hypnotic)

ASC-4 23 M 32 clinically diagnosed PDD/none

ASC-5 25 M 24 clinically diagnosed PDD/none

ASC-6 45 M 34
clinically diagnosed ASD/Quetiapine (selective 
monoaminergic antagonist-antipsychotic), Clonazepam 
(benzodiazepine-anticonvulsant)

ASC-7 35 M 41
clinically diagnosed ASD and ADHD/Methylphenidate 
(norepinephrine and dopamine reuptake blocker-central 
nervous system stimulant)

ASC-8 22 M 29 clinically diagnosed PDD/none

ASC-9 21 M 36 clinically diagnosed PDD/Atomoxetine (non-stimulant, 
selective norepinephrine reuptake inhibitor)

ASC-10 15 M 33
clinically diagnosed ASD and ADHD/
Methylphenidate(norepinephrine and dopamine reuptake 
blocker-central nervous system stimulant), Modafinil

Table 1. Demographics of ASC participants. ADHD: Attention Deficit Hyperactivity Disorder; ASD: Autism 
Spectrum Disorder; LD: Learning Disorder; PDD: Pervasive Developmental Disorder.
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were co-presented for a brief period (200 ms). Thus, despite the task demand of perceiving only the intensity of 
the centre face, the participants’ visual systems subconsciously accounted for the summary values provided by 
the peripheral stimuli. The influence of manipulating the global summary measures of the peripheral faces on 
centre face perception was mutually in opposite directions for the emotion and brightness task sessions in both 
groups. This indicates that potentially different neural mechanisms were at play in producing the target percep-
tual bias due to ensemble statistics extracted covertly from high- and low-level visual information from faces. 
The stimuli were presented for 200 ms, which is approximately the average rate at which humans make a saccade 
(~200–300 ms)33. Therefore, it is unlikely that participants could have sampled the face information from all of the 
images in a trial, particularly when the task instruction was clearly focussed on the target-centre image. That we 
nevertheless observed an effect of peripheral modulation is possibly because the human visual system is capable 
of extracting summary, visual-ensemble statistics without serially foveating on each image, which also corrobo-
rates a recent finding34. Although earlier studies have reported rapid extraction of task-relevant ensemble percepts 
in humans within time scales of 50–500 ms10,22, here we report distinct encoding of visual targets relative to the 
extracted summary values of their task-irrelevant ensemble (context) within 200 ms, which ultimately influenced 
the visual perception of the relevant target.

There are previous accounts of superior local, visual processing and attention in ASC29,35. In a visual acuity 
task, the spatial gradients of visual attention (to cued locations) fell more sharply between 2.46–4.51° of the visual 
angle in ASC than TD, when a target–distractor pair were shown for 67 ms35. Since our Experiment 1 required 
task-based deployment of visual attention (for 200 ms) only to the centre–face image (~4 × 4°), we also expected 
the effect of peripheral images (~5° apart in four directions, from the mid-point of the target) to be minimal in 
ASC. However, we found TD and ASC sensitization to similar extents. The result suggests that task-irrelevant 
visual information from surrounding faces (presented within relatively comparable spatial extents but over a 
greater time span than previously reported35, may still modulate target visual perception, revealing the influence 
ensemble summary measures of a visual context can exert on ASC local visual perception.

Visual context has been referred to as the ‘glue’ that integrates different elements into a coherent percept; it 
can influence our eye-movements and attention, thereby guiding perception36. In accordance with this, a ‘rele-
vant background’ may also be interpreted as visual context. Recent reports have demonstrated that the visual 
system can automatically utilise contextual frames of reference (‘background coordinates’) to control saccades 
in less than 150 ms37, and skilled arm movements within 300 ms38, towards visuospatial targets. Further, the 
role of voluntary top-down attention regarding neuronal responses at different stages of information processing 
in the visual cortex is well-known39. The engagement of top-down attention generally allows one to prioritise 
goal-relevant processing of stimulus information; in the present study, this priority should have been placed on 
the centre face, which would have attenuated the effect of the context on visual perception of the centre face. 
However, since our encoding stimuli were presented only briefly (for 200 ms), top-down attention may not fully 
explain our results, as studies have reported that a timescale of ~300 ms or more is required for the engagement 
of top-down attention19. Therefore, we consider that our findings regarding encoding the target relative to back-
ground ensemble summary statistics were also the result of automatic, exogenous attentional processes19,40. It 
is noteworthy however, that as revealed by our Experiment 3, the peripheral ensembles presented for 200 ms 
(encoding duration) actually take >200 ms for visual processing and thereby for the perceptual modulation to 
gain effect at least with high-level emotion information.

A recent study has demonstrated that, in human participants, contextual stimuli have a marked influence on the 
detection of changes in facial expressions41. Using affective priming and a bi-directional response task, the authors 
reported that when participants were exposed to an intervening context (presented for 1,000 ms), they returned a 
greater proportion of correct judgments of the direction of change between pre- and post-context facial expressions. 
This applied to trials where valence was consistent with the actual direction of change in the facial expressions 
(either positive or negative). Although some aspects of the overall findings of this study are similar to those of the 
present study, our study has some salient differences. The above study used a ‘priming’ paradigm, which essentially 
preceded the actual tasked stimulus, and focussed on subtle changes in facial emotions42. The duration of the prim-
ing was 1,000 ms, and the latency between presentations of the priming and target was 1,250 ms; both durations 
were possibly intended to facilitate top-down conditioning of the target evaluation based on affective memory of 
the prime. On the contrary, our task involved concurrent representation of the target and extraction of summary 
contextual valence, with little room for encoding by conscious intention (200 ms). This information pertaining to 
both visual domains in ASC and the high-level domain in TD was visually processed on time scales of 200–1000 ms, 
which may have later led to the perceptual bias in our results. Consequently, we speculate that a similar but still dis-
tinct mechanism might be involved in our study, and feel that our results supplement the previous study’s findings41.

It has also been reported that perceptual judgments of facial emotional intensity in humans is susceptible to 
implicit racial biases43. Further, a recent study has demonstrated that the facial features that one learns over time 
influences how faces are evaluated socially44. Since our entire participant pool comprised of Japanese adults, who 
were likely to have been relatively unfamiliar with Caucasian faces, whether our experimental results, which were 
obtained using stimuli comprising Caucasian faces45, would differ if Asian or specifically Japanese facial stimuli 
were used merits future exploration.

In Experiment 2, we measured whether participants’ performances could be flexibly switched to an entirely 
global ensemble perception when they were given an instruction to mentally compute the mean visual percept 
(as a summary measure) of the two visual properties (emotion, brightness) based on all five face images. The 
purpose was to test how participants consciously, visually averaged global scenes, rather than the sensitization of 
their local perception by summary measures of the covert global context (tested in Experiment 1). Consequently, 
participants (TD and ASC) overall demonstrated robust effects regarding averaging both types of visual property 
(emotion and brightness) in response to the manipulations of the stimuli. In contrast to Experiment 1, how-
ever, we found that the perceptual shift as a result of overt global summarizing from the face ensembles were in 
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a similar direction with both high- and low-level visual information (emotion and brightness). Therefore, our 
results support previous reports that the visual system is adept at summarising ensemble information within a 
short presentation span1. In fact, we observed a better modulation of perceptual judgment in this task than for 
Experiment 1. This may have been possible due to the availability of a clear summarising strategy: the task instruc-
tion to consciously compute the mean emotion and brightness of the entire ensemble. Engaging attention while 
encoding has been proposed to result in more reliable representations1 which may have led to greater effect sizes. 
On the other hand, in Experiment 1, the effect of summary measures of the peripheral (contextual) ensemble was 
measured indirectly/covertly, with the participants only consciously judging the centre image. Moreover, different 
summarising strategies (mean/variance/range) could have been adopted in Experiment 1 (both across trials for 
individual participants and across different participants), which collectively might have led to a relatively smaller 
effect size here. However, 50% of the ASC participants demonstrated an impaired ability to summarize emotion 
information, in particular. Efficiency of goal-directed global visual processing in ASC has yielded contradictory 
results in the past and, as mentioned above, we think this requires better understanding29. Finally, the perceptual 
effects related to information from low- and high-level visual domains in Experiment 2 were evident in both TD 
and ASC with a shorter visual processing duration of 200 ms, as revealed by our Experiment 3. This could have 
been due to the attentional benefits afforded by the clear task instruction at the encoding step.

It is pertinent to note here that the size of our ASC participant pool was rather modest and its composition 
heterogeneous. Replication of our findings in a larger and more homogenous ASC participant pool than ours 
would be required to unequivocally confirm these effects in ASC.

Taken together, our results demonstrate that in the brief presence (200 ms) of contextual visual information 
from faces, a target face could be interpreted with respect to the ensemble summary statistics computed auto-
matically from the irrelevant context, so as to influence a visual perceptual judgment in both TD and ASC. While 
the actual visual processing in this phenomenon takes longer (>200 ms) with high-level emotion information in 
both TD and ASC, this processing can happen rapidly (≤200 ms) with low-level brightness information, at least 
in TD. Goal-directed overt ensemble summary statistics however, can be computed rapidly in both TD and ASC 
regardless of the type of visual information.

Methods
Participants. We recruited 29 participants for this research (comprising TD and ASC). All had normal or 
corrected to normal vision, and provided written informed consent to participate in two experiments. Each 
participant performed the two experiments on different days (for all participants, the gap between the two 
experiments was >24 hours except for one ASC participant, ASC-10, for whom the gap was three hours). All 
participants answered the Japanese version of the autism spectrum quotient (AQ) test, which measures autis-
tic traits. The study design was approved by the Ethics Review Board of the National Rehabilitation Centre for 
Persons with Disabilities, Tokorozawa (Saitama), Japan and all experiments were carried out in accordance with 
the guidelines for human participants laid down by the Ethics Review Board. All participants were remunerated 
for participating in the research. The face images were sourced from the Karolinska Directed Emotional Faces 
database (KDEF)45, which is permitted to use for non-commercial scientific research purposes.

Typically developing individuals. Nineteen TDs participated in both Experiment 1 and 2 (mean age 22.09 years; 
age range 18–26 years; 12 women). All returned AQ scores ≤30 (mean AQ score = 17.16). None reported a family 
history of ASC and they were free from any history of neurological disorders.

Individuals with ASC. Ten ASCs (mean age 27.50 years; age range 15–45 years, one woman) participated in both 
Experiments 1 and 2. Eight were clinically diagnosed cases of autism spectrum disorders and/or pervasive devel-
opmental disorders. Three other participants who returned a high AQ score (criterion of ≥33) were also classified 
as ASC46. Six of the ASC participants were on medications (see Table 1 for details).

Apparatus and general task procedures. For the experiments, participants were seated with their arms 
resting on a desk in front of them, and with their heads stabilised using a chin rest and head rest. The stimuli 
were presented on a 23-inch colour monitor (1,920 × 1,080 pixels, 60 Hz; DELL, Round Rock, TX) placed at a 
distance of 57 cm from the participants, with the edges subtending visual angles of 50.5° × 28.4°. The experiment 
was controlled using the Psychophysics Toolbox (Brainard, 1997), which was operated using MATLAB 2015a 
(Mathworks, Natick, Massachusetts, USA).

At the beginning of each trial, the participants were instructed to fixate on a white cross in the centre of the 
screen (0.5° × 0.5°), which was presented for a randomly determined duration of between 1,500 and 2,000 ms 
(Fig. 1A). The offset of the cross was followed without delay by the presentation of a set of five face images; all 
images were presented with the edges of the image subtending ~4 × 4°. The image set was positioned such that the 
central face image was directly at the centre of the screen. The four flanking face images were positioned in four 
perpendicular directions (right and left; top and bottom) from the centre image. The respective centres of the four 
flanking images were 5° from the mid-point of the centre image with a gap of 1° among the edges of the images. 
The entire image set was presented for 200 ms. Subsequently, a black fixation cross appeared at the centre of the 
screen for 1,000 ms. This was followed by the presentation of a seven-point Likert scale (Likert, 1932), through 
which participants were asked to report their perceived intensities of either the emotion or brightness (see below) 
of the centre face. They answered using a response pad (the seven-key RB-740 pad, Cedrus Corporation, San 
Pedro, CA), and there was no time limit for providing responses. The trial ended as soon as the participant made 
a keypad response and, after a blank screen for 500 ms, the next trial began. The face images were sourced from 
the Karolinska Directed Emotional Faces database (KDEF)45. For the emotion-judgment tasks, faces expressing 
happy, neutral, and sad emotions were selected. For each emotion, we selected 35 female and 35 male images, 
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meaning the overall set for the emotion task comprised 70 × 3 = 210 images. First, the images were converted 
to grayscale by setting the hue and saturation to zero, while preserving the luminance. Then, the brightness of 
each image was adjusted to the same level (mean = 128, in a range of 0–255). The images were then used for the 
emotion-judgment tasks in both experiments. For the brightness-judgment tasks, the grayscale-converted images 
that expressed only neutral emotions (total 70 images: 35 female +35 male faces) were used. The brightness of 
these images was then modified, being both increased by 30% (brighter) and decreased by 30% (dimmer) of the 
original value (neutral), to form three sets: bright, neutral, and dark types.

The image properties were managed using the Image Processing Toolbox ver. 9.2 of MATLAB 2015a 
(MathWorks, Natick, Massachusetts, USA). All participants performed 5–10 practice trials before commencing 
each experiment.

Experiment 1. Participants were presented with sets of five face images. The image at the centre of the screen 
was surrounded by four others (peripheral images), as described above. During the trials, the summary intensity 
value of the four-image ensemble of peripheral images was manipulated in a graded manner using nine assigned 
stimulus levels (ranging from a maximum of +4 (extremely happy/bright) to a minimum of −4 (extremely sad/
dark); Fig. 1B). Participants were instructed to only consider the centre image (visual target). They were asked 
to carefully form a mental representation of the relative intensities of emotion (one experiment session) and 
brightness (in another experiment session) of the central face and to indicate their judgments using a seven-point 
Likert Scale (−3 (extremely sad/extremely dark) to +3 (extremely happy/extremely bright); Fig. 1B). They were 
directed to ignore the four peripheral face images that would be presented concurrently with the target image. All 
participants performed the two sessions (emotion and brightness), each comprising 81 trials, with intermittent 
rest periods. Each individual stimulus level (from −4 to +4) comprised nine trials (3 trials each with centre - 
happy/neutral/sad or bright/neutral/dark). Thus, there were 9 stimulus levels × 9 trials/stimulus level = 81 trials.

Since the task instruction was to focus only on the briefly presented visual target, we expected that the cen-
tre image would capture the maximum attention. Nonetheless, if the visual target was perceived relative to the 
ensemble of the four peripheral images, the judged intensity of the visual target would shift systematically with 
the respective graded alterations in the summary intensity values of the ensemble.

Experiment 2. Similar to Experiment 1, participants were presented with sets of five face images, but on this 
occasion they were instructed to view all five face images and to mentally compute their mean emotional or 
brightness intensity. The peripheral images were used to manipulate the mean intensity of the entire five-image 
ensemble in a graded manner, based on nine assigned stimulus levels as before (ranging from a maximum of +4 
(extremely happy/bright) to a minimum of −4 (extremely sad/dark; Fig. 1B). Participants were asked to carefully 
form a mental representation and to then indicate their judgments of the average intensities of the emotion and 
brightness of the faces (two separate sessions) using the same seven-point Likert Scale as in Experiment 1. Each 
participant performed 81 trials in the two separate sessions, with an intermittent rest period. As before, each 
individual stimulus level (from −4 to +4) comprised nine trials (3 trials each with centre - happy/neutral/sad or 
bright/neutral/dark): 9 stimulus levels × 9 trials/stimulus level = 81 trials.

There was a clear task instruction to average the global ensemble, and we expected that if the participants 
could fulfil the task demands, there would be a systematic modulation of the judged average intensities as the 
overall means of the five image ensembles were manipulated from low to high, as previously reported6,9.

The order of measuring the participants’ responses for experiments 1 and 2, as well as between sessions 1 
(emotion-judgment task) and 2 (brightness-judgment task) of both experiments was counterbalanced across the 
participants.

Experiment 3. This was done with a smaller sample of TD (N = 11; mean age 24.80 years; age range 20–34 years; 
six women) and ASC (N = 6; mean age 21.67 years; age range 16–26 years; no women; Table 1: ASC # 2,4,5,8,9,10) 
participants. Here, the participants performed a modified version of both Experiment 1 and Experiment 2 on 
the same day with an intermittent rest period of ~15 minutes. Specifically, a high-contrast backward visual 
mask (perlin noise) was presented (duration 1,000 ms) immediately after the stimulus (face ensembles) offset 
(Supplementary Information Fig. 1) in order to restrict the visual processing of stimuli to 200 ms (same as the 
presentation/encoding duration). Other task events were same as Fig. 4A. All other aspects of task instruction and 
execution were the same as described above for Experiment 1 and Experiment 2 respectively.

Data analysis. Custom codes were written to analyse the data obtained through the keypad responses. The fol-
lowing is an explanation of the calculation steps for a single participant. Initially, the means of the nine responses 
for each stimulus level (−4 to +4) were calculated. These individual response values for each stimulus level were 
then re-scaled with respect to the maximum and minimum scores (across all stimulus levels between −4 and 
+4) to obtain normalised scores on an interval scale [0–1]. Next, the response values corresponding to the ‘zero 
stimulus level’ (image set in which emotion/brightness types of all four peripheral images were neutral, i.e. either 
all neutral emotions/all neutral brightness) were subtracted from the values of each stimulus level: +1 to +4 
(positive levels) and −4 to −1 (negative levels). Finally, a simple index was calculated by dividing the difference of 
mean responses (across positive and negative stimulus levels respectively) by the mean taken across the original 
(un-subtracted) responses of all the positive and negative stimulus levels (Eq. 1). This index was used to evaluate 
the overall modulation of the judged perceptual intensities as a result of the manipulation of the stimulus levels.
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where,

Pn = normalised responses of participants for ‘positive stimulus level’ trials
Nn = normalised responses of participants for ‘negative stimulus level’ trials
N = total number of positive and negative stimulus levels (eight)

Through this process, two indices were calculated for the two separate sessions (emotion- and 
brightness-judgment tasks) of all the three experiments. Such indices were calculated for all participants and used 
to test the difference of these indices from zero. If there was an effect of the experimental manipulation on the 
visual perceptual judgments, the mean value of indices would significantly be far away from (different from) zero. 
The sign of the indices (positive or negative) would indicate the direction of overall perception as a result of the 
experimental manipulation. Thus, in Experiment 1, indices greater than zero (positive indices) would suggest that 
manipulation of peripheral, ensemble intensities (face emotion along the sad-happy axis/face brightness along 
the dark-bright axis) directly influenced centre face perception, i.e. increased ensemble intensities of peripheral 
happiness/brightness directly led to increased perceptual intensities of happiness/brightness of the centre face. 
By comparison, indices less than zero (negative indices) would point at an inverse influence of the manipulation 
of peripheral, ensemble face emotion/brightness on centre face perception, i.e. increased ensemble intensities of 
peripheral happiness/brightness led to decreased perceptual intensities of happiness/brightness respectively of 
the centre face. Similarly, in Experiment 2, positive indices would indicate the direct effect of manipulation of the 
ensemble intensities (emotion/brightness) of the entire face image-set whereas negative indices would indicate 
the inverse effect of the same manipulation on global mean ensemble perception.

All statistical analyses were conducted using the Statistics and Machine Learning Toolbox (version 10.0) of 
MATLAB 2015a (MathWorks, Natick, Massachusetts, USA). For all purposes, p < 0.05 was considered to indicate 
significance.

Data and code availabilty
The datasets and codes related to the published results are available from the corresponding author upon reason-
able request.

Received: 11 June 2019; Accepted: 21 January 2020;
Published: xx xx xxxx

References
 1. Alvarez, G. A. Representing multiple objects as an ensemble enhances visual cognition. Trends in Cognitive Sciences, https://doi.

org/10.1016/j.tics.2011.01.003 (2011).
 2. Ariely, D. Seeing Sets: Representation by Statistical Properties. Psychological Science 12, 157–162 (2001).
 3. Oriet, C. & Brand, J. Size averaging of irrelevant stimuli cannot be prevented. Vision Research 79, 8–16 (2013).
 4. Dakin, S. C. & Watt, R. J. The computation of orientation statistics from visual texture. Vision Research 37, 3181–3192 (1997).
 5. Parkes, L., Lund, J., Angelucci, A., Solomon, J. A. & Morgan, M. Compulsory averaging of crowded orientation signals in human 

vision. Nature Neuroscience 4, 739–744 (2001).
 6. Bauer, B. Does Stevens’s Power Law for Brightness Extend to Perceptual Brightness Averaging? The Psychological Record 59, 171–186 

(2009).
 7. Maule, J., Witzel, C. & Franklin, A. Getting the gist of multiple hues: metric and categorical effects on ensemble perception of hue. 

Journal of the Optical Society of America A 31, A93 (2014).
 8. Haberman, J., Brady, T. F. & Alvarez, G. A. Individual differences in ensemble perception reveal multiple, independent levels of 

ensemble representation. Journal of Experimental Psychology: General 144, 432–446 (2015).
 9. De Fockert, J. & Wolfenstein, C. Rapid extraction of mean identity from sets of faces. Quarterly Journal of Experimental Psychology 

62, 1716–1722 (2009).
 10. Haberman, J. & Whitney, D. Rapid extraction of mean emotion and gender from sets of faces. Current biology: CB 17, R751–R753 (2007).
 11. Ying, H., Burns, E., Lin, X. & Xu, H. Ensemble statistics shape face adaptation and the cheerleader effect. Journal of Experimental 

Psychology: General 148, 421–436 (2019).
 12. Ying, H. & Xu, H. Adaptation reveals that facial expression averaging occurs during rapid serial presentation. Journal of Vision 17, 

15 (2017).
 13. Jiang, Y., Olson, I. R. & Chun, M. M. Organization of Visual Short-Term Memory. Journal of Experimental Psychology: Learning 

Memory and Cognition 26, 683–702 (2000).
 14. Brady, T. F. & Alvarez, G. A. Hierarchical Encoding in Visual Working Memory. Psychological Science 22, 384–392 (2011).
 15. Huang, J. Distortions in recall from visual memory: Two classes of attractors at work. Journal of Vision 10, 1–27 (2010).
 16. Gauchou, H. L., Vidal, M. J. R., Tallon-Baudry, C. & O’Regan, J. K. Relational information in visual short term memory: The 

structural gist. Journal of Vision 5, 619–619 (2010).
 17. Carragher, D. J., Lawrence, B. J., Thomas, N. A. & Nicholls, M. E. R. Visuospatial asymmetries do not modulate the cheerleader 

effect. Scientific Reports 8 (2018).
 18. Walker, D. & Vul, E. Hierarchical Encoding Makes Individuals in a Group Seem More Attractive. Psychological Science 25, 230–235 

(2014).
 19. Pinto, Y., van der Leij, A. R., Sligte, I. G., Lamme, V. A. F. & Scholte, H. S. Bottom-up and top-down attention are independent. 

Journal of Vision 13, 16–16 (2013).
 20. Sergent, J., Ohta, S. & Macdonald, B. Functional neuroanatomy of face and object processing: A positron emission tomography 

study. Brain 115, 15–36 (1992).
 21. Taylor, A. J. G. & Bryant, L. The effect of facial attractiveness on facial expression identification. Swiss Journal of Psychology 75, 

175–181 (2016).
 22. Leib, A. Y., Kosovicheva, A. & Whitney, D. Fast ensemble representations for abstract visual impressions. Nature Communications 7 

(2016).
 23. Spezio, M. L., Adolphs, R., Hurley, R. S. E. & Piven, J. Abnormal use of facial information in high-functioning autism. Journal of 

Autism and Developmental Disorders 37, 929–939 (2007).
 24. Webb, S. J., Neuhaus, E. & Faja, S. Face perception and learning in autism spectrum disorders. Quarterly Journal of Experimental 

Psychology 70, 970–986 (2017).

https://doi.org/10.1038/s41598-020-58971-y
https://doi.org/10.1016/j.tics.2011.01.003
https://doi.org/10.1016/j.tics.2011.01.003


1 2Scientific RepoRtS |         (2020) 10:2169  | https://doi.org/10.1038/s41598-020-58971-y

www.nature.com/scientificreportswww.nature.com/scientificreports/

 25. Lerner, M. D. et al. Atypicality of the N170 Event-Related Potential in Autism Spectrum Disorder: A Meta-analysis. Biological 
Psychiatry: Cognitive Neuroscience and Neuroimaging 3, 657–666 (2017).

 26. Lowe, M. X., Stevenson, R. A., Barense, M. D., Cant, J. S. & Ferber, S. Relating the perception of visual ensemble statistics to 
individual levels of autistic traits. Attention, Perception, and Psychophysics 80, 1667–1674 (2018).

 27. Maule, J., Stanworth, K., Pellicano, E. & Franklin, A. Ensemble perception of color in autistic adults. Autism Research 10, 839–851 (2017).
 28. Van der Hallen, R., Lemmens, L., Steyaert, J., Noens, I. & Wagemans, J. Ensemble perception in autism spectrum disorder: Member-

identification versus mean-discrimination. Autism Research 10, 1291–1299 (2017).
 29. Dakin, S. & Frith, U. Vagaries of visual perception in autism. Neuron 48, 497–507 (2005).
 30. American Psychiatric Association. DSM-5 Diagnostic Classification. Diagnostic and Statistical Manual of Mental Disorders, https://

doi.org/10.1176/appi.books.9780890425596.x00diagnosticclassification (2013).
 31. Groppe, D. M., Urbach, T. P. & Kutas, M. Mass univariate analysis of event-related brain potentials/fields I: A critical tutorial review. 

Psychophysiology 48, 1711–1725 (2011).
 32. Ludbrook, J. & Dudley, H. Why permutation tests are superior to t and F tests in biomedical research. American Statistician 52, 

127–132 (1998).
 33. Ramat, S., Leigh, R. J., Zee, D. S. & Optican, L. M. What clinical disorders tell us about the neural control of saccadic eye movements. 

Brain 130, 10–35 (2007).
 34. Wolfe, B. A., Kosovicheva, A. A., Yamanashi Leib, A., Wood, K. & Whitney, D. Foveal input is not required for perception of crowd 

facial expression. Journal of Vision, https://doi.org/10.1167/15.4.11 (2015).
 35. Robertson, C. E., Kravitz, D. J., Freyberg, J., Baron-Cohen, S. & Baker, C. I. Tunnel Vision: Sharper Gradient of Spatial Attention in 

Autism. Journal of Neuroscience 33, 6776–6781 (2013).
 36. Bar, M. Visual objects in context. Nature Reviews Neuroscience 5, 617–629 (2004).
 37. Chakrabarty, M., Nakano, T. & Kitazawa, S. Short-latency allocentric control of saccadic eye movements. Journal of Neurophysiology 

117, 376–387 (2017).
 38. Uchimura, M. & Kitazawa, S. Cancelling Prism Adaptation by a Shift of Background: A Novel Utility of Allocentric Coordinates for 

Extracting Motor Errors. Journal of Neuroscience 33, 7595–7602 (2013).
 39. Buschman, T. J. & Kastner, S. From Behavior to Neural Dynamics: An Integrated Theory of Attention. Neuron 88, 127–144 (2015).
 40. Carrasco, M. Visual attention: The past 25 years. Vision Research 51, 1484–1525 (2011).
 41. Yamashita, Y. et al. Context sensitivity in the detection of changes in facial emotion. Scientific Reports 6, 27798 (2016).
 42. Klauer, K. C. & Musch, J. Affective priming: Findings and theories. in The psychology of evaluation: Affective processes in cognition 

and emotion. 7–49 (2003).
 43. Wang, Q. et al. Implicit racial attitudes influence perceived emotional intensity on other-race faces. PLoS One 9 (2014).
 44. Dotsch, R., Hassin, R. R. & Todorov, A. Statistical learning shapes face evaluation. Nature Human Behaviour 1 (2017).
 45. Flykt, A., Lundqvist, D., Flykt, A. & Öhman, A. The Karolinska directed emotional faces (KDEF). CD ROM from Department of 

Clinical Neuroscience, Psychology section, Karolinska Institutet, https://doi.org/10.1017/S0048577299971664 (1998).
 46. Wakabayashi, A., Tojo, Y., Baron-Cohen, S. & Wheelwright, S. The Autism-Spectrum Quotient (AQ) Japanese version: Evidence 

from high-functioning clinical group and normal adults. Shinrigaku Kenkyu 75, 78–84 (2004).

Acknowledgements
The authors are grateful to Dr. Reiko Fukatsu for her continuous encouragement and departmental support. We 
thank Ms. Naomi Ishii for recruiting a large proportion of the participants and explanation of task instructions 
in Japanese to participants and Ms. Taemi Nawa for technical assistance. The authors are particularly grateful to 
Dr. Shinya Yamamoto, AIST – JAPAN for insightful suggestions on an aspect of analysis; we thank Dr. Takeshi Atsumi 
for occasionally explaining task instructions to participants in Japanese, Dr. Yumi Umesawa for recruiting additional 
participants; Dr. Masakazu Ide and Dr. Seiki Tajima for discussions related to ASC traits and behaviour. This research 
was partly supported by Grant-in-Aids from Japan Society for Promotion of Science - JSPS (JP15K12615) and 
Ministry of Education, Culture, Sports, Science and Technology - MEXT (JP17H05966, JP19H04921) to MW.

Author contributions
M.W. and M.C. planned the study and conducted the experiments; M.C. analysed the data and wrote the 
manuscript, through discussions with M.W. and M.W. edited the manuscript. Both authors approved the final 
version of the manuscript for publication.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary information is available for this paper at https://doi.org/10.1038/s41598-020-58971-y.
Correspondence and requests for materials should be addressed to M.W.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2020

https://doi.org/10.1038/s41598-020-58971-y
https://doi.org/10.1176/appi.books.9780890425596.x00diagnosticclassification
https://doi.org/10.1176/appi.books.9780890425596.x00diagnosticclassification
https://doi.org/10.1167/15.4.11
https://doi.org/10.1017/S0048577299971664
https://doi.org/10.1038/s41598-020-58971-y
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Perceptual effects of fast and automatic visual ensemble statistics from faces in individuals with typical development and  ...
	Results
	Effects of ensemble summary intensities of faces in the periphery (covert ensembles) on the perceptual intensity of the cen ...
	Effects of ensemble summary intensities of all faces (overt ensembles) on the global mean perceptual intensity (Experiment  ...
	Effects of covert and overt ensembles with backward visual masking (Experiment 3). 

	Discussion
	Methods
	Participants. 
	Typically developing individuals. 
	Individuals with ASC. 

	Apparatus and general task procedures. 
	Experiment 1. 
	Experiment 2. 
	Experiment 3. 
	Data analysis. 


	Data and code availabilty
	Acknowledgements
	Figure 1 Experimental procedure.
	Figure 2 Effects of ensemble summary intensities of faces in the periphery (covert ensembles) on the perceptual intensity of the centre face (Experiment 1).
	Figure 3 Effects of ensemble summary intensities of all faces (overt ensembles) on the global mean perceptual intensity (Experiment 2).
	Figure 4 Subsets of ASC participants according to effects of overt ensemble emotion task of Experiment 2.
	Table 1 Demographics of ASC participants.




