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Abstract

Rationale: The management of indeterminate pulmonary nodules
(IPNs) remains challenging, resulting in invasive procedures
and delays in diagnosis and treatment. Strategies to decrease the
rate of unnecessary invasive procedures and optimize surveillance
regimens are needed.

Objectives: To develop and validate a deep learning method to
improve the management of IPNs.

Methods:ALungCancer PredictionConvolutionalNeuralNetwork
model was trained using computed tomography images of IPNs from
the National Lung Screening Trial, internally validated, and
externally tested on cohorts from two academic institutions.

Measurements and Main Results: The areas under the receiver
operating characteristic curve in the external validation cohorts were
83.5% (95% confidence interval [CI], 75.4–90.7%) and 91.9% (95%
CI, 88.7–94.7%), compared with 78.1% (95% CI, 68.7–86.4%) and
81.9 (95%CI, 76.1–87.1%), respectively, for a commonly used clinical

risk model for incidental nodules. Using 5% and 65% malignancy
thresholds defining low- and high-risk categories, the overall net
reclassifications in the validation cohorts for cancers and benign
nodules compared with the Mayo model were 0.34 (Vanderbilt)
and 0.30 (Oxford) as a rule-in test, and 0.33 (Vanderbilt) and 0.58
(Oxford) as a rule-out test. Compared with traditional risk
prediction models, the Lung Cancer Prediction Convolutional
NeuralNetworkwas associatedwith improved accuracy in predicting
the likelihood of disease at each threshold of management and in
our external validation cohorts.

Conclusions: This study demonstrates that this deep learning
algorithm can correctly reclassify IPNs into low- or high-risk
categories in more than a third of cancers and benign nodules
when compared with conventional risk models, potentially
reducing the number of unnecessary invasive procedures and delays
in diagnosis.

Keywords: early detection; risk stratification; neural networks;
lung cancer; computer-aided image analysis
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Lung cancer remains the leading cause of
cancer-related deaths in the United States
and worldwide. In the United States alone,
an estimated 228,820 adults will receive a
diagnosis of lung cancer in 2020 (1). Despite
recent progress in immunotherapy and
other treatment modalities, the 5-year
survival rate is 21.7% (2), mainly because
most lung cancers are diagnosed at an
advanced stage. Early diagnosis can
markedly improve outcomes—the
survival for patients with stage IA1
non–small cell cancer is 92% (3).

There are two principal routes to an
early lung cancer diagnosis. The first is
screening using low-dose computed
tomography (LDCT), which has been shown
to reduce lung cancer deaths by 20% in
the U.S. National Lung Screening Trial
(NLST) (4), and by 26% in the European
NELSON (Nederlands–Leuvens
Longkanker Screenings Onderzoek) trial
(5). The second route is the detection of
cancer as an incidental finding in patients
undergoing imaging for an unrelated
reason. Indeterminate pulmonary nodules
(IPNs) are reported as incidental findings
in z30% of chest CTs, and it has been
estimated that 1.57 million patients with
pulmonary nodules are identified in this
way every year in the United States (6).

Regardless of the route to detection,
the management of screen-detected and
incidentally detected IPNs is a challenging
clinical problem. One issue is the high
false-positive rate of LDCT. The rate of

positive LDCT screening tests in the NLST
was reported to be z27% in the first two
rounds and 17% in the third year of
screening (4). More than 96% of all
positive screens were false positives and
72% had some form of diagnostic follow-
up. Variability in image interpretation
among radiologists is known to be high,
and this may lead to variability in
management (7, 8). Moreover, CT scans
on which incidental nodules occur are
frequently read by generalist radiologists
with limited thoracic experience.

Guidelines published by the American
College of Radiology for screen-detected
nodules (Lung-RADS) (9, 10), and by the
Fleischner Society (11) and the British
Thoracic Society (12) for incidentally
detected nodules recommend management
strategies based on qualitative or
quantitative estimates of malignancy risk.
Such estimates may incorporate clinical
parameters such as patient age, smoking
history, and cancer history, and radiological
parameters such as nodule diameter,
appearance, and location (11). Standard-
of-care guidelines for incidental IPNs
suggest thresholds for patient stratification
(12–15); for example, nodule risks below
5% indicate interval surveillance imaging,
whereas those above 65% indicate active
intervention (biopsy/surgery). Such guidelines
aim to optimize patient benefit given the
performance of currently available tests.

Despite their availability, adherence
to these guidelines can be variable and
patient stratification can be subjective
(16). For example, intermediate-category
nodules (i.e., 5–65% for American College
of Chest Physicians and American College
of Radiology Lung-RADS category 4)
present challenges in the clinic because
the guidelines do not provide specific
recommendations for what is a very
broad range of risk profiles. Patients with
intermediate-risk nodules are typically
associated with a large number of
expensive and invasive tests (17), with an
unacceptable rate of surgeries on benign
nodules (13, 16). Such poor stratification
may result in delayed diagnosis and
treatment and potential upstaging.

The current preferred option for
smaller IPNs is growth assessment over
time, which has been shown to contribute
significantly to risk assessment (18, 19),
although waiting may be difficult for
patients and delay diagnosis and potential
treatment. Growth identified over a short

interval is less reliable for diagnosing
malignancy than growth identified
over longer periods (20, 21). Logistic
regression–based methods, such as the
Mayo and Brock risk models (22, 23),
are recommended by some guidelines but
are limited at least partly by their reliance
on qualitative—and hence inconsistent—
human interpretation of variables such
as nodule size and morphology, and
patients’ estimates of factors such as
smoking history.

Computer-aided risk stratification
using machine learning (ML) classification
of benign and malignant nodules could
potentially address some of these
limitations, and the availability of large
datasets and increasingly powerful
computational resources has made the
development of such techniques feasible.
Such techniques work directly with the
image and patient clinical data, negating
the need to first describe the morphology
or measure the size of the nodule. Prior
ML work on previous datasets has shown
that such tools have the potential to
outperform conventional risk models
(24–30), but their performance has not
been evaluated on multiple independent
datasets, including incidentally detected
nodules in smokers and nonsmokers.
Moreover, the published literature lacks
external validation, including data acquired
using heterogeneous CT technology and
protocols from a variety of clinical
practices. Our study offers such a level
of clinical validation, which is required
for future clinical trials and ultimately
for clinical practice.

Our objective in this study was to derive
and validate a computer-aided tool to
classify benign and malignant nodules—a
“digital biomarker” for use in patient
stratification and management of IPNs.
We aimed to investigate the performance
of a deep learning risk stratification
tool developed using the LDCT arm of
the NLST (i.e., current/former smokers,
55–75 yr old, >30 pack-years) and
internally and externally validated on
multiple cohorts, including never-
smokers. The eventual goal of this
tool is to accelerate the diagnosis and
treatment of malignant nodules, and to
avoid unnecessary imaging and invasive
procedures in patients with benign
disease. Some of the results of these
studies were reported in 2018 in the form
of abstracts (31–33).

At a Glance Commentary

Scientific Knowledge on the
Subject: It is unknown whether a
deep learning algorithm applied to
chest computed tomography scans
of individuals presenting with
indeterminate pulmonary nodules
allows their reclassification into lower-
or higher-risk groups.

What This Study Adds to the Field:
These results suggest the potential
utility of the Lung Cancer Prediction
Convolutional Neural Network
algorithm to revise the probability of
disease for indeterminate pulmonary
nodules, with the goal of decreasing
invasive procedures and shortening the
time to diagnosis.
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Methods

Study Design
In this study we used a prospective-
specimen collection, retrospective-blinded-
evaluation design (34). The Lung Cancer
Prediction Convolutional Neural Network
(LCP-CNN) developed by Optellum was
derived and internally validated using the
NLST dataset with cross-validation. Two
independent external validation datasets
were obtained from Vanderbilt University
Medical Center (VUMC) and Oxford
University Hospitals National Health
Service Foundation Trust (OUH). These
datasets included incidentally detected
IPNs that had been brought to the attention
of pulmonary physicians. The LCP-CNN
was applied without modification to
nodules from these populations
(characterized in Table E1 in the online
supplement).

Datasets
Deep learning methods require large
representative datasets for training.
Therefore, the derivation and internal
validation dataset contained CT images
of all solid and semisolid nodules of at
least 6 mm in diameter from the NLST
dataset. Ground-glass opacities were then
excluded because there were too few
malignant examples to train the system
reliably. Working under the supervision of
expert thoracic radiologists from OUH, a
team of doctors and medical students
performed an extensive data curation
process (summarized in Figure E1). The
final dataset contained 14,761 benign
nodules from 5,972 patients and 932
malignant nodules from 575 patients.
Note that each patient had up to three
annual images, hence a nodule could be
present on up to three CTs.

The VUMC external validation dataset
contains prospectively collected data from
patients with incidental pulmonary nodules
who were referred to a lung nodule clinic
(Table E1). Patients of either sex, >18 years
of age, with a CT scan reporting a solid
pulmonary nodule 5–30 mm in diameter
were included, provided that the patient
had no history of a cancer diagnosis within
2 years before the nodule was detected.
Nodules were only included if they had a
diagnosis provided by histology or 2-year
stability based on diameter. When multiple
images of a nodule were available, the

earliest study for which a thin-slice CT
section (< 1.25 mm thick) was available
was selected. The VUMC external
validation dataset contained 116 nodules
(52 benign [including at least 3
histoplasmosis] and 64 malignant) from
116 patients.

The OUH external validation dataset
contained retrospectively collected data
from patients with incidental IPNs (Table
E1). The same inclusion criteria as described
above were used, except for a size range
of 5–15 mm, a 5-year cancer cutoff, and
no more than five nodules per patient.
Although the criteria specified a diameter
of 5–15 mm, all longitudinal studies were
collected, and the earliest study for which
a noncontrast CT was available was
selected; therefore, the dataset included
nodules up to 18.8 mm in diameter. The
dataset contained 463 nodules from 427
patients. These included 63 cancer nodules
from 62 different patients. Deidentified
NLST datasets were obtained through the
National Cancer Institute’s Cancer Data
Access System (35). This research was
approved by the OUH (Health Research
Authority Integrated Research Application
System ID: 214451) and VUMC
institutional review boards (000616 and
030763).

Derivation of the LCP-CNN Model
The LCP-CNN system is based on the Dense
Convolutional Network (36), a widely used
type of deep learning CNN architecture
(37) that was designed for computer vision
tasks (Figure 1). An eightfold cross-
validation strategy was used for training
and validation on the NLST data, and the
datasets were split into eight approximately
equal subsets (see Figure E1). This
approach allowed us to report results
that were not used for training. In all
reported results, the output of the LCP-
CNN model is a score between 0% and
100% to represent a likelihood of
malignancy. During development, it was
found that clinical variables (e.g., age, sex,
and smoking history) did not contribute
significantly to the performance of the
model, and hence they were excluded.
Further details are provided in the
online supplement.

Performance Metrics and Statistical
Analysis
We measured the performance of the
LCP-CNN model in three different ways.
First, we examined the area under the curve
(AUC) for the LCP-CNN classifier over
all testing data and compared the results
with those obtained for relevant risk models.
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Figure 1. Schematics showing the (A) Lung Cancer Prediction Convolutional Neural Network (LCP-
CNN) architecture, (B) the training procedure, and (C) application of the trained model to novel data.
The input to the network is a three-dimensional anisotropically resampled box z56 mm in width.
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Second, we examined its impact on
patient stratification by conducting a
reclassification analysis, using a rule-in
threshold of.65% and a rule-out threshold
of ,5% according to the American College
of Chest Physicians guidelines (11). We
reported net reclassification indices (NRIs)
for cases and controls separately (38, 39)
for both thresholds to measure the LCP-
CNN’s potential to change management.
A two-way reclassification analysis was
performed. For example, at 65%, we
calculated the fraction of cancers that
were correctly classified compared with
the Mayo model (“net cancer”) by counting
the cancers that scored .65% using LCP-
CNN but scored < 65% using Mayo
(“cancer up”), and subtracting the number
of cancers that scored .65% with Mayo
and < 65% with LCP-CNN (“cancer
down”).

We compared the internal validation
dataset, which contained screening data,
with the Brock model (23), as that model
is appropriate for screening patients
(i.e., older patients with a significant
smoking history). The external validation
dataset contained only incidentally
detected nodules, including those
detected in smokers and nonsmokers;
therefore, we compared it with the more
generally applicable Mayo model (22).
Data regarding a family history of cancer
or emphysema, which are necessary for
the Brock model, were missing from
many of the external datasets. To enable

a cross-comparison, we also included Mayo
results on the NLST.

Third, we calculated the diagnostic
likelihood ratio (DLR) to evaluate the
clinical value added. Nonparametric
bootstrapping with 10,000 samples was
used for all confidence intervals and
P values (40, 41).

Results

AUC Performance
The model was first internally validated
using cross-validation on the NLST
dataset (Figure E1). The AUC over all
the testing data for the LCP-CNN classifier
was 92.1% (95% confidence interval [CI],
91.2–92.9%), compared with 85.6% (95%
CI, 84.3–86.8%) for the Brock model
(Figure 2A) (P, 0.001) and 85.2% (95%
CI, 84.1–86.4%) for the Mayo model
(P, 0.001). The performances of the
Brock and Mayo models were not
statistically different on the NLST
(P= 0.126).

To demonstrate generalizability
beyond the NLST data, we tested the LCP-
CNN on the two independent, nonscreening
external cohorts. The AUCs on these
represented an improvement of 5–10
percentage points of AUC compared with
existing clinical prediction tools. On the
OUH data, the AUC for the LCP-CNN
classifier was 91.9% (95% CI, 88.7–94.7%)
versus 81.9% (95% CI, 76.1–87.1%) for

Mayo (P= 0.018). On the VUMC data, the
AUC for the LCP-CNN classifier was 83.5%
(95% CI, 75.4–90.7%) versus 78.1% (95%
CI, 68.7–86.4%) for Mayo (P= 0.082).
Figures 2B and 2C show the corresponding
receiver operating characteristic curves.

Reclassification Performance
We analyzed the model by comparing its
ability to reclassify benign and malignant
nodules with that of conventional risk
models using .65% (rule-in) and ,5%
(rule-out) thresholds. Figure 3 illustrates
the benefit of the LCP-CNN in reclassifying
nodules compared with the Brock and
Mayo models selected for the clinical
setting (screening or incidental). Table E2
provides a numerical annotation of
Figure 3. The reclassification indices (42)
for ,5% and .65% risk thresholds were
calculated separately, defining low- and
high-risk categories, and are shown
in Table 1. NRI results for Mayo applied
to the NLST are shown in Figure E6,
and reclassifications against other
guideline-relevant thresholds are
included in Table E3.

Rule-in Test (>65%)
On the VUMC dataset, the NRI was 0.34
(95% CI, 0.15 to 0.52; P= 0.0004). Of the 64
cancers, 45 (70%) were classified as high-
risk by the LCP-CNN, compared with 16
(25%) classified by Mayo (net cancer: 0.45
[95% CI, 0.33 to 0.58]; P, 0.0001). The
LCP-CNN false-positive rate was slightly
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Figure 2. Receiver operating characteristic curves and area under the curve (AUC) analysis of the (A) internal National Lung Screening Trial (NLST) dataset
using eight-way cross-validation, (B) external Vanderbilt dataset, and (C) external Oxford dataset. The Brock model was used as a comparator for the
screening population, and the Mayo model was used for the incidental nodule populations for the two independent validation datasets. LCP-CNN=Lung
Cancer Prediction Convolutional Neural Network.
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closer to that expected at this probability
threshold compared with Mayo. Of 52
benign nodules, 11 (21%) were false
positives with LCP-CNN, compared with 5
(10%) with Mayo (net benign: 20.12 [95%
CI, 20.25 to 0.00]; P= 0.0439). On the
OUH dataset, the NRI was 0.29 (95% CI
0.18 to 0.41; P, 0.0001). Of 63 cancers,
23 (36%) were classified as high-risk,
compared with 3 (5%) classified by Mayo
(net cancer: 0.32 [95% CI, 0.21 to 0.43];
P, 0.0001). Among the benign nodules,
the LCP-CNN had 10 (2.5%) false positives
and Mayo had 1 (0.25%), resulting in a
false-positive rate slightly closer to that
expected at this risk threshold (net benign:
20.02 [95% CI 20.04 to 20.01];
P, 0.0001).

Rule-out Test (<5%)
The VUMC NRI was 0.33 (95% CI,
0.20–0.47; P, 0.0001). Of the 52 benign
nodules in VUMC, 23 (44%) were ruled
out by LCP-CNN and 6 (12%) were
ruled out by Mayo (net benign: 0.33 [95%
CI, 0. 19–0.46]; P, 0.0001), and both
had 1 (2%) false negative. The OUH NRI
was 0.58 (95% CI, 0.51–0.64; P, 0.0001).

Of the 400 benign nodules in OUH, 257
(64%) were ruled out by LCP-CNN and 12
(3%) were ruled out by Mayo (net benign:
0.62 [95% CI, 0.57–0.67]; P, 0.0001).
There were two (3%) false negatives for
LCP-CNN and none for Mayo.

DLR Performance
Table 2 presents the sensitivity and
specificity of all models, with the
corresponding positive and negative DLRs.
The positive DLR for rule-in at .65%
using the LCP-CNN was 3.32 for
VUMC and 14.6 for OUH, and the
negative DLR for rule-out (,5% threshold)
was 0.04 for VUMC and 0.05 for OUH.

Discussion

The management of screen-detected and
incidentally detected IPNs is a challenging
and growing clinical problem. Pulmonary
nodules are detected in up to 30% of chest
CT studies, and the vast majority of these are
benign. Importantly, establishing a definite
diagnosis of IPNs can take up to 2 years and
can result in many follow-up procedures,
including imaging, biopsy, and surgery.

In this study, we report on the
derivation and validation of the LCP-CNN,
a deep learning lung cancer malignancy
prediction tool, to classify and risk
stratify IPNs from screening and
nonscreening data. This study is the first
to validate such a tool on multiple
independent cohorts, including a large
multicenter screening dataset (n= 15,693)
and real-world clinical nodules (n= 579),
and to show a reclassification performance
that is significantly superior to that of
existing risk models (net reclassification
of at least 30% on the external validation
cohorts compared with Mayo) and could
potentially change patient management.

Although previous studies
demonstrated the potential of
radiomics/ML for predicting IPN
malignancy (43–47), most of these studies
used small datasets (e.g., z100 nodules)
or did not perform external validation.
Recent studies by Ardila and colleagues
(30) and Huang and colleagues (48) also
trained on the NLST. The former used
an external validation dataset from one
center that included 27 cancers, and the
latter is not directly comparable because
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Figure 3. Reclassification diagrams. (A) National Lung Screening Trial (NLST) dataset for 200 cases and 200 benign nodules (randomly selected; numbers
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improves benign classification compared with the reference if it moves controls (blue circles) that were above the 5% threshold on the horizontal axis to
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it used human-reported parameters
rather than CT images directly.

In contrast, our model exhibited
a robust performance on multiple
independent, real-world, heterogeneous
datasets (acquired with many different
imaging protocols and scanners; see
Table E4) across two continents,
independently of differences in patient
demographics. Also, for the first time,
we demonstrate that a deep learning
method that is appropriately trained
on screening data generalizes well to
the complex problem of incidentally
detected nodules, including those in
smokers and nonsmokers.

Performance on the internal validation
NLST data is not directly comparable
between our study and that by Ardila
and colleagues (30). In our work, each

malignant nodule was tracked to earlier
CTs and considered malignant. Ardila
and colleagues used only the CT nearest
in time to the diagnosis; therefore, our
NLST dataset had a greater number of
smaller, more difficult to detect cancers.
Moreover, Ardila and colleagues combined
both detection and classification steps
and classified at the image level,
whereas the LCP-CNN performs only
classification and considers each nodule
separately.

Quantitative measures of IPN growth,
such as the volume doubling time, were
shown to provide excellent classification
performance within the NELSON screening
trial (19). However, such measures have not
been extensively validated for incidental
IPNs, and additionally require at least a
second follow-up CT and accurate

segmentation, which may fail in a
substantial number of patients. The LCP-
CNN uses only one CT image, often the
earliest, and segmentation is not required.

Although logistic regression–based risk
models, such as the Brock (23), Mayo (22),
and Gould (14) models, may be helpful for
standardizing nodule management, they
require information about the patient and
nodule, and their results are dominated by
nodule size. They typically use radiologist-
reported parameters, which are subject to
variability (7, 8, 49). In contrast, the LCP-
CNN is both more performant and
unaffected by such subjective assessments,
deriving its information directly from the
image.

The LCP-CNN demonstrates
superiority to the Mayo or Brock models,
encouraging further exploration of its utility.

Table 1. Reclassification of Indeterminate Pulmonary Nodules with the Lung Cancer Prediction Convolutional Neural Network

National Lung Screening Trial Reclassification: Compared with Brock (Screening Population)

Target
(%)

Cancer Up
(95% CI)

Cancer
Down

(95% CI)

Net
Cancer
(95% CI)

Net
Cancer
P Value

Benign Up
(95% CI)

Benign
Down

(95% CI)
Net Benign
(95% CI)

Net
Benign
P Value

Overall
(95% CI)

Overall
P Value

5 0.11 (0.09
to 0.13)

0.02 (0.01
to 0.02)

0.09 (0.07
to 0.11)

,0.0001 0.16 (0.15
to 0.16)

0.12 (0.12
to 0.13)

20.04 (20.04
to 0.03)

,0.0001 0.06 (0.03
to 0.08)

,0.0001

65 0.54 (0.51
to 0.57)

0.02 (0.01
to 0.03)

0.52 (0.49
to 0.56)

,0.0001 0.05 (0.04
to 0.05)

0.00 (0.00
to 0.01)

20.04 (20.05
to 0.04)

,0.0001 0.48 (0.45
to 0.51)

,0.0001

Vanderbilt Reclassification: Compared with Mayo (Incidental Population)

Target
(%)

Cancer Up
(95% CI)

Cancer
Down

(95% CI)

Net
Cancer
(95% CI)

Net
Cancer
P Value

Benign Up
(95% CI)

Benign
Down

(95% CI)
Net Benign
(95% CI)

Net
Benign
P Value

Overall
(95% CI)

Overall
P Value

5 0.02 (0.00
to 0.05)

0.02 (0.00
to 0.05)

0.00 (20.05
to 0.05)

0.34 0.00 (0.00
to 0.00)

0.33 (0.19
to 0.46)

0.33 (0.19
to 0.46)

,0.0001 0.33 (0.20
to 0.47)

,0.0001

65 0.47 (0.34
to 0.59)

0.02 (0.00
to 0.05)

0.45 (0.33
to 0.58)

,0.0001 0.17 (0.08
to 0.29)

0.06 (0.00
to 0.13)

20.12 (20.25
to 0.00)

0.0439 0.34 (0.15
to 0.52)

0.0004

Oxford Reclassification: Compared with Mayo (Incidental Population)

Target
(%)

Cancer Up
(95% CI)

Cancer
Down

(95% CI)

Net
Cancer
(95% CI)

Net
Cancer
P Value

Benign Up
(95% CI)

Benign
Down

(95% CI)
Net Benign
(95% CI)

Net
Benign
P Value

Overall
(95% CI)

Overall
P Value

5 0.00 (0.00
to 0.00)

0.03 (0.00
to 0.08)

20.03 (20.08
to 0.00)

0.1364 0.01 (0.00
to 0.02)

0.62 (0.57
to 0.67)

0.61 (0.56
to 0.66)

,0.0001 0.58 (0.51
to 0.64)

,0.0001

65 0.32 (0.21
to 0.43)

0.00 (0.00
to 0.00)

0.32 (0.21
to 0.43)

,0.0001 0.02 (0.01
to 0.04)

0.00 (0.00
to 0.00)

20.02 (20.04
to 0.01)

,0.0001 0.29 (0.18
to 0.41)

,0.0001

Definition of abbreviation: CI = confidence interval.
Reclassification indices for cancers and benign nodules on the National Lung Screening Trial, Vanderbilt, and Oxford University Hospitals datasets for the
rule-out test with a 5% threshold and the rule-in test with a 65% threshold are shown. For each threshold, the proportion of cancers that moved above a given
threshold (i.e., scored below the threshold on the comparator model and above the threshold on the Lung Cancer Prediction Convolutional Neural Network) is
designated as “cancer up.” Movement of cancers and benign nodules is recorded in both the up and down directions as a proportion of the total number of
cancers or benign nodules, respectively. The “net cancer” movement is positive when more cancers are reclassified above the threshold than are reclassified
below the threshold, and conversely, the “net benign” movement is positive when more benign nodules are reclassified below the threshold.
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The test provides excellent negative
predictive value, and hence LCP-CNN scores
below 5% would indicate the need for
surveillance according to Fleischner Society
guidelines (3). Above 65%, it would indicate
the need for a tissue diagnosis. Because
patients’ preferences with regard to
management depend on their understanding
of the risks involved, a reliable estimate of
the probability of cancer would be helpful in
shared decision-making. Although the NRI
analysis was performed over the full range of
IPNs, an inspection of Figures 3B and 3C
and Table E3 shows that the LCP-CNN left
fewer patients in the intermediate-risk
region than the Mayo model on both

validation sets, and correctly reclassified
many of Mayo’s intermediate cases.

Figures E2–E5 show examples of IPNs
and LCP-CNN scores. An examination of
these results is useful for gaining an intuitive
understanding of the tool. For example, many
intrapulmonary lymph nodes are assigned
very low scores (typically ,0.5%), whereas
more complex benign cases (infection/immune
response) tend to score higher, perhaps because
of their suspicious appearance, which more
closely resembles a malignancy. The three
lowest-scoring cancer nodules from the
Vanderbilt population (Figure E5) were rather
small, indolent tumors, and a diagnosis was
only available 606, 1,872, and 537 days,

respectively, after the CT on which the LCP-
CNN score was calculated, and hence may be
safely monitored with follow-up imaging.

An inspection of misclassifications also
provides excellent feedback for refining our
digital biomarker. For example, the fourth
lowest-scoring nodule was a carcinoid. These
nodules were underrepresented in the training
set and typically had a benign-looking,
smooth, round appearance. One
histoplasmoma was misclassified as high risk;
however, granulomas are known to represent
a significant clinical challenge (38, 39).

Using a model trained on screening
data but tested on incidental IPNs is
adequate for biomarker validation studies,

Table 2. Sensitivity, Specificity, and Diagnostic Likelihood Ratio Testing Associated with the Lung Cancer Prediction Convolutional
Neural Network at Specific Thresholds

Threshold (%)

NLST

Brock LCP-CNN

Sensitivity Specificity DLR2 Sensitivity Specificity DLR2

5 86.5 (84.1–88.6) 66.5 (65.8–67.2) 0.20 (0.17–0.24) 95.6 (94.2–96.9) 62.9 (62.1–63.7) 0.07 (0.05–0.09)

Threshold (%) Sensitivity Specificity DLR1 Sensitivity Specificity DLR1

65 9.4 (7.5–11.4) 99.4 (99.2–99.5) 14.67 (10.91–19.54) 61.8 (58.4–64.6) 95.0 (94.6–95.3) 12.26 (11.26–13.28)

Threshold (%)

VUMC

Mayo LCP-CNN

Sensitivity Specificity DLR2 Sensitivity Specificity DLR2

5 98.4 (94.9–100.0) 11.5 (3.8–20.8) 0.14 (0.00–0.72) 98.4 (94.8–100.0) 44.2 (30.9–57.9) 0.04 (0.00–0.13)

Threshold (%) Sensitivity Specificity DLR1 Sensitivity Specificity DLR1

65 25.0 (14.7–36.1) 90.4 (81.6–98.0) 2.60 (1.13–11.72) 70.3 (58.6–81.2) 78.8 (67.3–89.3) 3.32 (2.08–6.67)

Threshold (%)

OUH

Mayo LCP-CNN

Sensitivity Specificity DLR2 Sensitivity Specificity DLR2

5 100.0 (100.0–100.0) 3.0 (1.5–4.7) 0.00 (0.00–0.00) 96.8 (91.7–100.0) 64.3 (59.6–68.7) 0.05 (0.00–0.13)

Threshold (%) Sensitivity Specificity DLR1 Sensitivity Specificity DLR1

65 4.8 (0.0–10.7) 99.8 (99.2–100.0) 19.05 (0.00–Inf) 36.5 (24.6–47.9) 97.5 (96.0–99.0) 14.60 (7.96–34.93)

Definition of abbreviations: DLR=diagnostic likelihood ratio; Inf = infinity; LCP-CNN=Lung Cancer Prediction Convolutional Neural Network;
NLST=National Lung Screening Trial; OUH=Oxford University Hospitals; VUMC=Vanderbilt University Medical Center.
The sensitivity, specificity, and DLRs for the NLST, VUMC, and OUH datasets at 5% and 65% probability thresholds are shown. For rule-out at 5%, a good
risk model is one that can provide the greatest specificity while maintaining an adequately high sensitivity. For rule-in at 65%, a high specificity indicates
few unnecessary procedures for patients with benign nodules. The LCP-CNN has a much higher sensitivity for most of these operating points, indicating
that many more cancers than indicated by the Brock or Mayo model could be ruled in for fast-tracked interventions.
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which use large numbers of patients from
heterogeneous populations (50). Although
an inability to generalize to “real-world”
clinical care can cause many biomarkers to
fail in validation studies, our LCP-CNN
demonstrated efficacy on nodules obtained
from two separate pulmonary clinics with
very different populations and disease
prevalence. The guideline thresholds for
low and high risk are chosen as a function
of the accuracy of the available tests and
may shift as better tests become available.
We demonstrated the advantage of LCP-
CNN over traditional prediction models
using multiple metrics of biomarker
performance, including discrimination (51),
reclassification (42), and likelihood statistic
testing.

The work presented here has
limitations. Although we compared the
performance of LCP-CNN with that of
relevant clinical risk models, we did not
report its potential to change clinical
decision-making. Because some clinical
parameters were missing, not all risk models
could be run on all datasets. In the future,
comparisons with multiple models would be
desirable (52, 53). Because of the smaller

size of the VUMC dataset (n= 116), the
difference in AUC was not significant
(P= 0.082), although all VUMC
reclassification results were significant. As
discussed above, despite the differences in
disease prevalence and patient populations
across the three validation datasets, the
same linear calibration between the LCP-
CNN and risk was used for all the results
shown in Figure 3; however, the results may
be further optimized by a population-
specific calibration. For example, although
the reclassification of VUMC and OUH
datasets was very good, on the NLST, 3.5%
of controls were incorrectly classified as
intermediate risk compared with Brock,
because of the low prevalence of disease.
The OUH dataset did not capture the
patients’ history of cancer, which is
necessary to calculate the Mayo risk scores,
although patients who had received a
cancer diagnosis in the last 5 years were
excluded. Therefore, in calculating the
Mayo scores, it was assumed that the
OUH patients had no history of cancer.
Although the results are at the nodule
level rather than the patient level, the
VUMC dataset only had one nodule

per patient, and the mean number of
nodules per patient in the OUH dataset
was 1.08.

In summary, using an ML method as a
diagnostic algorithm, our LCP-CNN model
provided a significant improvement in AUC
over the clinically validated risk models
(Brock and Mayo). Furthermore, it achieved
a strong improvement in DLRs in both
clinical validation sets, which included
different patient populations. Our model
is intended to be improved over time as
data collections are added and structured
curation efforts continue. Although
more stringent clinical validations on
additional (external and independent)
datasets are needed, our results suggest
that it may be possible to address a
major problem in the management
of individuals presenting with IPNs
by using an ML-derived prediction
model. n

Author disclosures are available with the text
of this article at www.atsjournals.org.
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