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Aims Hyperaemic and non-hyperaemic pressure ratios (NHPR) are routinely used to identify significant coronary lesions. 
Machine learning (ML) techniques may help better understand these indices and guide future practice. This study as
sessed the ability of a purpose-built ML algorithm to classify coronary ischaemia during non-hyperaemia compared 
with the existing gold-standard technique (fractional flow reserve, FFR). Further, it investigated whether ML could iden
tify components of coronary and aortic pressure cycles indicative of ischaemia.

Methods 
and results

Seventy-seven coronary vessel lesions (39 FFR defined ischaemia, 53 patients) with proximal and distal non-hyperaemic 
pressure waveforms and FFR values were assessed using supervised and unsupervised learning techniques in combination 
with principal component analysis (PCA). Fractional flow reserve measurements were obtained from the right coronary 
artery (13), left anterior descending (46), left circumflex (11), left main (1), obtuse marginal (2), and diagonal (4). The 
most accurate supervised learning classification utilized whole-cycle aortic with diastolic distal blood pressure wave
forms, yielding a classification accuracy of 86.9% (sensitivity 86.8%, specificity 87.2%, positive predictive value 86.8%, 
negative predictive value 87.2%). Principal component analysis showed subtle variations in coronary pressures at the start 
of diastole have significant relation to ischaemia, and whole-cycle aortic pressure data are important for determining 
ischaemia.

Conclusions Our ML algorithm classifies significant coronary lesions with accuracy similar to previous studies comparing time-domain 
NHPRs with FFR. Further, it has identified characteristics of pressure waveforms that relate to function. These results 
provide an application of ML to ischaemia requiring only standard data from non-hyperaemic pressure measurements.
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Graphical Abstract

Applying machine learning to classify significant coronary ischaemia using non-hyperaemic pressure waveforms. Inputs are modifiable intervals of cor-
onary pressure waveforms, outputting sensitivity, specificity, negative predictive value, positive predictive value, and overall classification accuracy in the 
form of a confusion matrix. Principal component analysis was used to investigate what segments of the pressure waveforms contain characteristics 
associated with ischaemia.

Keywords Machine learning • Ischaemia • Non-hyperaemia • Fractional flow reserve

Introduction
Myocardial ischaemia is defined as an inadequate oxygen supply at 
the cellular level to provide for the required respiration of myocytes. 
This is predominantly caused by epicardial coronary artery obstruc
tion limiting adequate blood flow to the myocardium, and in stable 
coronary artery disease, is manifest by an inability to increase coron
ary blood flow in response to increased tissue demand. Identification 
of ischaemia secondary to coronary artery lesions is the basis of 
guideline supported management of coronary artery disease. 
Coronary angiography allows visual assessment of atheroma severity 
within coronary vessels, with flow or pressure-based measurements 
recommended in assessing their significance.1

In any fluid, pressure (force per unit area or energy per unit vol
ume) relates to the ability of the fluid to perform work. Blood pres
sure can be interpreted as the transfer of mechanical energy from 
contracting cardiac myocytes to circulating blood, producing flow 
through the systemic vasculature, and delivering oxygen to tissues. 
While it is recognized that the direct measurement of coronary 

flow provides a more physiologic assessment of cardiac ischaemia 
(since volumetric flux at a given oxygen saturation equates to actual 
oxygen supply), the practical ease of coronary artery pressure meas
urement, combined with the difficulties of capturing accurate coron
ary flow in clinical practice, has given prominence to pressure-based 
indices.

Ratios of distal to proximal coronary artery pressure [P(distal)/ 
P(aortic)] dominate clinical application, with various hyperaemic and 
non-hyperaemic indices incorporating specific intervals of the cardiac 
pressure cycle. These indices, whether calculated over the entire cy
cle, the physiologically identified wave-free period or incorporating 
all or specific algorithmically determined points in diastole have all 
proven to provide remarkably similar clinical utility.2–5

Invasively measured fractional flow reserve (FFR) is a well- 
established and guideline recommended standard of care for the as
sessment of intermediate grade stenosis, which can be used to guide 
coronary revascularization.1 Assessment of FFR requires the admin
istration of a hyperaemic agent (typically adenosine) to induce hyper
aemia and reduce coronary microvascular impedance in the volume 
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subtended by the epicardial coronary artery under investigation. 
Fractional flow reserve is associated with increased procedural 
cost and procedural risk, including bronchospasm, chest pain, dys
pnoea, relative hypotension, and atrioventricular conduction delay 
compared with non-hyperaemic pressure ratios (NHPRs). For this 
reason, NHPRs have recently been developed and are available for 
routine clinical application.

The first NHPR approach proposed and subsequently extensively 
validated was the instantaneous wave-free ratio (iFR),6 which utilized 
the identified wave-free interval within diastole to calculate an index 
of ischaemia, given by the ratio of the mean diastolic pressure during 
the wave-free period distal to the lesion (Pd) to the aortic pressure 
proximal to the lesion (Pa) during the same interval. Several commer
cial NHPR approaches employing various pressure intervals through
out the cardiac cycle have since been defined and have been accepted 
into clinical usage. All currently available NHPR metrics employ ei
ther whole-cycle calculations or varying features of the diastolic pres
sure waveform in their calculation.

In the various competing pressure-based ischaemic indices 
(hyperaemic and non-hyperaemic), the input is by necessity identi
cal: a measured pressure waveform. Since it is impossible to add 
information content to empirical data by post-processing, it fol
lows therefore that these various algorithmic approaches must 
vary only in their relative assumptions and the differing weights gi
ven to specific pressure waveform characteristics and features in 
the calculations applied. To infer flow deficiency based solely on 
pressure measurement, all currently available techniques utilize 
some form of approximation to linearize the relationship between 
pressure and flow and thus convert the complex-valued imped
ance into the better understood parameter of ‘resistance’. It is 
these approximations and assumptions used to linearize the pres
sure–flow relationship where major differences in the pressure- 
based assessments of coronary ischaemia lie, and would be the ba
sis of any clinically relevant and practical differences between the 
various indices proposed.

In view of the apparent robustness and practical similarity of re
sults when NHPRs are compared, we sought to determine the ability 
of machine learning (ML) techniques to identify the presence of is
chaemia in the myocardium subtended by a particular epicardial cor
onary artery, and further, to identify the features and components of 
coronary and aortic pressure cycles most associated with ischaemia, 
especially during resting conditions.

Methods
Machine learning and principal component 
analysis
A summary of the methodology used in this analysis is as follows, with an 
in-depth explanation provided in the Supplementary material online: 

(1) A supervised learning algorithm was developed (Figure 1) using non- 
hyperaemic pressure waveforms and pre-assigned FFR ischaemic/ 
non-ischaemic lesions to classify ischaemia in ‘unseen’ coronary 
vessels.

(2) Principal component analysis (PCA) was used independently to in
vestigate what segments of the pressure waveforms contain 

characteristics associated with ischaemia (Figure 2), as well as a being 
an intermediary step in data pre-processing for both the supervised 
and unsupervised learning algorithms.

(3) Unsupervised learning using t-distributed stochastic neighbour embed
ding (t-SNE) reduced the multi-dimensional data to a two-dimensional 
plot (Figures 3 and 4) and attempted to learn characteristics of the 
pressure cycle as a function of time. A Gaussian mixture modelling 
(GMM) clustering algorithm investigated if meaningful clusters 
formed, and if clusters were representative of ischaemia.

The ML algorithms and data-analyses were performed using the open- 
source distribution of Anaconda’s Python 3.9.6 (Release date June 28, 
2021) and the scikit-learn library.

We utilized an established library consisting of 93 sets of aortic and in
tracoronary pressure cycles measured at a 100 Hz sampling rate, each 
representing a unique vessel. Fractional flow reserves were obtained 
using IV adenosine, and stenosis severity (Table 1) was defined by visual 
assessment at time of coronary angiogram. The number of pressure 
traces per patient ranged from 1 to the number of coronary arteries as
sessed. Poor quality tracings with ensemble-averaged pressure cycles 
showing large confidence intervals were removed from the analysis, re
sulting in a cohort of 77 ensemble-averaged pressure cycles made up 
of 1155 individual daughter pressure cycles.

Two distinct input methods were compared in the PCA and ML algo
rithms (see Supplementary material online, Figure S1): 

(1) Ensemble-average method: 77 lesions represented by their averaged 
pressure waveform. Using this method, 77 pressure waveforms 
were used in the supervised learning algorithm, with the unsuper
vised t-SNE dimensionality reduction graphs having 77 points, 1 
for each ensemble-averaged cycle.

(2) Individual ‘daughter’ cycle method: Each pressure waveform from 
the 77 lesions’ first 15 daughter pressure cycles (non-overlapping) 
was treated as a unique data set (with the ischaemic label of each in
dividual cycle inherited and assumed constant). Using this method, 
1155 pressure waveforms were used in the supervised learning algo
rithm, with the unsupervised t-SNE dimensionality reduction graphs 
having 1155 points, 1 for each individual cycle.

All 77 ensemble-averaged and 1155 individual cycles were interpo
lated to the length of the longest individual cycle.

All data were standardized using z-score standardization, transforming 
the data onto a unit scale (mean = 0 and variance = 1). Two methods of 
z-score standardization were used in the PCA and ML algorithms to in
vestigate whether ischaemia in coronary vessels based on FFR is affected 
by blood pressure, and if FFR should be interpreted as a function of ab
solute blood pressure. Inter-vessel standardization standardized the 
blood pressure of a single waveform (ensembled or individual ‘daughter’) 
using the entire dataset, compared with intra-vessel standardization’s per 
lesion basis (see Supplementary material online, Figure S2): 

(1) Intra-vessel standardization: z = Pressure − meansingle lesion

standard deviationsingle lesion

(2) Inter-vessel standardization: z = Pressure − meanall lesions
standard deviationall lesions

Exemption from formal Human Research Ethics Committee review 
was obtained from Research Support Services, Monash Health.

Results
The 77 coronary pressure cycles (39 FFR defined ischaemia) repre
sented a cohort of 53 patients (35.9% female) with a pooled mean 
age of 66.3 ± 10.6 years. Fractional flow reserve measurements 

http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztac050#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztac050#supplementary-data
http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztac050#supplementary-data
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were obtained from the right coronary artery (13), left anterior des
cending (46), left circumflex (11), left main (1), obtuse marginal (2), 
and diagonal (4). Characteristics (age, gender, coronary artery as
sessed, stenosis severity, and indication for coronary angiography) 
of the study population are given in Table 1. Figure 5 shows the range 
of FFR values.

Supervised learning
Results using supervised learning to classify non-hyperaemic coron
ary ischaemia using whole-cycle non-hyperaemic data are summar
ized in Table 2. With inter-vessel standardization, the sensitivity, 
specificity, positive predictive values (PPV), and negative predictive 
values (NPV) based on ensemble-averaged, whole-cycle aortic, and 
distal pressure [P(aortic and distal)] waveforms, was 84.2, 84.6, and 
84.2, and 84.6%, respectively; with overall mean classification accur
acy being 84.4% (standard deviation 15.3%). When individual 
(non-ensembled) P(aortic and distal) waveforms were used, the corre
sponding values were consistently lower at 74.7, 80.5, 78.9, and 

76.6%, with an overall mean classification accuracy of 77.4% (stand
ard deviation 19.1%).

Sensitivity, specificity, PPV, NPV, and overall accuracy using the 
derived signal P(aortic–distal) in the case of individual waveforms and 
inter-vessel standardization was 76.0, 76.8, 76.1, 76.6, and 76.4%, 
respectively. Using solely P(aortic) or P(distal) yielded inferior classification 
accuracies. As shown in Table 2, which compares whole-cycle data, 
classification accuracy was in all cases highest using P(aortic and distal) re
gardless of permutation.

Supervised learning was also employed using different periods of 
both the aortic distal pressure [P(aortic and distal)] waveforms (adjusted 
‘prediction intervals’, as shown by shading in panel 1 of Figure 1). 
Table 3 summarizes these iterations, with highest classification accur
acies found using prediction intervals of 0–100% (whole cycle) and 
18–64% (interestingly approximating diastole) for the P(aortic) and 
P(distal) components. Table 4 shows classification accuracies for 
P(distal) and P(aortic–distal) along with P(aortic and distal) using this 18– 
64% prediction interval. Tables 2 and 4 compare incorporating 
whole-cycle data to instead this approximate diastolic portion only.

Figure 1 Stepwise representation of the supervised machine learning algorithm. Panels labelled A–F (Steps 1–6) display the ability of including/ 
excluding different prediction intervals of the cardiac cycle. Data points to the left of the dashed black lines in Row 1 belong to whole-cycle P(aortic) 

data, with data points to the right belonging to the 18–64% prediction interval of P(distal). Optimized mean classification accuracy, sensitivity, spe
cificity, positive predictive value, and negative predictive value are calculated using the confusion matrix in the bottom right panel. ML, machine learn
ing; NPV, negative predictive value; PPV, positive predictive value.
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Figure 1 illustrates the supervised learning algorithm generating the 
results shown in Tables 2–4 to identify optimal data input conditions. 
Sensitivity, specificity, PPV, NPV using ensemble-averaged P(aortic and 

distal) data and inter-vessel standardization incorporating the entire 
P(aortic) (0–100%) waveform with an approximate diastolic portion 
(18–64%) of P(distal) were 86.8, 87.2, 86.8, 87.2%, respectively, with 
an overall classification accuracy of 86.9%.

Principal component analysis
The PCA Biplot in Figure 2 uses the identified optimal data input con
ditions and presents the principal component scores (PCS) for prin
cipal components (PC) 1 and 4 of each pressure waveform (those 
being the two PC found to have the largest separation in ischaemia 
classified by the ML algorithm). The vectors represent loading scores 
of each variable/dimension (pressure data point) in those two PC.

Each PC captures a given amount of variance from the entire data 
set (in descending order, most variance to least variance). A variable’s 
loading score is a measure of how much that variable contributes to
wards that specific amount of variance in that specific PC. The PCS 
describes the coordinate location of each variable for a given PC axis, 
relative to the centre of the data. Principal component scores are re
presentations of the original data when plotted on rotated PC axes.

PC 1 and PC 4 account for ∼64 and 4% of explained variance, re
spectively (panel 2 in Figure 1 and first panel in Figure 2). PC 1 best 
separated ischaemia, with data points belonging to whole-cycle 
P(aortic) data contributing most to PC 1’s explained variance (darkest 
shades in the absolute loading values heatmap) with greatest 

influence from data points 25–50 in keeping with beginning- to mid- 
diastole (panel 1 Figure 1). PC 4’s largest absolute loading values were 
at the start of the 18–64% (approximate diastole) prediction interval 
of P(distal) data (to the right of the dashed black line in Column 2). PC 
3 and 2 accounted for 17 and 9% of total variance, respectively, and 
did not distinguish between ischaemic data as well as did PC 1 and 
4. PC 3 and 2 had larger absolute loading values in certain intervals 
of the cardiac cycle (darkest shading on heatmap) compared with 
PC 1 and 4, implying a narrower range of values contributed more 
significantly to their individual overall explained variances. These in
tervals, approximately data points 0–18 for PC 3 (peak systolic pres
sure to approximate end of systole), and 90–100 and 100–120 for 
PC 3 and 4, respectively (start of systole and early- to mid-systole, 
respectively), likely contributed significantly in their ability to separate 
ischaemic and non-ischaemic data.

Unsupervised learning
Figures 3 and 4 are examples of unsupervised learning two- 
dimensional representations of the multi-dimensional pressure wa
veforms produced using t-SNE and GMM clustering, with ischaemic 
labels delineated by colour. Figure 3 uses those conditions, which 
yielded a supervised learning classification accuracy of 86.9% as in 
Table 3, Figure 4 shows results utilizing individual cycles and whole- 
cycle P(aortic–distal) data. The GMM clusters shown in these figures, 
which model data as a collection of Gaussian blobs in a probabilistic 
model describing the distribution of the data, was not able to find dis
tinct clusters or separate ischaemic from non-ischaemic data.

Figure 2 Principal component analysis biplot, ‘EigenCycles’ (Eigenvector) plot and loading values heatmap. The first four principal components in 
descending order of largest mean differences between positive and negative ischaemia principal component scores [P(aortic and distal) data using inter- 
vessel standardization and whole-cycle P(aortic) (0–100%) with the diastolic portion (18–64%) of P(distal) waveforms]. The EigenCycles plot and loading 
values heatmap shown in Column 2 are alternate ways of presenting the Biplot information. Data points to the left of the dashed black lines in 
Column 2 belong to whole-cycle P(aortic) data, with data points to the right belonging to the 18–64% prediction interval of P(distal). PCA, principal 
component analysis.
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Discussion
The principal findings of this study are (i) supervised ML techniques 
can accurately classify ischaemia producing coronary lesions (de
fined by FFR < 0.8), (ii) combining aortic and coronary pressure wa
veforms increases classification accuracy, (iii) inter-vessel 
standardization, which allows for influence of absolute blood pres
sure increases classification accuracy, (iv) there is a negligible differ
ence between using ensembled-averaged or individual blood 
pressure waveforms, (v) PCA showed subtle variations in coronary 
pressures at the start of diastole as well as whole-cycle aortic pres
sure data are important in dictating ischaemia, with P(aortic) heavily 
influencing systolic coronary perfusion, and (vi) unsupervised learn
ing using t-SNE did not clearly partition ischaemic vs. non-ischaemic 

data in two-dimensions, nor did it show any clearly defined cluster
ing of data.

There has been interest and debate regarding the practical and 
clinical benefits of NHPRs, as well as appropriateness of application 
of whole-cycle pressure waveform indices compared with those util
izing only specific diastolic segments. Most studies have demon
strated no practical difference between whole-cycle and diastole 
only calculations and have concluded that both approaches have clin
ical utility as compared with FFR.2–5,7

Multiple trials investigating iFR have shown 80–85% agreement 
with FFR (using thresholds of 0.89 and 0.80, respectively) in classi
fying lesions as haemodynamically significant.6,8,9 In 2018 using pri
mary endpoints of death from any cause; nonfatal myocardial 
infarction, and unplanned revascularization within 12 months in 

Figure 3 Unsupervised learning two-dimensional representations of multi-dimensional pressure waveforms produced using t-distributed sto
chastic neighbour embedding and Gaussian mixture modelling clustering. Using conditions, which yielded a supervised learning classification accuracy 
of 86.9% in Table 3 [ensemble average, inter-vessel, P(aortic and distal)]. Ischaemic labels are delineated by colour. The Gaussian mixture modelling clus
ters shown in these figures, which model data as a collection of Gaussian blobs in a probabilistic model describing the distribution of the data, were 
not able to find distinct clusters or separate ischaemic from non-ischaemic data. GMM, Gaussian mixture modelling; t-SNE, t-distributed stochastic 
neighbour embedding.
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patients with stable angina or an acute coronary syndrome, 
Götberg et al.5 showed that iFR-guided revascularization was non
inferior to FFR-guided revascularization with respect to the rate of 
major adverse cardiac events at 12 months. In the 2018 VALIDATE 
resting full-cycle ratio (RFR) study, Svanerud et al.4 showed diagnos
tic equivalence between RFR and iFR, and concordance between 
the 2 vs. FFR. Resting full-cycle ratio, iFR, and whole-cycle average 
P(distal/aortic) were correlated with FFR, with area under the receiver 
operating curves being almost identical for both RFR and iFR com
pared with FFR. Diagnostic accuracy of RFR compared with FFR was 
81.3% with a sensitivity, specificity, PPV, and NPV of 71.5, 88.0, 80.6, 
and 81.6%, respectively. The corresponding values for iFR com
pared with FFR were 80.8, 69.3, 88.8, 81.1, and 80.6%, while for 
whole-cycle average P(distal/aortic) values were 81.4, 62.2, 94.8, 

89.2, and 78.3%. Johnson et al.3 further confirmed numerical equiva
lency among resting metrics to iFR, comparing dPR (diastolic pres
sure ratio), a metric based on a more complex algorithm relating 
diastolic to mean whole-cycle blood pressure, to iFR. Diagnostic ac
curacy of dPR compared with iFR was 92.2% with a sensitivity 87.7% 
and specificity of 95.9%. This is consistent to Svanerud et al.’s results 
comparing RFR to iFR (diagnostic accuracy 97.4%, sensitivity 98.2%, 
specificity 96.9%, PPV 94.5%, NPV 99.0%).

Our supervised ML algorithm’s similar diagnostic accuracies (ran
ging from 78 to 87% when compared with FFR) are supportive of the 
likely comparability between ML techniques with iFR results. 
Supporting this conclusion are our previous results7 in the specific 
case of severe aortic stenosis in which NHPRs including whole-cycle 
P(distal/aortic), diastolic pressure ratios (DPR and dPR) and diastolic 

Figure 4 Unsupervised learning two-dimensional representations of multi-dimensional pressure waveforms produced using t-distributed sto
chastic neighbour embedding and Gaussian mixture modelling clustering. Comparison to Figure 3 using instead the individual cycle method and 
P(aortic–distal) over the entire cycle (0–100% prediction interval). Ischaemic labels are delineated by colour. The Gaussian mixture modelling clusters 
shown in these figures, which model data as a collection of Gaussian blobs in a probabilistic model describing the distribution of the data, were not 
able to find distinct clusters or separate ischaemic from non-ischaemic data. GMM, Gaussian Mixture Modelling; t-SNE, t-distributed stochastic 
neighbour embedding.
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hyperaemia-free ratio all displayed strong correlation and diagnostic 
accuracies in the high ninety percent range compared with iFR.

It is worth highlighting the features of the ML system that appear 
relevant to these results. As expected, precision improved with com
binations of P(aortic) and P(distal) [P(aortic and distal)] when compared with 
either pressure waveform alone. Perhaps surprisingly, however, best 
precision was obtained when patient ensemble-averaged pressure 
waveform was utilized rather than a series of individual cycles. This 
is likely due to the ensembling process eliminating individual cycle 
noise and artefact and presenting the ML process with a more rep
resentative signal. Differences in precision between ensembled and 
individual cycles were small and may or may not be relevant in 
practice, for example in choosing how many cycles to base FFR 
calculations. Interestingly, highest accuracies were evident using 

Table 1 Characteristics of study population

Age ± standard deviation (years) 66.3 ± 10.6

Gender (male/female) 39/14
Stenosis severitya (Number of lesions)

Mild 16

Moderate 47
Severe 14

Indication for coronary assessment (Number of patients)

Unstable angina 1
Stable coronary syndrome 44

Late presentation acute myocardial 

infarction (AMI)

1

Non-ST-elevation myocardial infarction 

(NSTEMI)

7

Coronary artery assessed (stenosis-mild, 
moderate, severe)

Left anterior descending 46 (8,27,11)

Left circumflex 11 (4,7,0)
Left main 1 (1,0,0)

Obtuse marginal 2 (0,2,0)

Diagonal 4 (0,3,1)
Right coronary artery 13 (3,8,2)

aStenosis severity: mild <50% area stenosis, moderate 50–70% area stenosis, severe 
>70% area stenosis by visual assessment at time of procedure.

Figure 5 Range of fractional flow reserve values for the 77 cor
onary lesions. FFR, fractional flow reserve.
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whole-cycle P(aortic) data combined with an approximate diastolic 
interval of P(distal), highlighting the physiological principle of coronary 
perfusion occurring mostly during diastole. However, reduced accur
acies when using this same diastolic interval for both proximal and 
distal pressures in P(aortic and distal) implies that central aortic pressure 
during systole does in fact impact coronary perfusion.

Analysing both inter- and intra-vessel standardization aimed to in
vestigate whether ischaemia as labelled by FFR should be interpreted 
as a function of absolute pressure. That is, because FFR uses pressure 
as a surrogate for flow, but volumetric flux (flow rate) itself is a func
tion of pressure, do identical FFR values between lesions truly reflect 
accurate oxygen delivery? Assuming identical systems, a pressure 
drop of 20% (equivalent to FFR of 0.8) at higher pressures would 
generate greater coronary flow compared with the same vessel 
and 20% pressure drop at lower absolute blood pressures. 
Therefore, does labelling a lesion as being significant based solely 
on pressure drop ignore critical information relating to the ability 
of the cardiac pump to generate perfusion pressure and provide suf
ficient flow? Intra-vessel standardization compares the shape of pres
sure waveforms between vessels without accounting for differences 
in their absolute blood pressures, whereas inter-vessel standardiza
tion compares both shape and relative blood pressures between 
all vessels being studied. Interestingly as shown in Tables 2–4 when 
using whole-cycle P(aortic and distal), which yielded the highest accur
acies (as shown in bold), inter-vessel standardization produced bet
ter classification accuracies in all cases except individual 
(non-ensembled) P(aortic and distal) waveforms. These differences 
which range from 0 to 6% suggest interpretation of FFR might in 
fact be improved when considered a function of blood pressure. 
Further sub-analysis regarding classification accuracies for blood 
pressure ranges was not performed.

Using the PCA Biplot, EigenCycles and absolute loading values 
heatmap (Figure 2) provides a novel method to investigate character
istics in the pressure waveforms that are most associated with is
chaemia and provides insight into underlying physiology and could 
potentially contribute to future clinical practice.

PC 1 best separating ischaemic from non-ischaemic data 
(Figure 2) and its P(aortic) data having the darkest shading in the cor
responding heatmap further supports whole-cycle aortic pressure 
data being important in dictating ischaemia. Since PC 1 by defin
ition contributes most to overall variance and also best separates 
ischaemic from non-ischaemic data, this suggests that the overall 
shape/morphology of pressure waveforms (in addition to pres
sure itself) are an appropriate surrogate for ischaemia/flow. PC 
4 separated ischaemia better than PC 3 and 2 even though it con
tributed less to overall variance. This implies slight differences in 
pressure values in certain sections of the waveform dictates iden
tification of ischaemia. PC 4’s largest loading values were from 
start of diastole in P(distal), implying subtle variations in coronary 
pressures at the start of diastole have significant effect on ischae
mia. Finally, the darkest shades in any of the first four PC heatmaps 
occurred in data points 0–18 for PC 3 (peak systolic pressure to 
approximate end of systole), and 90–100 and 100–120 for PC 3 
and 4, respectively (start of systole and early- to mid-systole, re
spectively), suggesting these intervals might be just as important 
as diastole in defining ischaemia and that P(aortic) heavily influences 
systolic coronary perfusion.

Limitations and advantages
We acknowledge limitations of this proof-of-concept study. Our 
study is a single-site study based on a relatively small data set, how
ever, it provides hypothesis generation with a level of classification 
demonstrated comparable to established techniques. There was in
sufficient data to separate the analysis by coronary artery, which 
can be viewed as both a limitation and strength. Other studies 
have shown marked variation between the left and right coronary ar
tery systems,4 therefore, it is likely that our pooled artery results re
present lower estimates of the techniques when compared with 
application in specific coronary branches. We also did not perform 
sub-analysis based on lesion types or plaque composition, which 
should be the topic of further work. It should also be noted that 
this study is based on baseline FFR measurements and study of hyper
aemic responses will be the subject of ongoing research.

This is not an outcome study and instead should be interpreted 
as a comparison of ML to existing time-domain techniques that are 
considered validated, such as the numerical equivalence of RFR and 
dPR to iFR. A distinct advantage of ML approaches is the non- 
requirement to determine a numerical cut-off point to correspond 
to ‘positivity’ as is required for other NHPRs when comparing to 
FFR. Although the algorithm was trained using the accepted numeral 
cut-off for a positive FFR as a gold-standard, an ML approach pro
vides a dichotomous result, positive or negative, with no ‘grey zone’.

Impact on daily practice—clinical 
implications and interpretation
These results provide an application of ML to ischaemia. They employ 
a completely different approach to the usual time-domain averaging 
and as such could provide a useful support or adjudicator in equivocal 
cases. This algorithm is not proposed as a replacement for existing 
metrics since our results show the need for both P(aortic) and P(distal) 

data, but it can be derived without any extra data requirements.
Although FFR and some NHPRs are guideline indicated, other pro

posed NHPRs have been suggested and undergone various degrees 
of validation. This implies a general need for choice of technique in 
clinical practice. Machine learning techniques by providing a dichot
omous result may be particularly useful as confirmatory evidence 
for clinical decisions in the so-called ‘grey-zone’ of other hyperaemic 
or non-hyperaemic indices.

Conclusion
Our ML algorithm when combining P(aortic) and P(distal) [P(aortic and 

distal)] data under non-hyperaemic conditions is able to classify signifi
cant coronary lesions with accuracy similar to previous studies com
paring various NHPRs to FFR. Further, there appear to be 
characteristics of coronary pressure waveforms identifiable by ML 
techniques that relate to function. These results provide an applica
tion of ML to ischaemia requiring only standard data from non- 
hyperaemic pressure measurements.

Supplementary material
Supplementary material is available at European Heart Journal—Digital 
Health online.

http://academic.oup.com/ehjdh/article-lookup/doi/10.1093/ehjdh/ztac050#supplementary-data
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