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Background: Accurate diagnosis of pneumonia is vital for effective disease management and mortality 
reduction, but it can be easily confused with other conditions on chest computed tomography (CT) due to 
an overlap in imaging features. We aimed to develop and validate a deep learning (DL) model based on chest 
CT for accurate classification of viral pneumonia (VP), bacterial pneumonia (BP), fungal pneumonia (FP), 
pulmonary tuberculosis (PTB), and no pneumonia (NP) conditions.
Methods: In total, 1,776 cases from five hospitals in different regions were retrospectively collected from 
September 2019 to June 2023. All cases were enrolled according to inclusion and exclusion criteria, and 
ultimately 1,611 cases were used to develop the DL model with 5-fold cross-validation, with 165 cases being 
used as the external test set. Five radiologists blindly reviewed the images from the internal and external test 
sets first without and then with DL model assistance. Precision, recall, F1-score, weighted F1-average, and 
area under the curve (AUC) were used to evaluate the model performance. 
Results: The F1-scores of the DL model on the internal and external test sets were, respectively, 0.947 [95% 
confidence interval (CI): 0.936–0.958] and 0.933 (95% CI: 0.916–0.950) for VP, 0.511 (95% CI: 0.487–0.536) 
and 0.591 (95% CI: 0.557–0.624) for BP, 0.842 (95% CI: 0.824–0.860) and 0.848 (95% CI: 0.824–0.873) 
for FP, 0.843 (95% CI: 0.826–0.861) and 0.795 (95% CI: 0.767–0.822) for PTB, and 0.975 (95% CI: 0.968–
0.983) and 0.976 (95% CI: 0.965–0.986) for NP, with a weighted F1-average of 0.883 (95% CI: 0.867–
0.898) and 0.846 (95% CI: 0.822–0.871), respectively. The model performed well and showed comparable 
performance in both the internal and external test sets. The F1-score of the DL model was higher than 
that of radiologists, and with DL model assistance, radiologists achieved a higher F1-score. On the external 
test set, the F1-score of the DL model (F1-score 0.848; 95% CI: 0.824–0.873) was higher than that of the 
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Introduction

Pneumonia, a common form of lung infection, can cause 
serious mortality and morbidity, especially among children 
and older adults (1). During the coronavirus disease 2019 
(COVID-19) epidemic, more than 766 million people 
have been affected around the world, and over 6.93 million 
COVID-19-associated pneumonia deaths were confirmed 
as of January 2023 (2). The type of pneumonia that 
emerges depends on the contagious pathogen, such as viral, 
bacterial, and fungal, etc. Thus, early diagnosis and accurate 
pneumonia classification are vital for early and effective 
management and for reducing mortality. In addition, rapid 
and accurate diagnosis can help direct the isolation protocol 
and prevent the spread of the disease.

Computed tomography (CT) and chest X-ray are 
routinely used to diagnose various respiratory conditions, 
including pneumonia and COVID-19-associated pneumonia 
(3,4). However, as different types of pneumonia may have 
similar imaging features, such as consolidation, ground-glass 
opacity, cavity, and pleural effusions, chest X-ray and CT 
images can often be inconclusive, and different conditions 
can be easily confused for one another (1,5).

The deep learning (DL) method is a widely adopted 
technology with proven effectiveness. It can automatically 
learn representative features from large datasets of imaging 
features that are indiscernible to the radiologists on chest 
CT and can efficiently generate models that produce more 
accurate results than can human performance in predicting 
and classifying different diseases, even in task-specific 
applications (6). A common function of DL in oncology is 
the differentiation and screening of tumors, such those of 
the breast, liver, brain, and lungs (7). More recently, DL 
has also been applied to detect COVID-19 pneumonia 
and differentiate COVID-19 pneumonia from other viral 

pneumonia (VP) or community-acquired pneumonia (8,9).
Our study aimed to develop and validate a DL model 

based on chest CT for accurate classification of VP, bacterial 
pneumonia (BP), fungal pneumonia (FP), pulmonary 
tuberculosis (PTB), and no pneumonia (NP) conditions 
and to assess radiologists’ performance with and without 
the assistance of the DL method. We present this article in 
accordance with the TRIPOD reporting checklist (available 
at https://qims.amegroups.com/article/view/10.21037/
qims-23-1097/rc).

Methods

Patient selection

This retrospective study was approved by the Medical Ethics 
Committee of Shanghai Public Health Clinical Center 
(No. 2022-S074-02) and was conducted in accordance with 
the Declaration of Helsinki (as revised in 2013). Informed 
consent was waived due to the retrospective nature of this 
research.

A total of 1,776 cases attending five hospitals between 
September 2019 and June 2023 diagnosed with VP, BP, 
FP, PTB, and NP were enrolled in this study. The general 
inclusion criteria for participants were the following: (I) 
age ≥18 years old; (II) confirmed with VP, FP, or PTB 
according to microbial, beta-d-glucan and galactomannan, 
or nucleic acid test; (III) for healthy participants, NP 
and no pulmonary parenchymal lesions except nodules 
smaller than 3 mm; (IV) for patients with BP (10), definite 
etiologic evidence (for example, Streptococcus pneumoniae and 
Legionella pneumonia) or cases meeting the diagnostic criteria 
for community-acquired pneumonia, with etiological 
results with diagnostic value for BP, with no evidence of 
Mycoplasma pneumonia and Chlamydia pneumonia infection, 

radiologists (F1-score 0.541; 95% CI: 0.507–0.575) as was its precision for the other three pneumonia 
conditions (all P values <0.001). With DL model assistance, the F1-score for FP (F1-score 0.541; 95% CI: 
0.507–0.575) was higher than that achieved without assistance (F1-score 0.778; 95% CI: 0.750–0.807) as was 
its precision for the other three pneumonia conditions (all P values <0.001).
Conclusions: The DL approach can effectively classify pneumonia and can help improve radiologists’ 
performance, supporting the full integration of DL results into the routine workflow of clinicians.
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2,227 cases, including VP, BP, FP, PTB and NP

Exclusion criteria:
1) 87 patients with other lung diseases 

(pneumonia with more than two pathogens, 
tumors and interstitial lesions); 

2) 188 patients with a history of surgery; 
3) 176 cases with poor image quality caused 

by respiratory motion and metal artifacts

5-fold cross-validation

1,611 cases from 2 hospitals for model development 
(442 VP, 131 BP, 185 FP, 387 PTB, 466 NP)

Training set (963 cases, 
including 264 VP, 78 BP, 

111 FP, 231 PTB, 279 NP)*

DL model result of 
internal testing set

Comparison between models

Gold standard

Validation set (321 cases, 
including 88 VP, 26 BP,  
37 FP, 77 PTB, 93 NP)*

DL model result of 
external testing set

DenseNet for pneumonia classification

165 cases from 3 hospitals as external testing set 
(30 VP, 23 BP, 33 FP, 39 PTB, 40 NP)

Internal testing set (327 cases, 
including 90 VP, 27 BP, 37 FP, 

79 PTB, 94 NP)*

Five radiologists results without 
and with DL model assistance for 
internal and external testing set

Figure 1 Flow diagram showing the overview of deep learning and participant selection. *, an example for the case numbers during 5-fold 
cross validation. VP, viral pneumonia; BP, bacterial pneumonia; FP, fungal pneumonia; PTB, pulmonary tuberculosis; NP, no pneumonia; 
DL, deep learning.

and with definite effect of antibiotic treatment; (V) patients 
who received thoracic CT scans before treatment; and 
(VI) patients with available CT images in Digital Imaging 
and Communications in Medicine (DICOM) format. The 
exclusion criteria were the following: (I) patients with other 
lung diseases (including pneumonia with more than two 
pathogens or tumors); (II) patients with a history of lung 
surgery; and (III) cases with poor CT image quality caused 

by respiratory motion or metal artifacts. After screening, 
1,611 cases from two hospitals (from Shanghai, China) 
were used to develop the DL model and conduct internal 
testing, while 165 cases from 3 hospitals (2 from Shanghai, 
China, and 1 from Taiyuan, Shanxi, China) were used as the 
independent external test set to evaluate the model. Figure 1  
shows the study design and the inclusion and exclusion 
criteria.
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Figure 2 Image preprocessing. 

Table 1 The number of cases scanned by each CT scanner in each hospital

Hospital Brilliance 64, Philips Aquilion ONE 320, Canon uCT760, United Imaging

Hospital 1 542 391 272

Hospital 2 101 0 305

Hospital 3 60 0 0

Hospital 4 13 17 0

Hospital 5 32 0 43

CT, computed tomography.

CT scan parameters

CT images of the cases were collected according to 
the standard chest imaging protocol. Participants were 
supine, with their arms over their head, and scanning was 
performed during a breath-hold using three different 
scanners (Bril l iance 64, Philips,  Amsterdam, The 
Netherlands; Aquilion ONE 320, Canon, Tokyo, Japan; 
uCT760, United Imaging, Shanghai, China). The main 
acquisition parameters were as follows: tube voltage  
=80–140 kV, automatic tube current modulation, pitch =1, 
matrix =512×512, slice thickness =5 mm, and slice interval 
=5 mm. The number of cases scanned by each CT scanner 
in each hospital is listed in Table 1.

Image preprocessing

In order to solely focus on the lung region in the CT 
images, a DL segmentation model trained with Visual 
Basic.Net (VB-Net) (11) was used to segment the left and 
right lungs before lung disease classification. The image 
preprocessing flowchart is shown in Figure 2. Briefly, the 
chest CT images were first input into the segmentation 
model to quickly and accurately obtain the segmentation 
mask of the left and right lungs. Then, the bounding box 
of the lung was calculated based on the lung segmentation 
results. The lung region was subsequently cut out according 

to the bounding box, and the image block was rescaled to 
128×128×128 pixels to ensure that the image size of the lung 
area obtained from different images was consistent. Finally, 
the lung window [window width =1,500 Hounsfield units 
(HU); window length =−400 HU] was used to normalize 
the image intensity value to [−1, 1] as the input image of the 
classification model. The segmentation model achieved a 
Dice similarity coefficient (DSC) of 0.989±0.004. The VB-
Net model provided accurate and reliable automated lung 
segmentation.

The development of the DL model

This study adopted the DL network DenseNet (12) as 
the classification model, which has been proven to have 
good classification performance in medical imaging for 
other diseases (13-15). As shown in Figure 3, the network 
structure of DenseNet is mainly composed of four dense 
blocks and a transition layer. Based on the radical dense 
connection mechanism in the dense block, DenseNet 
implements feature reuse, using both low-level and high-
level features to connect each layer to the previous layers, 
with errors being easily propagated to the earlier layers. 
Furthermore, the earlier layer has direct supervision from 
the final classification layer, alleviating the problems of 
gradient vanishing.

A 5-fold cross validation method was applied to verify 
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Dense block

Dense block

Conv. (7×7×7, stride: 1) 
+ Batch normalize 

+ Relu

Batch normalize + 
Relu + Conv. 

(1×1×1, stride: 1) 

MaxPool3d. (3×3×3, stride: 2)

AvgPool3d. (2×2×2, stride: 2)

Batch normalize + 
Relu + Conv. 

(3×3×3, stride: 1) 

16 32 8048 112 144

Transition Transition Transition

Patient-level 
prediction

Dense block Dense block Dense block

Figure 3 DenseNet network structure. 

and analyze the model performance. We randomly split 
the development data into five subsets while ensuring that 
the distribution of each classification target in each subfold 
followed the distribution of the collected data set. Each of 
the 5 subfolds were sequentially used as the test set, and 
the remaining 4 folds were used for model development, 
among which 3 subfolds were used for training and 1 
for validation. An illustration of subfold distribution and 
training-validation-testing (internal) partition is shown in 

Figure 4. Additional data from 165 cases were collected for 
independent external testing.

Training setting

The disease classification model was developed based on the 
PyTorch framework. The training environment consisted 
of Ubuntu 20.04.1 with 4 NVIDIA Quadro RTX 6000 
graphics processing units (GPUs) and CUDA 11.4. In the 
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Figure 4 An example of the model development procedure during cross-validation. For 1 of the 5 procedures, among 1,611 participants, 
963 were used for training (264 VP, 78 BP, 111 FP, 231 PTB, and 279 NP), 321 for validation (88 VP, 26 BP, 37 FP, 77 PTB, and 93 NP), 
and 327 for testing (90 VP, 27 BP, 37 FP, 79 PTB, and 94 NP). The Y-axis represents the number of the cases. VP, viral pneumonia; BP, 
bacterial pneumonia; FP, fungal pneumonia; PTB, pulmonary tuberculosis; NP, no pneumonia.
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training process, NP data, PTB data, VP data, BP data, and 
FP data were respectively labeled as 0, 1, 2, 3, and 4. Based 
on the image block obtained from preprocessing as training 
input, the corresponding image label as the training label, 
and the focal loss (16) were selected as the loss function 
of network optimization. Adam was used as an optimizer, 
and its initial learning rate was 1×10−3. We trained the 
classification model from scratch, set the training epoch 
to 1,000, calculated the accuracy of the verification set for 
every 20 epochs, and selected the epoch with the highest 
accuracy as the final epoch. In addition, different sampling 
ratios were used proportional to the quantities of five 
different classes of data to ensure that the same batch could 
sample the same number of samples for each class during 
learning. Additionally, random image flipping, rotation, and 
scaling were used as data augmentation strategies for model 
training to improve the training network’s robustness.

Radiologist interpretation

Three attending radiologists (with 5, 8, and 8 years of 
experience in chest CT) and two junior radiologists (both 
with 2 years of experience in chest CT) reviewed the 
internal test set of each cross-validation fold (including  
327 cases for radiologist 1, 321 cases for radiologist  
2, 321 cases for radiologist 3, 321 cases for radiologist 
4, and 321 cases for radiologist 5) and the category of 
pneumonia of each case first without and then with DL 
model assistance. The radiologists further reviewed the 
additional data from 165 cases collected for the independent 
test set first without and then with DL model assistance. All 
identifying information was removed from the CT studies, 
which were shuffled and uploaded to 3D Slicer software for 
interpretation. All radiologists were given information on 
patient age and sex when reviewing images.

Performance evaluation and statistical analyses

In this study, gender is presented as the male-to-female 
ratio, and age is presented using the appropriate mean 
± standard deviation (SD). The discriminative ability of 
the DL model was evaluated with precision, recall, F1-
score, and weighted F1-average. Weighted F1-average, as a 
combined metric, was calculated to reduce the imbalanced 
image distribution in multi-label classification. Receiver 
operating characteristic (ROC) curves were delineated in 
each category based on the corresponding probabilities, and 

the area under the curve (AUC) was subsequently calculated. 
In addition, 95% confidence intervals (95% CIs) were 
determined using the adjusted Wald method. DL model 
performance was compared to radiologist performance 
with and without DL model assistance. The P values were 
calculated using the permutation method. Calibration 
was tested using a calibration plot with bootstraps of  
1,000 resamples, which described the degree of fit between 
actual and DL model-predicted mortality. All statistical 
analyses were conducted with Python software version: 3.7.0 
(Python Software Foundation, Wilmington, DE, USA). A 
2-sided P value <0.05 was considered statistically significant. 
The formulas of F1-score and weighted F1-average were as 
follows:

1- 2 precision recallF score
precision recall

×
= ×

+  [1]

11- 1-Weighted F average n F score
n

= ×∑  
[2]

Results

Demographic characteristics

A total of 1,611 cases from 2 hospitals were enrolled, 
comprising 442 VP, 131 BP, 185 FP, 387 PTB, and  
466 NP cases. All cases of VP were confirmed by nucleic 
acid test. All cases of BP met the inclusion criteria. Among 
the cases of FP, 78 were confirmed by sputum culture, 
54 by bronchoalveolar lavage, 32 by serological fungal 
antigen test, and 21 by lung biopsy. All cases of PTB 
were confirmed by sputum culture. The mean age was  
50.5±17.4 years (range, 18–92 years), and the male-to-
female ratio was 1:1.2. For independent testing, 165 cases 
from 3 hospitals were enrolled, comprising 30 VP, 23 BP, 
33 FP, 39 PTB, and 40 NP cases. All cases of VP were 
confirmed by nucleic acid test. All cases of BP met the 
inclusion criteria. Among the cases of FP, 9 were confirmed 
by sputum culture, 12 by bronchoalveolar lavage, 9 by 
serological fungal antigen test, and 3 by lung biopsy. All 
cases of PTB were confirmed by sputum culture. The mean 
age was 44.5±18.9 years (range, 20–90 years), and the male-
to-female ratio was 1:1.3.

Evaluation of the DL model and radiologists performance 
on internal test set

The 5-fold cross-validation average performance of the 
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DL network in the classification of VP, BP, FP, PTB, 
and NP is summarized in Table 2. For the DL model, the 
precision of VP, BP, FP, PTB, and NP was 0.946, 0.511, 
0.835, 0.845, and 0.978, respectively; the recall was 0.948, 
0.511, 0.849, 0.842, and 0.972, respectively; the F1-score 
was 0.947, 0.511, 0.842, 0.843, and 0.975, respectively; and 
the weighted F1-average was 0.883. The best F1-score of 
0.947 and 0.975 was obtained for VP and NP, respectively. 
An ideal F1-score of 0.843 and 0.842 was achieved for PTB 
and FP, respectively. The AUC for identifying VP, BP, FP, 
PTB, and NP was 0.996, 0.913, 0.963, 0.970, and 0.997, 
respectively; the sensitivity was 0.948, 0.511, 0.849, 0.842, 
and 0.972, respectively; and the specificity was 0.980, 0.957, 
0.978, 0.951 and 0.991, respectively. The 5-fold cross-
validation average classification-related confusion matrix 
and ROC curve of the testing images are presented in 
Figure 5A and Figure 5B, respectively. The true positives of 

VP, BP, FP, PTB, and NP were 94.8% (419/442), 51.1% 
(67/131), 84.9% (157/185), 84.2% (326/387), and 97.2% 
(453/466), respectively.

All cases were divided into five parts according to 
the testing images of 5-fold cross-validation. First, five 
radiologists (with 2–8 years of experience in thoracic 
imaging) completed a blind review of the images without the 
DL model for each part, and then, completed a reevaluation 
with the DL model. The F1-score of the DL model was 
much higher than that of the radiologists for VP (0.947 vs. 
0.837; ∆=0.110), BP (0.511 vs. 0.356; ∆=0.155), FP (0.842 
vs. 0.247; ∆=0.595), PTB (0.843 vs. 0.729; ∆=0.114), and NP 
(0.975 vs. 0.934; ∆=0.041), as was the weighted F1-average 
(0.883 vs. 0.732; ∆=0.151). The precision and recall of the 
DL model for all conditions were higher than those of the 
radiologists (all P values <0.001), except the recall of BP 
(0.511 vs. 0.550; ∆=–0.039; P=0.609), which suggested the 

Table 2 The performance of the DL model on the internal test set

Category Precision Recall F1-score AUC Weighted F1-average 

VP 0.946 (0.925, 0.967) 0.948 (0.927, 0.969) 0.947 (0.936, 0.958) 0.996 (0.993, 0.999) 0.883 (0.867, 0.898)

BP 0.511 (0.426, 0.597) 0.511 (0.426, 0.597) 0.511 (0.487, 0.536) 0.913 (0.899, 0.926)

FP 0.835 (0.782, 0.888) 0.849 (0.797, 0.900) 0.842 (0.824, 0.860) 0.963 (0.953, 0.972)

PTB 0.845 (0.808, 0.881) 0.842 (0.806, 0.879) 0.843 (0.826, 0.861) 0.970 (0.961, 0.978)

NP 0.978 (0.965, 0.992) 0.972 (0.957, 0.987) 0.975 (0.968, 0.983) 0.997 (0.994, 0.999)

Data in parenthesis are shown as (95% CI). DL, deep learning; AUC, area under the curve; VP, viral pneumonia; BP, bacterial pneumonia; 
FP, fungal pneumonia; PTB, pulmonary tuberculosis; NP, no pneumonia; CI, confidence interval.
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Figure 5 The confusion matrix (A) and the area under ROC curves (B) of the testing images on internal test set. Input class, true pathogen 
category; Output class, predictive pathogen category; VP, viral pneumonia; BP, bacterial pneumonia; FP, fungal pneumonia; PTB, pulmonary 
tuberculosis; NP, no pneumonia; ROC, receiver operating characteristic; AUC, area under the curve.
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Table 3 Comparison of the DL model and radiologists without DL model assistance in the internal test set

Pneumonia 
category

Index of model 
performance

Radiologist performance DL model performance 
DL model performance minus 

radiologist performance
P value

VP Precision 0.796 (0.760, 0.832) 0.946 (0.925, 0.967) 0.150 (0.133, 0.167) <0.001

Recall 0.882 (0.852, 0.912) 0.948 (0.927, 0.969) 0.066 (0.054, 0.078) <0.001

F1-score 0.837 (0.819, 0.855) 0.947 (0.936, 0.958) 0.110 (0.095, 0.125) –

BP Precision 0.263 (0.211, 0.315) 0.511 (0.426, 0.597) 0.248 (0.227, 0.269) <0.001

Recall 0.550 (0.464, 0.635) 0.511 (0.426, 0.597) −0.039 (−0.048, −0.030) 0.609

F1-score 0.356 (0.332, 0.379) 0.511 (0.487, 0.536) 0.155 (0.137, 0.173) –

FP Precision 0.432 (0.320, 0.545) 0.835 (0.782, 0.888) 0.403 (0.379, 0.427) <0.001

Recall 0.173 (0.118, 0.227) 0.849 (0.797, 0.900) 0.676 (0.653, 0.699) <0.001

F1-score 0.247 (0.226, 0.268) 0.842 (0.824, 0.860) 0.595 (0.571, 0.619) –

PTB Precision 0.779 (0.735, 0.823) 0.845 (0.808, 0.881) 0.066 (0.054, 0.078) <0.001

Recall 0.685 (0.638, 0.731) 0.842 (0.806, 0.879) 0.157 (0.139, 0.175) <0.001

F1-score 0.729 (0.707, 0.751) 0.843 (0.826, 0.861) 0.114 (0.098, 0.130) –

NP Precision 0.970 (0.954, 0.986) 0.978 (0.965, 0.992) 0.008 (0.004, 0.012) <0.001

Recall 0.901 (0.874, 0.928) 0.972 (0.957, 0.987) 0.071 (0.058, 0.084) <0.001

F1-score 0.934 (0.922, 0.946) 0.975 (0.968, 0.983) 0.041 (0.031, 0.051) –

All Weighted F1-average 0.732 (0.711, 0.754) 0.883 (0.867, 0.898) 0.151 (0.134, 0.168) –

Data in parenthesis are shown as (95% CI). DL, deep learning; VP, viral pneumonia; BP, bacterial pneumonia; FP, fungal pneumonia; PTB, 
pulmonary tuberculosis; NP, no pneumonia; CI, confidence interval.

recall of the DL model for BP was at least not lower than 
that of the radiologists (Table 3). Assisted by the DL model, 
the radiologists achieved a higher F1-score for VP (0.922 
vs. 0.837; ∆=0.085), BP (0.508 vs. 0.356; ∆=0.152), FP (0.697 
vs. 0.247; ∆=0.450), PTB (0.842 vs. 0.729; ∆=0.113), and 
NP (0.976 vs. 0.934; ∆=0.042) and also a higher weighted 
F1-average (0.859 vs. 0.732, ∆=0.127). The precision and 
recall of radiologists with the DL model were all higher 
than those of the radiologists without the DL model (all P 
values <0.001), except the recall of BP (P=0.511). The AUC 
for identifying VP, BP, FP, PTB, and NP was 0.954, 0.762, 
0.800, 0.891, and 0.980, respectively (Table 4). Figure 6  
shows a calibration plot. This compares the prediction of 
pneumonia category between the DL model prediction 
and actual observation. The calibration plot revealed good 
predictive accuracy of the DL model.

Figures 7,8 show the classification-related confusion 
matrix and ROC curve of the average results of the five 
radiologists without and with DL model assistance in the 
testing images, respectively. Figure 9A-9F show four cases 

in the test set where the DL model was correct while the 
radiologists were incorrect.

Evaluation of the DL model and radiologists performance 
on external test set

The performance of the DL model on the external 
test set for VP, BP, FP, PTB, and NP is summarized in 
Table 5. For the DL model, the precision for VP, BP, FP, 
PTB, and NP was 0.933, 0.619, 0.848, 0.795, and 0.952, 
respectively; the recall was 0.933, 0.565, 0.848, 0.795, and 
0.100, respectively; the F1-score was 0.933, 0.591, 0.848, 
0.795, and 0.976, respectively; the weighted F1-average was 
0.846; the AUC was 0.992, 0.926, 0.949, 0.961, and 0.998, 
respectively; the sensitivity was 0.933, 0.565, 0.849, 0.795, 
and 1.000, respectively; and the specificity was 0.985, 0.944, 
0.962, 0.937, and 0.984, respectively. The performance 
of the external test set is comparable to the internal test 
set. The classification-related confusion matrix and ROC 
curve of the DL model on the external testing images are 
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Table 4 Comparison of radiologists without and with DL model assistance in the internal test set

Pneumonia 
category

Index of model 
performance

Radiologists performance 
without DL model assistance 

Radiologists performance 
with DL model assistance 

Radiologists with DL model 
assistance minus radiologists 
without DL model assistance 

P value

VP Precision 0.796 (0.760, 0.832) 0.896 (0.868, 0.923) 0.100 (0.085, 0.115) <0.001

Recall 0.882 (0.852, 0.912) 0.950 (0.930, 0.971) 0.068 (0.056, 0.080) <0.001

F1-score 0.837 (0.819, 0.855) 0.922 (0.909, 0.935) 0.085 (0.071, 0.099) –

BP Precision 0.263 (0.211, 0.315) 0.448 (0.373, 0.522) 0.185 (0.166, 0.204) <0.001

Recall 0.550 (0.464, 0.635) 0.588 (0.503, 0.672) 0.038 (0.029, 0.047) 0.511

F1-score 0.356 (0.332, 0.379) 0.508 (0.484, 0.533) 0.152 (0.134, 0.170) –

FP Precision 0.432 (0.320, 0.545) 0.793 (0.727, 0.859) 0.361 (0.338, 0.384) <0.001

Recall 0.173 (0.118, 0.227) 0.622 (0.552, 0.692) 0.449 (0.425, 0.473) <0.001

F1-score 0.247 (0.226, 0.268) 0.697 (0.675, 0.719) 0.450 (0.426, 0.474) –

PTB Precision 0.779 (0.735, 0.823) 0.860 (0.825, 0.895) 0.081 (0.068, 0.094) <0.001

Recall 0.685 (0.638, 0.731) 0.824 (0.786, 0.862) 0.139 (0.122, 0.156) <0.001

F1-score 0.729 (0.707, 0.751) 0.842 (0.824, 0.860) 0.113 (0.098, 0.128) –

NP Precision 0.970 (0.954, 0.986) 0.989 (0.979, 0.999) 0.019 (0.012, 0.026) <0.001

Recall 0.901 (0.874, 0.928) 0.964 (0.946, 0.981) 0.063 (0.051, 0.075) <0.001

F1-score 0.934 (0.922, 0.946) 0.976 (0.969, 0.984) 0.042 (0.032, 0.052) –

All Weighted F1-average 0.732 (0.711, 0.754) 0.859 (0.842, 0.876) 0.127 (0.111, 0.143) –

Data in parenthesis are shown as (95% CI). DL, deep learning; VP, viral pneumonia; BP, bacterial pneumonia; FP, fungal pneumonia; PTB, 
pulmonary tuberculosis; NP, no pneumonia; CI, confidence interval. 

displayed in Figure 10A and Figure 10B, respectively.
For the radiologists, the F1-score was 0.743, 0.556, 

0.541, 0.737, and 0.985 for VP, BP, FP, PTB, and NP, 
respectively, while the weighted F1-average was 0.734. 
The DL model achieved a higher F1-score for FP (0.848 
vs. 0.541), and the precision for the other three pneumonia 
conditions was higher (all P values <0.001). With DL 
model assistance, the radiologists performance for FP was 
significantly improved (0.778 vs. 0.541), and the precision 
for the other three pneumonia conditions was also improved 
(all P values <0.001) (Tables 6,7).

Discussion

In this study, we evaluated the diagnostic ability of DL in 
discriminating pneumonia caused by different pathogens 
and assessed radiologists, performance without and with 
DL model assistance. Different pneumonia conditions, 
including VP, BP, FP, PTB, and NP, were analyzed. Our 

results on internal and external test set both yielded 
excellent values from the DL model for predicting and 
categorizing pneumonia. Meanwhile, the radiologist 
achieved a higher performance with DL assistance.

The recent studies on the artificial intelligence (AI)-based 
differential diagnosis of pneumonia consist mostly of binary 
classification and mainly report on the discrimination 
between COVID-19 and other pneumonia types (17-19). 
Our model attempts to classify four pneumonia categories 
and normal cases in a single model, and our study showed 
that AI augmentation significantly improves radiologists’ 
performance in differentiating types of pneumonia. Bai 
et al. (20) established and evaluated an AI system for 
differentiating COVID-19 and other pneumonia on chest 
CT and assessed radiologist performance with and without 
AI assistance. The results revealed that the AI model, 
compared to radiologists, had a higher test accuracy (96% 
vs. 85%; P<0.001), sensitivity (95% vs. 79%; P<0.001), and 
specificity (96% vs. 88%; P=0.002), and the radiologists 
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Output class\
lnput class

VP BP FP PTB NP Precision

VP 390 34 53 11 2 79.6%

BP 35 72 52 77 38 26.3%

FP 10 5 32 27 0 43.2%

PTB 5 20 44 265 6 77.9%

NP 2 0 4 7 420 97.0%

Recall 88.2% 55.0% 17.3% 68.5% 90.1%

1.0

0.8

0.6

0.4

0.2

0.0

Tr
ue

 p
os

iti
ve

 r
at

e

0.0 0.2 0.4 0.6 0.8 1.0
False positive rate

All (AUC =0.832)
VP (AUC =0.898)
BP (AUC =0.707)
FP (AUC =0.572)
PTB (AUC =0.812)
NP (AUC =0.945)

ROC curveBA

Figure 7 The classification-related confusion matrix (A) and the area under ROC curves (B) of the 5 radiologists performance on the 
internal test set. Input class, true pathogen category; Output class, predictive pathogen category; VP, viral pneumonia; BP, bacterial 
pneumonia; FP, fungal pneumonia; PTB, pulmonary tuberculosis; NP, no pneumonia; ROC, receiver operating characteristic; AUC, area 
under the curve. 
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Figure 6 Calibration plot of the DL model. The dotted line represents the performance of the DL model, whereas the solid line corrects for 
any bias in the DL model. The dashed line represents the reference line where an ideal model would lie. VP, viral pneumonia; BP, bacterial 
pneumonia; FP, fungal pneumonia; PTB, pulmonary tuberculosis; NP, no pneumonia; DL, deep learning. 
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Output class\
lnput class

VP BP FP PTB NP Precision

VP 420 15 30 4 0 89.6%

BP 13 77 19 49 14 44.8%

FP 5 11 115 13 1 79.3%

PTB 3 28 19 319 2 86.0%

NP 1 0 2 2 449 98.9%

Recall 95.0% 58.8% 62.6% 82.4% 96.4%
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Figure 8 The classification-related confusion matrix (A) and the area under ROC curves (B) of the radiologists with DL model in the 
internal test set. Input class, true pathogen category; Output class, predictive pathogen category; VP, viral pneumonia; BP, bacterial 
pneumonia; FP, fungal pneumonia; PTB, pulmonary tuberculosis; NP, no pneumonia; ROC, receiver operating characteristic; AUC, area 
under the curve.
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Figure 9 Four cases in the internal test set in which the DL model was correct but the radiologists were incorrect. (A,B) PTB misdiagnosed 
as BP by the radiologists. (C,D) COVID-19 pneumonia misdiagnosed as BP by the radiologists. (E) Cryptococcal pneumonia and (F) Aspergillus 
pneumonia were FP, while the radiologists misdiagnosed them as PTB. DL, deep learning; PTB, pulmonary tuberculosis; COVID-19, 
coronavirus disease 2019; BP, bacterial pneumonia; FP, fungal pneumonia. 

achieved a higher average accuracy with AI assistance. 
These results are consistent with our study, but Bai et al.’s 
model is only for binary COVID-19 and other pneumonia 
classifications. Ibrahim et al. (7) evaluated different DL 

architectures using public digital chest X-ray and CT 
datasets with four classes (i.e., normal, COVID-19, 
pneumonia, and lung cancer) and reported that the VGG 
(Visual Geometry Group)-19 + convolutional neural 
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network (CNN) model achieved a 0.981 accuracy and a 
0.997 AUC based on X-ray and CT images. This study also 
demonstrated an ideal performance of AI but did not classify 
pneumonia subtypes in detail. Qi et al. (6) used a CNN-
based DL approach for automatically fast-tracking lung 
tumor lesions and conducting multicategory classification 
of histological subtypes of lung cancer (including small cell 
lung cancer, lung adenocarcinoma, and lung squamous cell 
carcinoma), which attested to the effectiveness of the DL 
model in multicategory tasks and provided an important 
reference for our research. Our results also showed that 
although radiologists’ performance was improved with AI 
assistance, it still did not surpass—or was even lower than—
the lower performance of the DL model. Similar findings 
have reported in many other areas of AI research (7,21,22), 
which suggests that the diagnosis of AI should be fully 
considered in a clinicians’ routine workflow, especially when 

the treatment is ineffective.
The early diagnosis of FP is challenging in routine 

clinical work. In our study, the F1-score of radiologists 
in diagnosing FP was only 0.541 on the external test set, 
which was much lower than that of the DL model (0.848). 
However, with DL model assistance, the F1-score increased 
to 0.778. Recently, Wang et al. (23) used DL to divide 
pneumonia into three types: BP, FP, and VP. Compared 
to our model, their model had a similar performance for 
FP with an F1-score of 0.830 in the test cohort, a superior 
performance for BP (F1-score: 0.821 vs. 0.591) on the 
external test set, and similar performance on VP (0.933 vs. 
0.895) on the external test set. However, Wang et al. did 
not enroll PTB and NP cases in their model, thus limiting 
the spectrum of differential diagnosis. Zhang et al. (24) used 
DL to divided pneumonia into four types, including BP, FP, 
VP, and COVID-19, reporting AUCs of 0.989, 0.996, 0.994, 

Table 5 The DL model performance in the external test set

Category Precision Recall F1-score AUC Weighted F1-average Average AUC

VP 0.933 (0.893, 0.973) 0.933 (0.893, 0.973) 0.933 (0.916, 0.950) 0.992 (0.986, 0.998) 0.846 (0.822, 0.871) 0.967 (0.955, 0.979)

BP 0.619 (0.526, 0.712) 0.565 (0.475, 0.656) 0.591 (0.557, 0.624) 0.926 (0.908, 0.944)

FP 0.848 (0.794, 0.903) 0.848 (0.794, 0.903) 0.848 (0.824, 0.873) 0.949 (0.934, 0.964)

PTB 0.795 (0.738, 0.852) 0.795 (0.738, 0.852) 0.795 (0.767, 0.822) 0.961 (0.948, 0.974)

NP 0.952 (0.924, 0.981) 1.000 (1.000, 1.000) 0.976 (0.965, 0.986) 0.998 (0.995, 1.000)

Data in parenthesis are shown as (95% CI). DL, deep learning; AUC, area under the curve; VP, viral pneumonia; BP, bacterial pneumonia; FP, fungal 
pneumonia; PTB, pulmonary tuberculosis; NP, no pneumonia; CI, confidence interval.

Figure 10 The confusion matrix (A) and the area under ROC curves (B) of the DL model on the external testing images. Input class, true 
pathogen category; Output class, predictive pathogen category; VP, viral pneumonia; BP, bacterial pneumonia; FP, fungal pneumonia; PTB, 
pulmonary tuberculosis; NP, no pneumonia; ROC, receiver operating characteristic; AUC, area under the curve; DL, deep learning.
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Table 6 Comparison of 5 radiologists and the DL model in the external test set

Pneumonia 
category

Index of model 
performance

Radiologist performance DL model performance 
DL model performance minus 

radiologist performance
P value

VP Precision 0.630 (0.565, 0.694) 0.933 (0.893, 0.973) 0.303 (0.272, 0.334) <0.001

Recall 0.907 (0.860, 0.953) 0.933 (0.893, 0.973) 0.026 (0.015, 0.037) 0.523

F1-score 0.743 (0.713, 0.773) 0.933 (0.916, 0.950) 0.190 (0.163, 0.217) –

BP Precision 0.511 (0.427, 0.595) 0.619 (0.526, 0.712) 0.108 (0.087, 0.129) <0.001

Recall 0.609 (0.519, 0.698) 0.565 (0.475, 0.656) −0.044 (−0.058, −0.030) 0.551

F1-score 0.556 (0.522, 0.589) 0.591 (0.557, 0.624) 0.035 (0.022, 0.048) –

FP Precision 0.767 (0.679, 0.854) 0.848 (0.794, 0.903) 0.081 (0.062, 0.100) <0.001

Recall 0.418 (0.343, 0.493) 0.848 (0.794, 0.903) 0.430 (0.396, 0.464) <0.001

F1-score 0.541 (0.507, 0.575) 0.848 (0.824, 0.873) 0.307 (0.276, 0.338) –

PTB Precision 0.764 (0.702, 0.825) 0.795 (0.738, 0.852) 0.031 (0.019, 0.043) <0.001

Recall 0.713 (0.649, 0.776) 0.795 (0.738, 0.852) 0.082 (0.063, 0.101) 0.017

F1-score 0.737 (0.707, 0.767) 0.795 (0.767, 0.822) 0.058 (0.042, 0.074) –

NP Precision 0.985 (0.968, 1.000) 0.952 (0.924, 0.981) −0.033 (−0.045, −0.021) 1

Recall 0.985 (0.968, 1.000) 1.000 (1.000, 1.000) 0.015 (0.007, 0.023) 0.25

F1-score 0.985 (0.977, 0.993) 0.976 (0.965, 0.986) −0.009 (−0.015, −0.003) –

All Weighted F1-average 0.734 (0.704, 0.764) 0.846 (0.822, 0.871) 0.112 (0.009, 0.134) –

Data in parenthesis are shown as (95% CI). DL, deep learning; VP, viral pneumonia; BP, bacterial pneumonia; FP, fungal pneumonia; PTB, 
pulmonary tuberculosis; NP, no pneumonia; CI, confidence interval. 

and 0.997, respectively. This is similar to our study, but the 
data volume of FP (n=4) was much smaller than that for 
other pneumonia types in the testing group, which might 
have influenced the performance of the model. In addition, 
the lack of external validation data is also a major limitation 
of this study.

The precision, recall, and F1-score of our DL model 
for BP were only between 0.511–0.619 in both the internal 
and external test set, which were much lower than those 
of the other categories of the above-mentioned studies. 
This may due to the small sample size of BP. The diagram 
of subfold distribution and the training-validation-testing 
(internal) partition in Figure 4 indicates that there were 
78 BP cases for training, 26 for validation, 27 for internal 
testing, and 23 for external testing. This might have 
resulted in less attention being paid to this category by the 
model during training. However, the AUC for BP in our 
model was high at 0.913 and 0.926, and the specificity was 
also high at 0.957 and 0.944 in the internal and external 
test sets, respectively. This suggests our model is able 

to correctly exclude negative samples from BP, resulting 
in high specificity and high AUC values. Although the 
F1-score was low for BP, the AUC and specificity were 
high, and the results for other categories indicated good 
performance, which suggests that the overall performance 
of the model is acceptable.

This study has some limitations which should be 
mentioned. First, although a large sample was included 
in this study, the sample size of BP and FP groups was 
small. However, the weighted F1-average was calculated 
to reduce the imbalanced image distribution in multi-
label classification. Second, as we employed a retrospective 
design; multicenter prospective studies are needed to verify 
our findings. Finally, our study only included four categories 
of pneumonia and did not accurately classify pathogens, 
which should be addressed in future research.

Conclusions

In conclus ion,  th is  DL approach i s  va luable  for 
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Table 7 Comparison between radiologists without and with DL model assistance in the external test set

Pneumonia 
category

Index of model 
performance

Radiologist performance 
without DL model 

assistance

Radiologist performance 
with DL model assistance 

Radiologist with DL model assistance 
minus radiologist without DL model 

assistance
P value

VP Precision 0.630 (0.565, 0.694) 0.788 (0.728, 0.848) 0.158 (0.133, 0.183) <0.001

Recall 0.907 (0.860, 0.953) 0.940 (0.902, 0.978) 0.033 (0.021, 0.045) 0.267

F1-score 0.743 (0.713, 0.773) 0.857 (0.833, 0.881) 0.114 (0.092, 0.136) –

BP Precision 0.511 (0.427, 0.595) 0.607 (0.520, 0.693) 0.096 (0.076, 0.116) <0.001

Recall 0.609 (0.519, 0.698) 0.643 (0.556, 0.731) 0.034 (0.022, 0.046) 0.585

F1-score 0.556 (0.522, 0.589) 0.624 (0.591, 0.658) 0.068 (0.051, 0.085) –

FP Precision 0.767 (0.679, 0.854) 0.815 (0.753, 0.877) 0.048 (0.033, 0.063) <0.001

Recall 0.418 (0.343, 0.493) 0.745 (0.679, 0.812) 0.327 (0.295, 0.359) <0.001

F1-score 0.541 (0.507, 0.575) 0.778 (0.750, 0.807) 0.237 (0.208, 0.266) –

PTB Precision 0.764 (0.702, 0.825) 0.851 (0.798, 0.904) 0.087 (0.068, 0.106) <0.001

Recall 0.713 (0.649, 0.776) 0.759 (0.699, 0.819) 0.046 (0.032, 0.060) 0.108

F1-score 0.737 (0.707, 0.767) 0.802 (0.775, 0.829) 0.065 (0.048, 0.082) –

NP Precision 0.985 (0.968, 1.000) 0.990 (0.976, 1.000) 0.005 (0.000, 0.010) 1

Recall 0.985 (0.968, 1.000) 0.985 (0.968, 1.000) 0.000 (0.000, 0.000) 1

F1-score 0.985 (0.977, 0.993) 0.987 (0.980, 0.995) 0.002 (−0.001, 0.005) –

All Weighted F1-average 0.734 (0.704, 0.764) 0.828 (0.802, 0.853) 0.094 (0.074, 0.114) –

Data in parenthesis are shown as (95% CI). DL, deep learning; VP, viral pneumonia; BP, bacterial pneumonia; FP, fungal pneumonia; PTB, 
pulmonary tuberculosis; NP, no pneumonia; CI, confidence interval.

distinguishing pneumonia caused by different etiologies and 
can help radiologists make accurate diagnoses. Thus, this 
DL model for multicategory classification of pneumonia 
on chest CT has important potential clinical applications 
and warrants broader application. Clinicians should take AI 
results into full consideration within their routine workflow.
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