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A B S T R A C T   

Transient simulation of multiphase flow in pipes has been performed using Two-Fluid Model and 
Drift-Flux Model. The main advantage of the Drift-Flux Model is the reduced number of differ
ential equations, which results in a lower computational time. However, the accuracy of the 
model depends on a suitable constitutive equation for the velocity of the dispersed phase, 
commonly, the gas phase. The gas velocity constitutive equation includes two important pa
rameters, namely, the distribution coefficient and the void-fraction-weighted drift velocity. 

A drift-flux-model code was developed, by using the Finite Volume Method (FVM) with stag
gered grid system, to evaluate the effect of highly viscous liquid and pipe geometry (pipe 
diameter and pipe inclination) in the prediction of liquid hold-up and pressure drop gradient. The 
gas phase compressibility was also included in the model. 

The results show that the energy consumption to pump the fluids through the lift system has 
been overestimated when highly viscous liquids are produced. For the case of a vertical upward 
flow, the overestimation can be up to 10 % of energy consumption. We strongly recommend 
incorporating the effects of pipe inclination and liquid viscosity into the estimation of the Dis
tribution Coefficient of the dispersed phase, encompassing both C0 and gas drift velocity.   

1. Introduction 

Solving complex Computational Multi-Fluid Dynamic (CMFD) problems in engineering requires a multifaceted approach that spans 
various fields of study. Key to this endeavor is the selection of an appropriate multiphase flow model, typically comprising a system of 
partial differential equations derived from the fundamental principles of physics. Furthermore, choosing the most suitable compu
tational model to approximate solutions is a critical step in this process. However, this decision is far from straightforward, especially 
considering the continuous evolution of computational models over the last four decades, with ongoing debates regarding their 
performance in terms of accuracy and convergence speed [1–5]. 

One of the key challenges in engineering is accurately calculating pressure drops in multiphase flows within pipelines, crucial for 
designing efficient thermo-fluid systems. To address this challenge, researchers have employed both empirical and mechanistic models 
[6–9]. These models are extensively used in computer simulations to optimize various systems. Empirical models, while practical, 
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often suffer from convergence issues due to the discontinuous nature of flow regime transitions. In contrast, mechanistic models, 
grounded in fundamental laws, offer smoother transitions in flow properties but face the limitation of fewer equations compared to the 
unknown variables inherent in multiphase flow situations [6,9–11]. To resolve this, constitutive equations or closure relationships are 
required to solve the system of equations. 

Within engineering applications, slug flow is common in oil and gas transport operations, which are characterized by intermittent 
and unsteady behavior with the formation of bullet-shaped Taylor bubbles [12,13]. Understanding slug flow dynamics is pivotal in 
addressing a wide range of thermo-fluid challenges, such as paraffin or wax deposition [14,15], gas-liquid separation processes [16], 
and severe slugging in hilly terrain pipelines [17]. Quantifying slug size, frequency, and velocity plays an important role in predicting 
multiphase flow behavior, enabling the design and optimization of handling equipment. 

In traditional multiphase flow models, it is accepted to assume that the distribution coefficient C0 is approximately 2 for laminar 
flow within the slug body and around 1.2 for turbulent flow. These values are based on the theoretical ratio between maximum and 
average velocities in pipelines for each flow regime. However, this simplification fails to account for the influence of pipe inclination 
and the presence of high-viscosity liquids. To address these limitations, we have developed a drift-flux-model code utilizing the Finite 
Volume Method (FVM) with a staggered grid system [18,19]. This model aims to assess the impact of high-viscosity liquids and pipe 
geometry (including pipe diameter and inclination) on the prediction of liquid hold-up and pressure drop gradients, while also 
incorporating gas phase compressibility. The scope of this research is to evaluate the effect of pipe inclination and liquid viscosity on 
predicted gas fractions using a Drift Flux Model. It is important to note that this study does not aim to introduce a new numerical 
method; rather, it seeks to demonstrate how pressure drop calculations can be overestimated when commercial solvers rely on 
constitutive equations tailored for low-viscosity fluids, such as water, as is commonly seen in most works. 

This paper is structured as follows: the remainder of Section 1 describes the Drift Flux Model and the constitutive equations 
employed. Section 2 provides insights into the numerical procedure used for simulating slug flow in inclined pipes with highly viscous 
liquids. Section 3 is dedicated to outlining the validation of the model. Section 4 presents and discusses the main results, and finally, 
Section 5 offers conclusions and recommendations drawn from this investigation. 

1.1. One dimensional drift flux model 

The theoretical framework used in this study is presented in Ref. [10]. The motion of the two-phase flow is expressed by the 
mixture-momentum equation and mass balance equation for the mixture and the dispersed phase. The following system of differential 
equations was obtained by averaging the local drift-flux formulation over the cross-sectional area, 

∂〈ρm〉
∂t

+
∂(〈ρm〉vm)

∂x
= 0 (1)  

∂(〈α〉ρG)

∂t
+

∂(〈α〉ρGvm)

∂x
= ΓG −

∂
∂x

(
〈α〉ρGρL

〈ρm〉
VGj

)

(2)  

∂(〈ρm〉vm)

∂t
+

∂(〈ρm〉vm
2)

∂x
+

∂p
∂x

= 〈ρm〉gx + 〈ρm〉
fm

2D
vm|vm| −

∂
∂x

[
〈α〉ρGρL

(1 − 〈α〉)〈ρm〉
VGj

2
]

(3)  

where 〈ρm〉[kg /m3] is the mixture density and vm[m /s] is the mixture velocity defined as 

〈ρm〉 = 〈α〉ρG + (1 − 〈α〉)ρL (4)  

vm =
〈α〉ρG〈〈vG〉〉 + (1 − 〈α〉)ρL〈〈vL〉〉

〈ρm〉
(5)  

where 〈〈vG〉〉[m /s] and 〈〈vL〉〉[m /s] are the mean gas and liquid velocities. The gas and liquid densities, ρG[kg /m3] and ρL[kg /m3], are 
considered constant within any cross-sectional area. Equations (1)–(3) are used to solve the gas volume fraction 〈α〉, the mixture 
velocity vm[m /s], and the pressure p[Pa], as functions of position x[m] and time t[sec]. ΓG[kg /m3 /s] is the gas volumetric generation rate 
and gx[m /s2] is the gravity component along the pipe axis. The term represented by 〈ρm〉fm vm|vm|/(2D) in equation (3) is the two-phase 
frictional pressure drop. 

The void-fraction-weighted gas velocity, 〈〈vG〉〉[m /s], is modeled as: 

〈〈vG〉〉 =
〈jG〉
〈α〉

= C0〈j〉 + 〈〈VGj〉〉 (6)  

〈j〉 = 〈jG〉 + 〈jL〉 (7) 

The parameter C0 is a distribution coefficient related to the velocity and concentration profiles in dispersed systems, 〈j〉[m /s] is the 
average volumetric flux, 〈〈VGj〉〉[m /s] is the local gas drift velocity, and 〈jG〉[m /s] and 〈jL〉[m /s] are the gas and liquid superficial ve
locity, respectively. The effect of the relative velocities between the phases is included using the mean gas drift velocity concept, 
VGj[m /s]. Once, the distribution coefficient C0 and the local drift velocity 〈〈VGj〉〉 are obtained, the mean drift velocity VGj is estimated 
using the following equation: 
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VGj =
〈ρm〉〈〈VGj〉〉 + (C0− 1)〈ρm〉vm

〈ρm〉 − (C0− 1)〈α〉(ρL − ρG)
(8)  

1.2. Drift flux model constitutive equations 

1.2.1. Bendiksen [8] 
Bendiksen [8] correlated the drift velocity for inclined flow by using the drift velocity for horizontal and vertical flow by: 

〈〈VGj〉〉 = (0.542 cos θ+0.351sin θ)
̅̅̅̅̅̅
gD

√
(9) 

The distribution coefficient C0 depends on the Reynolds Number: 

C0 =

{
2

1.2
,

Rej< 2, 100

Rej ≥ 2, 100
(10a)  

where Rej is the two-phase mixture Reynolds Number, defined as follows: 

Rej = ρL〈j〉DH
/

μL (10b)  

1.2.2. Bhagwat & Ghajar [20] 
Bhagwat and Ghajar [20] proposed a gas volume fraction correlation that is independent of flow regime. The data base they used 

includes data from pipes with hydraulic diameters ranging from 0.5 to 305 mm, various pipe orientations within the range of −
90◦≤ θ ≤90◦, and liquid viscosities spanning 0.001 to 0.6 Pa • s. 

The gas drift velocity 〈〈VGj〉〉 is calculated as follows: 

〈〈VGj〉〉 = (0.35 sin θ+0.45cos θ)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ΔρgDH

ρL

√

(1 − 〈α〉)0.5C2C3C4 (11)  

where C2,C3,C4 are parameter defined in Bhagwat and Ghajar (2014). 
The distribution coefficient C0 is estimated by the following equation: 

C0 =
2 − (ρG/ρL)

2

1 +
(
Rej/1, 000

)2 +

[(
1 + (ρG/ρL)

2cos θ
)/

(1 + cos θ)
]0.2(1− 〈α〉)

+ C0,1

1 +
(
1, 000/Rej

)2
(12a)  

C0,1 is a function of the ratio of gas to liquid density ρG/ρL, gas volumetric flow fraction β, two-phase Fanning friction factor ftp, and 
two-phase flow quality χ: 

C0,1 =
(

C1 − C1

̅̅̅̅̅̅̅̅̅̅̅̅

ρG/ρL

√ )[
(2.6 − β)0.15

−
̅̅̅̅̅
ftp

√ ]
(1 − χ)1.5 (12b)  

where C1 is assumed to be 0.2 for circular and annular pipes and 0.4 for rectangular pipes. 

1.2.3. Pugliese et al. [18,19] 
A new constitutive equation for gas drift velocity with high-viscosity liquid two-phase slug flow was presented by Pugliese et al. in 

Ref. [18], and its performance was compared with previous model. This model is based on 400 CFD simulations, and the data base 
includes cases with hydraulic pipe diameters in a range of 38–152 mm, pipe orientations in a range of 0◦≤ θ ≤90◦, and liquid vis
cosities in a range of 0.14–1.12 Pa • s. In this model, two independent dimensionless number, Eötvös Number Eo and Bouyancy Number 
Nf , are used to predict the Reynolds Number, which is based on the gas drift velocity: 

ReVd = a0 +Eo(a1 sin θ+ a2 cos θ) +Nf (a3 sin θ+ a4 cos θ)
+E2

o(a5 sin θ+ a6 cos θ) +N2
f (a7 sin θ+ a8 cos θ)

+
̅̅̅̅̅
Eo

√
(a9 sin θ+ a10 cos θ)+

̅̅̅̅̅
Nf

√
(a11 sin θ+ a12 cos θ)

(13a)  

Eo = (ρL − ρG)gDH/σ (13b)  

Nf =
[
D3

Hg(ρL − ρG)ρL

]0.5
/

μL (13c)  

ReVd = ρL〈〈VGj〉〉DH
/

μL (13d)  

where the parameters ai in equation (13) are defined in Pugliese et al. [19]. 
The distribution coefficient C0 is given as follows, 
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C0 = a0 + ln
(
Rej

)
(a1 sin θ+ a2 cos θ) +Frj(a3 sin θ+ a4 cos θ)

+
(
ln Rej

)2
(a5 sin θ+ a6 cos θ) +Fr2

j (a7 sin θ+ a8 cos θ)
+
(
ln Rej

)3
(a9 sin θ+ a10 cos θ) +Fr3

j (a11 sin θ+ a12 cos θ)

(14a)  

Frj = 〈j〉
/ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

gDH(1 − ρG/ρL)

√
(14b)  

where Rej is defined in equation (10b) and the parameters ai in equation (14) are defined by Pugliese et al. in Ref. [19]. 

1.3. Frictional pressure drop 

The term represented by 〈ρm〉fm vm|vm|/(2D) in equation (3) is the two-phase frictional pressure drop. The two-phase flow frictional 
pressure drop calculation is based on the two-phase Darcy-Weisbach friction multipliers, φ2

L and φ2
G [21], 

〈ρm〉
fm

2D
vm|vm| =

dp
dx

⃒
⃒
⃒
⃒

two phase
(15a)  

dp
dx

⃒
⃒
⃒
⃒

two phase
= φ2

L
dp
dx

⃒
⃒
⃒
⃒

L
= φ2

G
dp
dx

⃒
⃒
⃒
⃒

G
(15b)  

where dp
dx

⃒
⃒
⃒
L 

and dp
dx

⃒
⃒
⃒
G 

are the pressure gradient calculed assuming single phase flow. 

2. Numerical method 

2.1. Discretization schemes 

The staggered mesh approach, with velocities defined at the mesh boundaries and pressure, gas volume fraction and fluid prop
erties defined within the cells, is implemented for the spatial discretization of the differential equation system [22]. This approach 
allows avoiding the specification of an extra boundary condition because the convection term in the transport equation includes N 
faces (N velocity knowns) for the N cells, i.e., the upstream velocity is an inlet condition, and the outlet velocity is not required. Fig. 1 
shows a representation of the staggered mesh used. It should be noted that the distribution coefficient C0 and the local drift velocity 
〈〈VGj〉〉 are defined at the cell center because these parameters depend on the fluid properties. 

All advection terms are discretized using the donor cell concept, which is a first order and stable discretization scheme. Table 1 
shows the discretized advection terms. The superscript * refers to the following condition: if the mixture velocity at the interface is 
positive, the variables defined in the center of the cell are evaluated in the upstream cell. For example: 

(
〈α〉ρGρL

〈ρm〉
VGj

)∗

i+1
2

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(
〈α〉ρGρL

〈ρm〉
VGj

)

i
, if Vm,i+1

2
≥ 0

(
〈α〉ρGρL

〈ρm〉
VGj

)

i+1
, if Vm,i+1

2
< 0

(16) 

Fig. 1. Staggered mesh scheme, modified from Ref. [23].  
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For time integration scheme, a semi-implicit method is used. Here we use the momentum balance equation, equation (3), as an 
example to summarize the discretized equations: 

1
Δt

〈ρ
m,i+

1
2

〉n+1,∗

⎛

⎜
⎝v

m,i+
1
2

⎞

⎟
⎠

n+1

+
1

Δx
[
〈ρm,i+1〉n⃒⃒vm,i+1

⃒
⃒n( vm,i+1

)n∗
− 〈ρm,i〉

n⃒⃒vm,i
⃒
⃒n( vm,i

)n∗]

+
1

Δx
(
pn+1

i+1 − pn+1
i

)
+Cn= 0

(17a)  

Cn= −
1

Δt
〈ρ

m,i+
1
2

〉n∗

⎛

⎜
⎝v

m,i+
1
2

⎞

⎟
⎠

n

− (〈ρm〉∗gx)
n

i+
1
2

−

(

〈ρm〉∗
fm

2D
|vm|vm

)n

i+
1
2

+
1

Δx

[(
〈α〉ρGρL

(1 − 〈α〉)〈ρm〉
VGj

2
)

i+1
−

(
〈α〉ρGρL

(1 − 〈α〉)〈ρm〉
VGj

2
)

i

]n
(17b)  

2.2. Boundary conditions 

The boundary conditions at the inlet are: 

α(x= 0) = α0(t) (18a)  

vm(x= 0) = Vm,0(t) (18b) 

The boundary and numerical conditions at the outlet are: 

P(x = L) = Poutlet (19a)  

∂α
∂x

⃒
⃒
⃒
⃒

x=L
= 0→αL = αL+1,∀t (19b)  

∂vm

∂x

⃒
⃒
⃒
⃒

x=L
= 0→Vm,L+1

2
= Vm,L+3

2
,∀t (19c)  

2.3. Solution method: Pressure-implicit-split-operators (PISO) algorithm 

In the following discussion, the superscript * refers to guessed variables. The discretized momentum equation is solved using the 
guessed pressure field, p∗, to yield velocity field, v∗m: 

1
Δt

〈ρm,i+1
2
〉n+1

⎛

⎜
⎝vm,i+1

2

⎞

⎟
⎠

∗

= −
1

Δx
[
〈ρm,i+1〉n⃒⃒vm,i+1

⃒
⃒n( vm,i+1

)n
− 〈ρm,i〉

n⃒⃒vm,i
⃒
⃒n
(
vm,i

)n]
−

1
Δx

(
p∗

i+1 − p∗
i

)
− Cn (20) 

We now define the correction p′ as the difference between the correct pressure field and the guessed pressure field, p∗. The same 
approach applies to velocity and density: 

pn+1 = p∗ + p′ (21a)  

Table 1 
Discretization Schemes using Donor Cell Concept.  

Advection Terms: Donor Cell Concept 

∂(〈ρm〉vm)

∂x
=

1
Δx

[
(〈ρm〉∗vm)

i+
1
2

− (〈ρm〉∗vm)
i−

1
2

]

∂(〈α〉ρGvm)

∂x
=

1
Δx

[
(〈α〉∗ρGvm)

i+
1
2

− (〈α〉∗ρGvm)
i−

1
2

]

∂
∂x

(
〈α〉ρGρL

〈ρm〉
VGj

)

=
1

Δx

[(
〈α〉ρGρL

〈ρm〉
VGj

)∗

i+
1
2
−

(〈α〉ρGρL
〈ρm〉

VGj

)∗

i−
1
2

]

∂(〈ρm〉vm
2)

∂x
=

1
Δx

[〈ρm,i+1〉
⃒
⃒vm,i+1

⃒
⃒(vm,i+1)

∗
− 〈ρm,i〉

⃒
⃒vm,i

⃒
⃒(vm,i)

∗
]

∂
∂x

[
〈α〉ρGρL

(1 − 〈α〉)〈ρm〉
VGj

2
]

=
1

Δx

[(
〈α〉ρGρL

(1 − 〈α〉)〈ρm〉
VGj

2
)

i+1
−

( 〈α〉ρGρL
(1 − 〈α〉)〈ρm〉

VGj
2
)

i

]
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vn+1
m,i+1

2
= v∗m,i+1

2
+ v′

m,i+1
2

(21b)  

Subtracting equation (20) from (17): 

1
Δt

〈ρm,i+1
2
〉n+1

⎡

⎢
⎣

⎛

⎜
⎝vm,i+1

2

⎞

⎟
⎠

n+1

−

⎛

⎜
⎝vm,i+1

2

⎞

⎟
⎠

∗⎤

⎥
⎦= −

1
Δx

( (
pn+1

i+1 − p∗
i+1

)
−
(
pn+1

i − p∗
i

))

1
Δt

〈ρm,i+1
2
〉n+1v′

m,i+1
2
= −

1
Δx

(
p′

i+1 − p′
i

)

v′
m,i+1

2
= −

Δt
(
p′

i+1 − p′
i

)

Δx〈ρm,i+1
2
〉n+1

(22)  

Equation (22) describes the corrections to be applied to the velocities. So far, we have only considered the momentum equation, but 
the velocity field is also subject to the constraint that should satisfy continuity equation (1): 

〈ρm,i〉
n+1

− 〈ρm,i〉
n

Δt
+

1
Δx

⎡

⎢
⎣〈ρm,i+1

2
〉n+1

⎛

⎜
⎝vm,i+1

2

⎞

⎟
⎠

n+1

− 〈ρm,i− 1
2
〉n+1

⎛

⎜
⎝vm,i− 1

2

⎞

⎟
⎠

n+1⎤

⎥
⎦= 0 

Substitution of the corrected velocities of equations (19b) and (20): 

Δt
Δx2p′

i+1 −
2Δt
Δx2p′

i +
Δt

Δx2p′
i− 1 =

〈ρm,i〉
∗
− 〈ρm,i〉

n

Δt

+
1

Δx

⎡

⎢
⎣〈ρ

m,i+
1
2

〉∗v∗
m,i+

1
2

−
1

Δx
〈ρ

m,i−
1
2

〉∗v∗
m,i−

1
2

⎤

⎥
⎦

(23)  

Equation (23) represents the discretized continuity equation as an equation for pressure correction p′. The right-hand side is the 
continuity imbalance arising from the incorrect velocity field, v∗m. Once the pressure correction field p′ is known, the correct pressure 
and velocity fields may be obtained. The pressure correction equation is susceptible to divergence unless some under-relation is used 
during the iterative process, βp. 

p∗∗ = p∗ + βpp′

v∗∗m,i+1
2
= βv

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

v∗m,i+1
2
−

Δt
(
p′

i+1 − p′
i

)

Δx

⎛

⎜
⎝ρm,i+1

2

⎞

⎟
⎠

n

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

n+1

+ (1 − βv)

⎡

⎢
⎣vm,i+1

2

⎤

⎥
⎦

n
(24)  

in summary, the PISO algorithm implemented includes the following steps.  

i. Guess a pressure field, p∗ (usually the pressure field at time n).  
ii. Predict the gas void fraction field at time n+ 1, using an explicit formulation for equation (2). A CFL [24] condition of 0.25 was 

selected to guarantee the stability of the solver.  
iii. Mixture density ρn+1

m is calculated by equation (4).  
iv. Predictor step: v∗m is predicted by equation (20).  

v. Corrector Step 1: Pressure correction p′ and velocity correction v′
m are calculated by equations (21) and (20), respectively. 

Then, new corrected values for the pressure field p∗∗ and velocity field v∗∗m are estimated with equation (22).  
vi. Corrector Step 2: A second correction is performed using equations (21) and (20), using as inputs p∗∗ and v∗∗m . As results, p″ and 

v″
m are used to predict the values for pressure and velocity fields in time n+ 1. 
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3. Model validation 

3.1. Water faucet problem 

The water faucet problem was originally proposed by Ransom [25]. It is used for the purposes of code assessment, benchmark, and 
numerical verification for the two-phase drift flux model described in Sections 1 and 2. The problem consists of a vertical pipe of 12 m 
length and 1 m diameter. Initially, the pipe is filled with a uniform column of water moving with initial velocity 〈〈vL0〉〉= 10m/ s and a 
static gas annulus, and the cross-section average gas volume fraction is 〈α0〉= 0.2 for all the length. At the inlet, the liquid velocity 〈 
〈vL,i〉〉= 10m/s, while the gas velocity 〈〈vG,i〉〉= 0. The pressure at the bottom outlet is p = 105Pa. A schematic representation is shown 
in Fig. 2. 

The water faucet problem assumes no wall friction and not interfacial tension between the faces, then the analytical solution for the 
transient and steady state condition can be established. 

〈〈vL〉〉(x, t) =

{ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

〈〈vL,i〉〉2
+2|g|x

√

〈〈vL0〉〉 + gt

if x ≤xd

if x > xd
(23a)  

xd = 〈〈vL,i〉〉t +
gt2

2
(23b)  

〈α〉(x, t) =

{
1 − (1 − 〈αi〉)〈〈vL,i〉〉

/ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

〈〈vL,i〉〉2
+2|g|x

√

〈α0〉

if x ≤xd

if x > xd
(24)  

where xd is the position of the gas volume fraction discontinuity. At the steady state condition, the solution yields to: 

〈〈vL〉〉(x) =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

〈〈vL,i〉〉2
+2|g|x

√
(25)  

〈α〉(x)= 1−
(1 − 〈αi〉)〈〈vL,i〉〉
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

〈〈vL,i〉〉2
+2|g|x

√ (26) 

Table 2 presents the parameters used for the water faucet problem. Also, the initial and boundary conditions required to validate 
the numerical solver. 

3.2. Model validation 

Mesh refinement study was performed for different numbers of cells, ranging from 50 to 400, equally spaced along the length of the 
pipe. Equations (25) and (26) are used as reference solution. The results of the mesh convergence studies are summarized in Table 3. In 
this table, e‖L1‖ correspond to the error base in the L1 norm definition. From this table, we can conclude that the spatial discretization 
used in this model has a first-order accuracy. 

Fig. 2. Two-phase water faucet problem, modified from Ref. [23].  
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The numerical simulation results for the steady state condition are plotted against the Ransom analytical solution in Figs. 3 and 4. 
The numerical results accurately overlap with the analytical solution. 

As the simulation starts, there is a gas volume fraction discontinuity moving downstream due to the gravity driving force. Fig. 5 
shows the position of the gas volume fraction at time 0.5 s. As the mesh resolution increases, the numerical solution approaches the 
analytical solution. The numerical method is stable if the CFL condition is fulfilled; however, increasing the number of cells will in
crease the computation time. 

4. Liquid viscosity effect on multi-phase slug flow in highly inclined pipes 

4.1. Simulation cases 

The model presented in Sections 1 and 3, including the drift flux constitutive equations for highly viscous liquids, is used to evaluate 
the effect of the liquid viscosity and pipe inclination on the pressure drop calculation in pipes. The inclinations of the pipe range from 
0◦ (horizontal) to 90◦ (upward vertical), while the liquid viscosity range from 0.001 Pa • s to 1 Pa • s. A total of 168 numerical ex
periments were carried out. The combination of experimental factors with the corresponding levels are presented in Table 4. 

The flow condition remains consistent across all simulations. Initially, the pipe is filled with gas under static conditions, after which 
the gas phase begins to flow. The gas mass flow rate reaches its maximum value 100 s from the start of the simulation. For the sub
sequent 100 s, the gas mass flow rate remains constant until liquid enters the pipe. The maximum liquid mass flow rate is achieved at 
300 s into the simulation. The simulation continues until the system reaches a steady-state condition. The maximum liquid mass flow 
rate is 0.1412 kg/s and the maximum gas mass flow rate is 0.001173 kg/s. 

The computational domain consists of a 40 m length and 0.103 m ID pipe, and the mesh spacing Δx is 0.25 m uniformly distributed. 
Time step is selected accordingly to fulfil the CFL constrain. 

4.2. Effect of liquid viscosity 

Fig. 6 shows in the horizontal axis the liquid viscosity and, at the vertical axis, the gas volume 〈α〉 fraction along the pipe predicted 
by solving the system of equations (1)–(3) using Bendiksen [8] and Pugliese et al. [18,19] models. The gas volume fraction is a 
cross-section averaged value. 〈α〉. This is constant along the pipe if the pipe inclination is maintained constant. Bendiksen [8] model 
does not take into consideration the liquid viscosity. Because of this, for each pipe inclination the plots are horizontal and have a 
constant value for the gas volume fraction predicted. For slightly incline pipes, the mean drift velocity is low and the difference be
tween both drift flux parameter models is negligible. However, when the pipe is highly inclined, such in the case of offshore risers, the 
average gas volume fraction could be 0.1 higher for highly viscous liquid two-phase flow. 

The pressure drop gradient due to gravity is proportional to the mixture density, and according to equation (4), an increment of 〈α〉 
reduces the mixture density. Thus, the energy consumption to pump the fluids thought the lift system has been overestimated when 
highly viscous liquids are produced, and commercial software uses low viscosity liquid constitutive equations. For example, for the 

Table 2 
Parameters, initial and boundary conditions for water faucet 
problem.  

Parameter Value 

Pipe Length [m] 12 
Gravity [m/s2] 9.81 
Initial Liquid Velocity 〈〈vL0〉〉 [m/s] 10 
Initial Gas Velocity 〈〈vG0〉〉 [m/s] 0 
Initial Gas Volume Fraction 〈α0〉 0.2 
Initial Pressure [Pa] 105 

Inlet Liquid Velocity 〈〈vL,i〉〉 [m/s] 10 
Inlet Gas Velocity 〈〈vG,i〉〉 [m/s] 0 
Inlet Gas Volume Fraction 〈αi〉 0.2 
Outlet Pressure [Pa] 105  

Table 3 
Mesh convergence study.  

Ncell Δx[m] = L/Ncell Δt[s] 〈〈vL〉〉
[m

s

]

e‖L1‖ Convergence Rate 

50 0.24 0.003 0.08375 – 
100 0.12 0.0015 0.05726 0.548 
150 0.08 0.001 0.04433 0.631 
200 0.06 0.00075 0.03622 0.702 
400 0.03 0.000375 0.02053 0.819  
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case of a vertical upward flow (90◦), the overestimation can be up to 10 % of the energy consumption because the difference between 
gas volume fraction is 0.1 approximately. 

For the calculation of pressure drop due to friction, the liquid viscosity has been included traditionally in the two-phase friction 
factor, but not in the mixture density. We strongly recommend incorporating the effects of pipe inclination and liquid viscosity into the 
estimation of the Distribution Coefficient of the dispersed phase, encompassing both C0 and gas drift velocity. 

Fig. 3. Liquid velocity at the steady state for different number of cells.  

Fig. 4. Gas volume fraction at the steady state for different number of cells.  

Fig. 5. Gas Volume Fraction discontinuity at time 0.5 s.  

Table 4 
Experimental factors.  

Experiment Factors Levels 

Liquid Viscosity [Pa.s] 0.001 0.05 0.1 0.2 0.4 0.6 0.8 1.0 
Pipe Inclination [◦] 0 15 30 45 60 75 90 
Drift Flux Parameters Model Bendiksen [8] Bhagwat and Ghajar [20] Pugliese et al. [8,18]  
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4.3. Comparison between bhagwat et al. [20] And pugliese et al. [18] 

The comparison between the gas volume fraction predicted by Bhagwat and Ghajar [20] and Pugliese et al. [18] models is pre
sented in Fig. 7. For slightly inclined pipe the difference is negligible, however, as the inclination increases the predicted gas volume 
fraction difference could be up to 0.2. Bhagwat and Ghajar [20] model is based on a data base which includes experimental data with 
hydraulic pipe diameters in a range of 0.5–305 mm, pipe orientations in a range of − 90◦≤ θ ≤90◦, and liquid viscosity in a range of 
0.001–0.6 Pa • s. Pugliese et al. [18] model is based on 400 CFD simulations, and the data base includes cases with hydraulic pipe 
diameters in a range of 38–152 mm, pipe orientations in a range of 0◦≤ θ ≤90◦, and liquid viscosity in a range of 0.14–1.12 Pa • s. To 
evaluate the performance of both, it is recommended that an independent set of experiments should be conducted. 

From the point of view of the numerical method, Bhagwat and Ghajar [20] model is implicit for the Distribution Coefficient C0. This 
induces instabilities in the numerical method and more computational time if the initial guess for C0 is not close to the final value. In 
contrast, Pugliese et al. [18] model is explicit for the distribution coefficient C0 and the gas drift velocity 〈〈VGj〉〉. 

Fig. 6. Effect of liquid viscosity and pipe inclination on gas volume fraction 〈α〉 prediction.  

Fig. 7. Comparison between Bhagwat et al. [20] model and Pugliese et al. [18] model based on Gas Volume Fraction 〈α〉 Prediction.  
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5. Conclusions and Recomendations  

• Accurate prediction of distribution coefficient and gas drift velocity is important in gas-liquid two-phase flow system. These two- 
drift flux parameters impact the gas volume fraction prediction. Thus, the energy consumption to pump the fluids thought the lift 
system has been overestimated when highly viscous liquids are produced. For example, for the case of a vertical upward flow, the 
overestimation can be up to 10 % of the energy consumption.  

• The effect of liquid viscosity for slightly inclined pipes on the gas volume fraction is negligible. However, for highly incline pipes the 
pressure drop due to gravity is strongly affected by the liquid viscosity. For gas lifting of highly viscous liquid, the bottom-hole 
pressure is overestimated with the current model used in commercial multiphase flow programs. 

• To evaluate the performance of Bhagwat and Ghajar [20] and Pugliese et al. [18] models, it is recommended to conduct an in
dependent set of experiments. However, in terms of the numerical method, the Pugliese et al. [18] model provides a faster solution.  

• The PISO algorithm, described in Section 2.3, is suitable to solve a two-phase flow problem. 
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Nomenclature 

A Pipe cross-section area m2 

C0 Velocity Profile Distribution Coefficient 
D Inner Diameter of the pipe m 
Eo E öt v ös number 
Fr Froude Number 
Frj Froude Number based on an average volumetric flux 
fσi Interfacial Tension Force Pa/m 
gi Gravitational Acceleration Vector m/s2 

I Turbulence Intensity 
k Turbulent Kinetic Energy J/kg 
j Volumetric Flux m/s 
jG Superficial Gas Velocity m/s 
jL Superficial Liquid Velocity m/s 
Lhy Hydrodynamic Entrance Length m 
p Pressure Pa 
P0 Atmospheric Pressure Pa 
Re Reynolds Number 
Rej Reynolds Number in the slug body 
Rt Dimensionless bubble tip radial position measured from the center of the pipe m 
t Time s 
ui Velocity Vector m/s 
V Mean Flow Velocity m/s 
Vd Taylor Bubble Drift Velocity m/s 
vG Gas Velocity m/s 
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VGj Gas Drift Velocity m/s 
vL Liquid Velocity m/s 
vm Mixture Velocity m/s 
We Weber Number 
WeVGj Weber Number for a bubble in stagnant fluid 
xi Position Vector m  

Greek Symbols 
α Local Gas Volume Fraction 
αc Gas Volume Fraction close to the pipe axis 
αw Gas Volume Fraction close to the pipe wall 
Δ Turbulent Length Scale or Filter-Width Scale m 
θ Inclination Angle of the Pipe from the horizontal axis rad 
κ Interface curvature m− 1 

μG Viscosity of Gas phase Pa • s 
μL Viscosity of Liquid phase Pa • s 
μm Viscosity of the Mixture Pa • s 
μt Turbulent or Eddy viscosity Pa • s 
ρG Density of Gas phase kg/m3 

ρL Density of Liquid phase kg/m3 

ρm Density of the Mixture kg/m3 

σ Interfacial tension constant N/m  

Mathematical Symbols 
∂• Partial Derivative 
• Time average 
∇• Gradient Operator 
(•)

T Transpose Operator 
tr(•) Trace Operator 
dev(•) Deviatoric Component of a matrix 
〈 • 〉 Cross-sectional area average 
〈〈 • 〉〉 Void fraction weighted variable 
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