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ARTICLE INFO ABSTRACT

JEL classification: In this study, it is aimed to compare the performances of the algorithms by predicting the
C38 movement directions of stock market indexes in developed countries by employing machine
G15

learning algorithms (MLMs) and determining the best estimation algorithm. For this purpose, the
movement directions of indexes such as the NYSE 100 (the USA), NIKKEI 225 (Japan), FTSE 100
Ifeywofds’ ) (the UK), CAC 40 (France), DAX 30 (Germany), FTSE MIB (Italy), and TSX (Canada) were esti-
EZ?}‘EEIQZZII};: mated by employing the decision tree, random forest k-nearest neighbor, naive Bayes, logistic
Classification alzorithms regression, support vector machines and artificial neural network algorithms. According to the
8 . e s .

Stock market indexes results obtained, artificial neural networks were found to be the best algorithm for NYSE 100,

FTSE 100, DAX 30 and FTSE MIB indices, while logistic regression was determined to be the best
algorithm for the NIKKEI 225, CAC 40, and TSX indices. The artificial neural networks, which
exhibited the highest average prediction performance, have been determined as the best pre-
diction algorithm for the stock market indices of developed countries. It was also noted that
artificial neural networks, logistic regression, and support vector machines algorithms were
capable of predicting the directional movements of all indices with an accuracy rate of over 70 %.
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1. Introduction

Accurate estimation of stock prices provides important information for economic planning and investment decisions. Given the
trend of stock price movements, firms can plan their activities more effectively; however, investors can yield more productivity from
stock trades [1]. Therefore, it is crucial for both companies and investors to be able to predict the movements in the stock markets,
which are characterized by high volatility, dynamism, and complexity. On the other hand, the subject of the predictability of stock
prices, which is exposed to various impacts such as macroeconomic factors, international phenomena, and human behavior, is a
controversial issue in the literature [2]. In the “Efficient Markets Hypothesis” developed by Fama’s (1970) it was stated that the price of
a stock fully reflects available information, therefore, the price movements of stocks are independent of their past prices and predicting
prices in advance is impossible [3]. The validity of the Efficient Markets Hypothesis has been debated in many studies suggesting the
inefficiency of markets [4]. As an alternative to the Efficient Markets Hypothesis, “The Adaptive Market Hypothesis” was developed. In
the Adaptive Market Hypothesis, it is suggested that markets are adaptive, evolve over time and therefore, they switch between ef-
ficiency and inefficiency at different times [5]. In other words, it is asserted that the efficiency of a stock exchange market is not static,
but rather variable. On the other hand, it is stated that asset prices are not independent of historical information and therefore, higher
returns can be yielded from the market by considering past price movements.
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In stock markets, a prediction model or method to be employed in order to minimize investment risk and uncertainty should be able
to accurately predict the direction of the market. Two different analysis methods, namely, fundamental and technical analyses, have
been conducted for predicting market prices in stock markets. In fundamental analysis, stock prices are predicted based on financial
analyses of companies or industries. The purpose of fundamental analysis is to buy an asset at a low price and sell it at a high price by
determining the difference between the actual value of the asset and its market price. In technical analysis, future prices are predicted
using historical securities data, assuming that stock prices are determined by market forces and history tends to repeat itself [6].

Significant progress has been made in the prediction of stock returns over the course of history. In the first half of the 20th century,
financial analysis, which only includes examining a company’s financial and economic data, was used to predict its future performance
[7]. Nevertheless, until the 1950s, investors were under the impression that they could mitigate investment risks simply by increasing
the number of securities. Over time, new strategies, theories, and models have been developed in parallel with the increase in the
number and variety of securities. As an alternative to passive investment strategies, which have been initially followed for buying and
holding, many active investment strategies offering returns above the market average have been developed. Active investment stra-
tegies are based on the trading of securities and the constant monitoring of their performance to surpass a certain index in the market
[8]. Then, Markowitz (1952) investigated the extent to which the maximum possible return rate of the securities in the investment
portfolio could be obtained at certain risk levels, and the modern portfolio theory was developed [9].

In 1963, a single-index model was developed to maximize returns on alternative stock investments [10]. Subsequently, the Capital
Asset Pricing Model (CAPM) was developed to calculate the cost of equity and to understand whether capital assets were over or
underpriced [11-13]. Around the same time, an Arbitrage Pricing Theory was proposed, examining the relationship between risk and
return, aiming to prevent any investor from indefinitely increasing wealth through arbitrage [14]. Autoregressive Integrated Moving
Average (ARIMA) models have been established for time series analysis and forecasting [15]. Following this, the Markov chain model,
a nonlinear time series prediction model, was developed [16]. By the late 1980s, various machine learning models, such as feedfor-
ward, backpropagation, and recurrent neural networks were introduced for predictive purposes. Since the early 2000s, the application
of Machine Learning Models (MLMs) in stock predictions has enabled the analysis and prediction of large volumes of data with higher
accuracy [17]. Consequently, the development of machine learning models and algorithms in this context has facilitated both effective
and efficient decision-making processes, enabling instant and highly predictive outcomes [18,19].

The predictability of stock prices may provide stock markets, investors, market regulators, and business managers with various
benefits [20]. Predicting the direction of stock price movements would primarily increase investment flow to the market. On the other
hand, it would provide investors with crucial benefits such as protecting their savings, avoiding transaction costs, seizing investment
opportunities, and foreseeing the risks that may arise in extraordinary situations [21]. It would also be beneficial for market regulators
to make appropriate decisions and take corrective actions. It also provides business managers with the opportunity to act correctly in
maximizing firm values [22]. In this context, estimating stock prices by employing new and different methods is as an important issue.

The aim of this study is to compare the performances of the algorithms by predicting the movement directions of stock market
indexes in developed countries by employing machine learning classification algorithms and determine the best prediction algorithm.
This study consists of six parts. In the second part, a literature review on the subject is presented. In the third part, the dataset used in
the study is explained. In the fourth part, the machine learning algorithms used in this study are introduced. The empirical findings are
discussed in the fifth part. Finally, in the sixth part, the results of the study are explained.

2. Literature review

The research within the scope of this study focused on predicting stock market indices in Developed Countries (G-7 Economies)
using machine learning algorithms. Some of the relevant studies in the literature compared the performance of algorithms in predicting
the direction of the index, while others investigated the predictive performance of a single algorithm on different indices. Therefore,
the pioneering and important studies found in the relevant literature are presented in two categories.

One of the pioneering studies comparing the success of machine learning algorithms in predicting the direction of stock market
indices aimed to predict the direction of the Tokyo Stock Price Index (TOPIX) in the Tokyo Stock Exchange in Japan. The prediction
was carried out using a total dataset spanning 33 months from 1987 to 1989, employing multiple regression and artificial neural
networks (ANN) algorithms. It was determined that the prediction accuracy of ANN algorithms was higher compared to multiple
regression [23]. In another study comparing the prediction performance of two different algorithms, a multilayer perceptron trained
by support vector machines (SVMs) and a backpropagation algorithm were used to predict the direction of the S&P 500 index
movement. The study utilized daily index price data from January 4, 1993, to December 31, 1995. It was found that the support vector
machine algorithm made more successful predictions [24]. In a study predicting the direction of the S&P 500 index using four different
algorithms, a daily dataset from 1976 to 1999 was employed. Based on the results obtained from using generalized regression neural
networks, probabilistic neural networks, linear regression algorithms, and ANNS, it was observed that neural network-based strategies
were more successful than strategies utilizing other models [25]. In a study comparing the success levels of algorithms used in pre-
dicting the NYSE index, predictions were made using ANN and ARIMA algorithms. The study used a daily dataset spanning from 1988
to 2011, and it was concluded that both models were successful in predicting the direction of the index movement, with the ANN model
exhibiting better performance [26].

In one of the pioneering studies comparing the success of machine learning algorithms in predicting the direction of stock market
indices, the aim was to predict the direction of the TOPIX index of the Tokyo Stock Exchange in Japan. The prediction was made using
multiple regression and artificial neural networks (ANN) algorithms with a total dataset spanning 33 months from 1987 to 1989. It was
determined that the ANN method had higher prediction accuracy compared to multiple regression [23]. In a study comparing the
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prediction performance of two different algorithms, a multilayer perceptron trained by support vector machines (SVMs) and a
backpropagation algorithm were used to predict the direction of the S&P 500 index movement. The study utilized daily index price
data from January 4, 1993, to December 31, 1995. It was found that the support vector machine method made more successful
predictions [24]. In a study where the direction of the S&P 500 index was predicted using four different algorithms, a daily dataset
from 1976 to 1999 was used. The direction of the S&P 500 index was predicted. Based on research using neural network-based
strategies, such as neural networks, generalized regression neural networks, probabilistic neural networks and linear regression al-
gorithms, it was observed that strategies using neural networks were more successful than those using other algorithms [25]. In a study
comparing the success levels of methods used in predicting the NYSE index, predictions were made using ANN and ARIMA methods.
The study used a daily dataset spanning from 1988 to 2011, and according to the results obtained, both models were successful in
predicting the direction of the index movement, with the ANN model showing better performance [26].

In one study comparing the success levels of machine learning algorithms in predicting index directions, the performance of YSA,
SVM, naive Bayes, k-nearest neighbors, and decision trees algorithms in predicting the direction of the S&P 500 index was compared.
The dataset used spanned from April 1, 2010, to December 31, 2014. It was found that the YSA algorithm performed better than
classifiers like support vector machines, naive Bayes, k-nearest neighbors and decision trees [27]. In a different study, the movement
directions of the DJIA and NDX indices in the US were predicted using random forest and support vector machine algorithms. The
analysis conducted using daily data from 2012 to 2018 revealed that the random forest algorithm performed better for the DJIA index,
while the support vector machine algorithm yielded better results for the NDX index [28]. In a study comparing the success levels of
algorithms in predicting the Nikkei 225 index, the performances of YSA and support vector machine algorithms were compared. The
study utilized different technical indicators derived from daily stock trading, such as opening, closing, highest and lowest indices,
between January 1, 2011, and September 27, 2020. According to the results, the YSA algorithm outperformed the support vector
machine algorithm in predicting the daily movement directions of indices [29]. In another study, the movement directions of the S&P
500 and FTSE100 were predicted using SVMs, k-nearest neighbors, decision trees and random forest algorithms. The research spanned
from March 7, 1995, to August 28, 2018, utilizing a dataset of 6042 daily records. The study concluded that in predicting market
movements in developed countries, random forest was the best algorithm [30]. Additionally, a study compared the prediction success
levels of machine learning algorithms on NASDAQ, NYSE, NIKKEI and FTSE indices using daily data from March 24, 2010, to March
24, 2020. It was determined that the random forest algorithm exhibited the most successful performance [31]. Lastly, a study focusing
on Nasdaq, S&P 500 and Dow Jones stock price indices compared the performance of support vector machines and random forest
algorithms. The study utilized trading data calculated from January 2007 to December 2017, encompassing eleven years, incorpo-
rating ten technical indicators. The research findings indicated that the random forest algorithm exhibited superior performance [32].

One of the pioneering studies measuring the predictive performance of a single algorithm on different indices involved predicting
the movement direction of Germany’s DAX index along with the US’s DJIA, FTSE-100, and NASDAQ indices using the YSA algorithm.
The price data from all stocks serving as component shares of each market index were used as datasets spanning from April 1, 1994, to
September 30, 2002. The results indicated that the YSA algorithm predicted the movement directions of the indices with an accuracy
rate exceeding 60 % [33]. Similarly, in another study examining a different subject, the predictability of the weekly movement di-
rection of the NIKKEI 225 index was investigated using SVMs algorithm. The study, utilizing a total of 676 observations between
January 1, 1990, and December 31, 2002, concluded that SVMs demonstrated successful performance [34]. In another study, the
movement directions of the US’s DJIA, NASDAQ, and S&P500 indices were predicted using the YSA algorithm. The study utilized daily
data from December 19, 1990, to June 7, 2008. The algorithm’s success was evaluated using various parameters, determining that the
YSA algorithm was successful in predicting the movement directions of the indices [35]. Another study predicted the movement di-
rections of the US’s NASDAQ, the UK’s FTSE100, Germany’s DAX and France’s CAC40 indices using weekly data from 2012 to 2016
with the YSA algorithm. The algorithm used was found to be successful in predicting the movement directions of the indices [36]. In a
different study, five different developed stock market indices, including the US’s S&P500, Germany’s DAX, Japan’s Nikkei, Denmark’s
OMX30 and Sweden’s OMX30, were predicted using YSA with a daily dataset from January 1, 2014, to December 1, 2014. It was
determined that the YSA algorithm was successful in predicting all indices, and its success did not vary significantly across countries
[371.

When reviewing similar studies in the literature, it was observed that the directional movements of stock indices in developed
countries are predicted using one or a few machine learning algorithms. In this study, however, the predictions of seven different stock
indices are made using seven different machine learning algorithms. In this context, it is believed that this study will contribute to the
literature in terms of its scope.

3. Dataset

In the scope of this study, G-7 economies are considered developed countries. When selecting stock market indices for each country,
the primary stock market index with the highest market capitalization in each country was preferred. In this context, the study focused
on the stock market indices of G-7 countries, which include the NYSE 100 (USA), NIKKEI 225 (Japan), FTSE 100 (UK), CAC 40
(France), DAX 30 (Germany), FTSE MIB (Italy), and TSX (Canada). The aim of this study was to predict the directional movements of
selected stock market indices using machine learning classification algorithms, including decision trees, random forests, k-nearest
neighbors, naive Bayes, logistic regression, support vector machines, and artificial neural networks.

In machine learning prediction algorithms, the use of a reasonably sized dataset is necessary for modeling. However, what con-
stitutes a reasonable data size is uncertain and context-dependent. Typically, decision trees, naive Bayes and support vector machine
algorithms tend to perform better on small and medium-sized datasets, while random forests, k-nearest neighbors, and artificial neural
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networks may perform better on larger datasets [38,39]. Similar studies in the literature have been observed to use datasets of different
sizes. In this context, similar studies [29,31,40] were reviewed, and a ten-year period from January 1, 2012, to December 31, 2021,
was selected as the appropriate research timeframe for analyzing stock market indices. Daily historical data containing opening prices,
closing prices, highest prices and lowest prices of the examined indices during the chosen research period were obtained from https://
tr.investing.com. Subsequently, technical indicators used as input variables in similar studies and holding potential to enhance pre-
diction performance of algorithms were investigated. Technical indicators utilized as input variables were calculated based on studies
focused on predicting stock index directions [41-45]. The technical indicators and their calculation methods used as input variables
are presented in Table 1.

Simple Moving Average, Weighted Moving Average, Exponential Moving Average, Momentum, Stochastic K, Stochastic D, Relative
Strength Index, Congruence of Moving Averages, Larry William’s R, and Commodity Channel Index indicators which have been
calculated according to the above-mentioned calculations are used as input variables in measuring the performance of all employed
algorithms in the study. The next day’s movement direction, which is expressed as “fall” or “rise” according to the closing prices of the
stock market indexes, is used as the output data. Furthermore, the number of days that stock exchanges remained open during the
research period, which was defined as January 1, 2012, to December 31, 2021, varied due to the differences in national and religious
official holidays. In this context, the daily data of the examined stock indices, NYSE had 504, NIKKEI-225 had 495, FTSE-100 had 506,
CAC-40 had 512, DAX-30 had 506, FTSE-MIB had 511, and TSX had 502 days’ worth of data. These observation counts were used for
the analysis, considering that there was not a significant imbalance that would potentially impact the prediction results.

Prior to the training and testing phases, the dataset is checked and it is determined that no incorrect or missing data exist in the
dataset. In the machine learning application process, the dataset is divided into two parts, the training and the test datasets. The
machine learns the model using the training dataset, then the predictions made with the learned model are compared with the test
dataset, and the results are evaluated [46]. In similar studies in the literature, datasets have been divided into different ratios such as
75:25, 78.6:21.4, 90:10, 60:40, 80:20, 83:17, and 70:30 [18,29,30,36,41,44,45]. Although no general opinion exists about the ratio
into which the data be divided, it is recommended to use the ratio of 80:20 in classification processes for large datasets [47]. Then, by
dividing the dataset into the aforementioned ratios, it is tried to determine the ratio with the highest performance by trial and error. It
is observed that the prediction performances of the algorithms improve when the size of the training dataset is increased from 50 to 80,
but the prediction performances of most of the algorithms deteriorate when the size of the training dataset is increased from 80 to 90.
The dataset has been divided into 80 % for training and 20 % for testing, considering recommendations from the literature and
practical observations [46]. While running the algorithms, the features were checked and maximum iteration were made to achieve
the highest prediction accuracy performance. measured. Seven different machine learning algorithms, namely Decision Tree, Random
Forest, k- Nearest Neighbor, Naive Bayes, Logistic Regression, SVMs, and ANNs are used to predict the movement directions of the
stock market indexes of developed countries, expressed as “rise and “fall” [41].

4. Methodology

In this study, decision trees, random forests, k-nearest neighbors, naive Bayes, logistic regression, support vector machines and

Table 1

Technical indicators and calculations.
Technical Indicators Calculation Method
Simple Moving Average (MA) Ci+Ciq+ - +Ciao

n
(M)« C¢+ (n—1) % Ceq + -+ + Ce1a
(m+@-1)+-+1)
EMA (k) = EMA(K)_, + a  (C; — EMA(K),_,

Weighted Moving Average (WMA)

Exponential Moving Average (EMA)

Momentum (Mom) Ci—Cin
i ) ) —LL¢
Stochastic K% (K%) C; t 100
HH;-y — LLi-n
Stochastic D% (D%) Z;‘:&Kt,l%
n
Relative Strength Index (RSI) 100 100

1+ (S Upi/n)/(Ti-a Dwe i/m)

Moving Average Convergence/Divergence (MACD) MACD(n), , + 5 i o DIFF, - MACD(n), ,
Larry William’s R% (LW) H, - C; 100
H, — L,
Commodity Channel Index (CCI) M, — SM;
0,015D
* Cy: Closing Price HH;: Highest of the highest within the last t days
L: Lowest Price M, = (H; +L{ +Cy)/3
H;: Highest Price SM; = > ¢M_111 /n)

DIFF, = EMA(12), — EMA(26),
a: Adjustment Factor
LL;: Lowest of the lowest within the last t days

D = Y1y Meri1 — SMi|/n
UPy: Upward price at time t
DV;: Downward price at time t

Reference: [41].
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artificial neural networks algorithms are used to predict the direction of movement of stock market indexes in developed countries. The
algorithms used within the scope of this study have been explained in this section.

4.1. Decision trees algorithm

Decision trees are one of the algorithms used to predict the direction of an index. Based on historical data, a tree-like structure is
created to classify the upward or downward trends of the index. In the decision tree algorithm, the values of the decision boundaries in
a univariate decision tree are estimated experimentally from the training data. In the case of continuous data, logical test X; > C is
performed at each internal node from the training data, where X; indicates a feature in the data space, whereas C is a threshold value in
the observed range of X;. The threshold value C can be determined by fulfilling certain conditions, such as maximizing the differences
or minimizing the similarity in the descent nodes. Upon considering that a data set consists of several classes in the form of C, Cs....,C,
and T denotes class values, probability P; = C;/T of a class and entropy of classes are calculated. Upon considering that the T class
values are divided into subsets in the form of T;, Ts...., T, according to the B attribute values in the dataset, there is a gain ratio to be
obtained as a result of splitting the T class values by using the B attribute values. Using the gain ratio criterion, the training set T is
iteratively split so that the gain ratio would be maximum at each node of the tree. The process is repeated until each leaf node contains
observation values belonging to only one class. To calculate the gain ratio, the operations specified in equations (1)-(4) are performed
sequentially [48,49].

n

Entropy(T) = — Z(Pi log, (P;) @
i
n T,
Gain(B, T) = Entropy(T) — Y ‘m' (Entropy(T;) 2
e
Splitting Criterion (B) = — Z “Trl‘l Log, <||?|| ) @)
P
Gain Ratio = Gain (B, T) “)

Splitting Criterion (B)
4.2. Random forest algorithm

The Random Forest algorithm creates multiple decision trees using subsets of the dataset and combines the predictions of these
trees to obtain the final result in predicting the upward and downward movements of the index. The process of constructing a random
forest is simple. In the random forest algorithm, firstly, the number of decision trees (n) to be created is determined according to the
characteristics of the dataset [50]. Then, m variables are randomly selected at each node in the created decision trees, and the best
branch is determined by calculating with the Gini index. Then, the determined best branch is divided into two sub-branches. This
process is sustained until there is only one class left in each node, that is, until the Gini index equals zero. Finally, the class with the
highest number of votes among the predictions made by n decision trees is selected as the prediction class. T: The entire dataset, p;: the
square of the division of each data in the dataset by the number of elements lower than and higher than itself, and c: the selected data
and the Gini index is calculated as in equation number 5 [51,52].

Ig = Z} P} ©)
=

4.3. K-nearest neighbors algorithm

The K-Nearest Neighbors (KNN) algorithm is one of the classification methods used to predict stock market index movements. In the
K-nearest neighbor algorithm, the known class category is performed through example-based classification based on the distance
measurement of the examples in the training data (North, 2016). In the k-nearest neighbor algorithm, sample-based classification is
made based on the distance measure of the samples in the training dataset whose class category is known. In the n-data sample x} =
(X1, .. X1p), ---» X} = (X1, ..., Xnp) defined by p attributes, each sample represents a point in the p-dimensional vector space. The distance
between the sample pomts i and j is denoted by d(x;,x;) and when all attributes are expressed in numerical terms, the algorithm
calculates the Euclidean distance using the formula in equation (6) [53].

3
d(x; *xj) = Z yﬂ\ 6)

k=1

In order to determine the class to which a new sample would belong, the distance from this calculated point to all points in the training
dataset is calculated, and the calculated distances are ranked from smallest to largest.
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Considering the predetermined k number of neighbor parameters, k amount of points with the closest distance are selected.
Generally, majority voting or weighted voting methods are employed to determine the class of new observation. The votes of the k
amount of x,,;; m =1, ..., k nearest neighbors in the training dataset are inversely proportional to the distance to the new sample point
x,. The algorithm performs this calculation using the formula of equation (7) [54].

oo, if d(xm_xz) =0

vote(X, | = 1 ) )]
——, otherwise
d(Xm,X,)

4.4. Naive Bayes algorithm

The Naive Bayes Algorithm is one of the probability-based binary classification methods used to predict the upward and downward
movements of stock market indices. The algorithm learns which class the samples from the training dataset belong to and makes class
predictions for test data. In the naive Bayes algorithm, the fundamental approach used in predicting the direction of a stock market
index is based on statistical probabilities, specifically utilizing Bayes’ theorem. The Bayes theorem, expressed as P(C/X) which gives
the probability of event C happening when event X has occurred, is provided in equation (8) [55,56].

P<C> S @ ®

P(X)

4.5. Logistic regression algorithm

The logistic regression algorithm is one of the supervised machine learning algorithms used in classification problems [57]. Logistic
regression, a statistical model, is used for classification when the dependent variable belongs to two categorical classes. When pre-
dicting the direction of the index, the dependent variable is typically divided into two categories, such as ‘upward’ or ‘downward,’ and
a logistic regression model based on historical data is created to estimate the probability of the index rising or falling. Assuming that
the dependent variable has two categories in the logistic regression algorithm, Y being the dependent variable and p being the number
of vectors of independent variables X" = (X, ....X,): Y’s category is usually encoded as Y = 0 and Y = 1 and the probability of
assuming the value of 1 for Y, when X" = (X, ....X,) is known, is shown as n(X) = P(Y = 1|X = x). The multiple logistic regression
model is expressed in equation (9) [58,59].

1

(X)) =P(Y =1|X= -
( ) ( | X) 1+ ef(ﬁuﬁ»ﬁlxﬁ»....ﬁ»ﬁpx],)

©)]

s
1—

When the logit transformation, denoted by logit[n(x)] = g(x) = In ( (nx()x) ) is applied to the multiple logistic regression model, The

formula is transformed into the linear model in equation (10):

g(x)=In <m:l}0+ﬁlxl+""+ﬁpxp (10)

Depending on the value set of x, g(x) may be continuous, and the values of g(x) may range between —c and +oo. By using the
model’s parameters (B = B, +B; +.... + B,) and the likelihood function L(B) = H (x)" (1 — n(x;)' ™, the prediction would be made
i1
employing the maximum likelihood method [58,59].

4.6. Support vector machines algorithm

Support Vector Machines (SVMs) are one of the commonly used algorithms for predicting the direction of stock market indices.
SVMs is particularly effective in machine learning for classification problems. It works by creating an optimized separating hyperplane
to assign data points to specific classes. The SVMs algorithm is based on the principle of structural risk minimization, which aims to
minimize the upper bound of the generalization error. Given that, w is the weight vector, b is the constant term, y; € —1, 1 is the label
values, and x; € N is the features vector, in the case where the dataset consisting of 1 elements to be used for training is assumed to be
{xi,y;},1,= 1,2, ...,1 the training points called support vectors are expressed by equations (11)-(13) [58,59]

fory,=1L,ws*x;+b>1 an
fory,=—-1,wx*x;+b>—1 a2
Y, =WxX;+b>1Vi a3
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4.7. Artificial neural networks

Artificial Neural Networks (ANNs) are one of the machine learning classification algorithms commonly used for binary classifi-
cation problems like predicting the direction of stock market indices. ANNs draw inspiration from the structure of neural systems and
can model complex relationships. When designing an ANN model, a three-layer structure is often used. These layers consist of an input
layer, one or more hidden layers, and an output layer. The input layer is composed of nodes corresponding to each feature in the
dataset. Hidden layers are used to detect complex patterns in the data. The output layer, consisting of a single node, makes predictions
for the classes of test data. The training of an ANN is a process aimed at improving the model’s performance on the dataset. During this
process, the error (loss) between the predicted classes and the actual classes is minimized. In the ANNs algorithm, a fitness function
consisting of the sum of the squares of the error signals of each neuron in the output layer of the ANN is defined. In the kth iteration of
the training, when the output value y; of the ith nerve in the output layer of the ANN is denoted by the value d; that is wanted to be
assigned from this nerve, the error signal of the ith nerve is obtained as e; = d; — y;(k). The fitness function, which is the sum of the
squares of the error signals of each neuron in the output layer of the ANN, is expressed as in equation (14) [60].

Lo 1oy
Ezzl‘kzzl( i K (14)
In the ANN algorithm, the backpropagation algorithm is used for error backpropagation, and the fitness function is minimized. The
fitness function depends on the weight values of ANNs, and the most accurate way to update their weights is calculated using the
gradient descent method. The equation of the gradient reduction method, where n is the learning coefficient, is expressed as in
equation (15) [34,61].

OE(w)

AW;J' =-1 I
ij

(15)

The backpropagation algorithm consists of two main stages: the forward pass and the backward pass. In the forward pass stage, the
outputs are calculated and compared with the desired outputs. Then, the error rate is computed by comparing the desired and actual
outputs. In the backward pass, the weights in the network are adjusted based on the errors calculated in the forward pass. The forward
and backward pass processes are repeated until the error reaches a sufficiently low level [58].

5. Findings and discussion

Within the scope of this study, the performances of machine learning algorithms such as Decision Trees (DT), Random Forest (RF),
k-Nearest Neighbor (KNN), Naive Bayes (NB), Logistic Regression (LR), Support Vector Machines (SVMs) and Artificial Neural Net-
works (ANNSs) in predicting the movement directions of stock market indexes are investigated. The accuracy ratios obtained from the
analyses are presented in Table 2.

Upon examining Table 2; it is seen that ANNs with an average accuracy ratio of 83.43 % stand out as the most successful algorithm.
The index of which the algorithm best predicts the movement direction is the FTSE 100 index, which is predicted with 93.48 % ac-
curacy. This result is also the highest achievable prediction accuracy ratio in the analysis. The index predicted by the ANNs algorithm
with the lowest accuracy (81.01 %) is the NIKKEI 225. Therefore, it can be claimed that the ANN algorithm successfully predicts the
movement directions of the stock market indexes of developed countries with a prediction accuracy ratio of over 80 %, followed by
logistic regression (82.56 %), SVMs (79.43 %), Naive Bayes (62.60 %), random forest (59 %), decision trees (56.63 %), and k-nearest
neighbor (50.26 %) algorithms, respectively.

The obtained results align with some studies comparing the success levels of various machine learning algorithms in predicting
stock market indices of developed countries [23,25,27,29]. These studies respectively compared the success levels of different machine
learning algorithms on Japan’s TOPIX, the US’s S&P 500, and Japan’s Nikkei 225 indices, determining artificial neural networks as the
most successful algorithm. However, these findings tend to contradict findings in certain studies [30,31]. In studies with contrasting
results, random forest was identified as the most successful prediction algorithm for the US’s S&P500 and NASDAQ, UK’s FTSE100,
and Japan’s NIKKEI 225 indices.

According to the analysis findings, the ANN algorithm identified as the best algorithm was not universally applicable across all

Table 2

Prediction accuracy ratios of machine learning algorithms.
STOCK INDEXES DT RF KNN NB LR SVMs ANNs
NYSE100 0.5337 0.6409 0.5298 0.6409 0.8214 0.7222 %0.8373
NIKKEI225 0.5414 0.5717 0.4848 0.5899 70.8162 0.8000 0.8101
FTSE100 0.5889 0.5929 0.5119 0.6067 0.8498 0.8162 %0.9348
CAC40 0.5957 0.6270 0.5098 0.6406 0.8359 0.8105 0.8301
DAX30 0.5474 0.5059 0.4960 0.6225 0.8083 0.8162 “0.8182
FTSEMIB 0.5656 0.6282 0.4834 0.6380 0.8219 0.8004 “0.8513
TSX 0.5916 0.5637 0.5438 0.6434 0.8645 0.8466 0.8586
AVARAGE 0.5663 0.5900 0.5026 0.6260 0.8256 0.7943 “0.8343

@ The accuracy ratio of the algorithm that predicts the movement direction of the index with the highest accuracy.
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indices, meaning it did not exhibit the highest accuracy across all indices. Accordingly, while ANNs appear as the best predictors for
NYSE 100, FTSE 100, DAX 30, and FTSE MIB indices, logistic regression seems to be the best prediction algorithm for NIKKEI 225, CAC
40, and TSX indices. These results align with findings from some studies investigating the location dependence of the ANN algorithm
[33,35,36]. Similar studies reaching comparable conclusions predicted the movement directions of indices such as DJIA, S&P500,
FTSE-100, and NASDAQ for the USA; FTSE100 for the England; DAX for Germany; and CAC40 for France using the ANN algorithm,
revealing varying predictive accuracy among countries. However, these results contradict the findings of one study [37]. In that
particular study, the ANN algorithm was found successful in predicting the movement directions of stock market indices of developed
countries such as S&P500 for the USA, DAX for Germany, Nikkei 225 for Japan, OMX 30 for Denmark, and OMX30 for Sweden with no
significant variation in predictive success among countries.

6. Conclusions

In this study, it is aimed to compare the performances of the algorithm by predicting the movement directions of the stock market
indexes of developed countries with machine learning classification algorithms and to determine the best prediction algorithm. For this
purpose, an analysis is conducted on the main stock market indexes of the G-7 countries, known as developed countries, such as the
NYSE 100 (USA), NIKKEI 225 (Japan), FTSE 100 (UK), CAC 40 (France), DAX 30 (Germany), FTSE MIB (Italy), and TSX (Canada).
Decision Tree, Random Forest, k-Nearest Neighbor, Naive Bayes, Logistic Regression, SVMs, and ANNs, which are machine learning
classification algorithms, are used to predict the movement directions of the mentioned indexes. In the analyses, the daily dataset
obtained over the period 01.01.2012-12.31.2021 and the Moving Average, Weighted Moving Average, Exponential Moving Average,
MACD, CCI, RSI, Stochastic %K, Stochastic %D, William’s %R, and Momentum technical indicators were used as the input data. The
successful performances of the machine learning classification algorithms in predicting the movement directions of the indexes are
examined with the established prediction model.

According to the results obtained from the conducted analyses, ANNs are determined as the best methods for predicting the
movement directions of the stock market indexes of developed countries. It has been determined that the logistic regression and
support vector machine algorithms, combined with the ANNs method, predicted the movement direction of all indexes with an ac-
curacy ratio of over 70 %. Furthermore, it is determined that the ANNs, which is the best algorithm, is not valid for all indexes, in other
words, it is not the algorithm with the highest ratio of accuracy performance in all indexes. Accordingly, although the ANNs algorithm
is the best predictor of stock market indexes such as the NYSE 100, FTSE 100, DAX 30, and FTSE MIB; logistic regression is determined
as the best estimation method for NIKKEI 225, CAC 40, and TSX. It is known that the examined exchanges have unique characteristics
such as volatility, market structure, and economic conditions. Therefore, it is thought that this situation arises from the different
dynamics of the stock market.

During the period under examination, artificial neural networks, logistic regression and support vector machine algorithms have
been found to be successful in predicting the movements of stock market indices. The results obtained can serve as a significant guiding
factor for future financial forecasts. From this perspective, it is possible to provide a set of recommendations to investors, portfolio
managers, companies, and economic policymakers. Investors can optimize their investment strategies for future periods by using
artificial neural networks, logistic regression, and support vector machine algorithms, leading to more informed investment decisions.
Portfolio managers can enhance their client services by integrating these methods into their portfolio management processes. Addi-
tionally, presenting market trend forecasts alongside stock predictions can offer a more comprehensive approach to clients. Com-
panies, on the other hand, can utilize these prediction methods to comprehend stock performance and trends or evaluate future growth
potentials and risks. Finally, economic policymakers can leverage the successful methods identified to measure the effectiveness of
economic policies or anticipate the direction of the economy.

The results obtained within the scope of this study are subject to various constraints. Firstly, despite algorithms such as deep
learning, gradient boosting, multi-layer perceptions, and ensemble learning methods being commonly used for classification purposes,
they were not included in this study. This decision has restricted the diversity of the compared methods and the extent of the analysis.
Furthermore, the study only examined a ten-year time period, which may lead to variations in prediction results that could occur over
shorter or longer periods. In addition, the analysis did not incorporate the use of macroeconomic data, which is often interrelated with
the performance of financial markets, including economic indicators, interest rates, and other macroeconomic factors. The exclusion of
these factors from the analysis could impose inherent limitations on the accuracy of the predictions. Finally, another limitation of the
study is the number and selection of technical indicators used. The absence of certain selected technical indicators may lead to an
incomplete representation of the dataset in the analysis. All these limitations should be considered when interpreting the results of the
present study and when planning future research. In this context, conducting further research on algorithms and input variables that
can be employed to predict the directions of stock market indices can be beneficial in achieving higher prediction accuracy. This, in
turn, will shape the focus of future studies.

*This article is derived from the doctoral thesis titled ‘Prediction of Stock Market Index Movements Using Machine Learning
Methods: An Application on the Stock Markets of Developed and Developing Countries’ completed under the supervision of Prof. Dr.
Omer ISKENDEROGLU. Bibliographic information for the aforementioned doctoral thesis is provided below:

N. Ayyildiz, ‘Prediction of Stock Market Index Movements Using Machine Learning Methods: An Application on the Stock Markets
of Developed and Developing Countries,” PhD thesis, Nigde Omer Halisdemir University, Social Sciences Institute, Department of
Business Administration (2023).
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