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INTRODUCTION
Cancer treatments designed to target two or more oncogenic 

pathways simultaneously often provide greater clinical benefits, 
with the advantage of being effective in distinct clinical popula-
tions (1, 2). Such treatments can be designed by either combin-
ing multiple drugs or administering a single-agent drug that 
affects two pathways (bipotent drug). Medicating patients with 
combinations of multiple drugs is now a common strategy but 

raises patients’ risk to undesired drug interactions and adverse 
events such as liver injury (3) and colitis (4).

Bipotent drugs may provide benefits similar to drug 
combinations without the complications that accompany 
combining multiple drugs. Few drugs are known to be bipo-
tent. Most notable are CDK4/6 inhibitors (cell-cycle inhibi-
tor and immunomodulatory; ref.  5), immunomodulatory 
imide drugs (IMiD; antiangiogenic and immunomodulatory; 
ref.  6), and itaconate (energy metabolism and immunity; 
ref.  7). Likewise, few bipotent gene regulators have been 
identified, with examples including HDAC6 (8), CDC7 (1), 
and PTPN3 (9). Bipotent gene targets may be relatively com-
mon but undiscovered, with their clinical impact yet to be 
fully realized due to the lack of systematic approaches to 
identify them.

The problem of identifying bipotent regulators of multiple 
pathways relates to a broader problem of inferring regulators 
of a single pathway, for which a few algorithms have been 
recently developed. BartWeb (10) infers likely transcription 
factor or chromatin regulators (TFCR) of an input gene 
set by leveraging 13,000 chromatin immunoprecipitation 
sequencing (ChIP-seq) datasets. RePhine (11) uses regression 
to ascertain TFCRs underlying response or resistance to an 
input drug. We previously developed eQTeL (12), a Bayesian 
multiomics approach, to find regulators of variation of gene 
transcription within a population. We also recently developed 
LISA (13), which predicts regulators directly responsible for an 
input gene set, but the input gene sets should be from differ-
ential expression or coregulation analyses. Another limitation 
of existing approaches is that they cannot handle sample-
specific confounding effects of ChIP-seq data. Building on 
these approaches, we present BipotentR, a computational 
multiomics method for identifying genes that can simultane-
ously inhibit tumor growth by activating the immune system 
and suppressing another oncogenic pathway, such as angio-
genesis, growth suppressor evasion, metastasis, immortality, 
or cancer’s energy metabolism (14).
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Tumors alter their energy metabolism to meet higher 
bioenergetic needs and sustain proliferation (14). As a result, 
they become so dependent on energy metabolism (15, 16) 
that targeting oncogenic energy metabolism can inhibit 
their proliferation (17, 18). Oncogenic energy metabolism 
also helps cancer cells evade anticancer immunity (19, 20). 
For example, increased glucose uptake by cancer cells (the 
Warburg effect) limits glucose availability for effector T cells 
in tumors (21), which dampens immunity (22). Thus, tar-
geting energy metabolism can kill tumors directly (23, 24) 
or through immune-mediated mechanisms (25). This has 
led to the emergence of the immunometabolism field (19) 
and several techniques, including single-cell, cytometry-
based, multiomics, and genome-scale modeling approaches, 
for studying immunometabolism (26). These approaches are 
almost exclusively focused on the metabolism of immune 
cells. Complementing these approaches, here we focused on 
finding targets that regulate metabolism of cancer cells that 
nonautonomously affect immune cells in tumors.

BipotentR identified 38 immune–metabolic targets, whose 
knockouts induced metabolic and immune phenotypes. 
In  vitro and in vivo inhibitions of the topmost-ranked candi-
date, ESRRA, elicited dual anticancer effects, and the inhibi-
tion is safe in vivo. Artificial intelligence and machine learning  
(AI/ML) techniques were then used to show that the activity of 
bipotent targets in tumors predicts the outcome of melanoma 
patients to anti–PD-1 treatment. Finally, the broad utility of 
BipotentR for applications beyond immunometabolism was 
demonstrated by applying it to angiogenesis and evasion of 
growth suppressor pathways. BipotentR enables the discovery 
of new cancer therapies by applying prior regulatory and immu-
nologic knowledge to large bulk and single-cell omics data.

RESULTS
Overview of BipotentR, an Approach to Identify 
Bipotent Targets

BipotentR consists of two modules: “regulator” and 
“immune” (Fig.  1A). The regulator module predicts regula-
tors of the input pathway(s) chosen by the user, whereas 
the “immune” module identifies immunomodulatory TFCRs 
(Methods). To infer bipotent regulators of energy metabo-
lism and immune response (“immune–metabolic” regulators) 
from the regulator module, we inputted four energy metabo-
lism pathways with a reported role in immunity (27–32): gly-
colysis, oxidative phosphorylation (OXPHOS), tricarboxylic 
acid cycle (TCA cycle), and fatty acid (FA) metabolism. The 
regulator module estimates the potential of ∼700 individual 
TFCRs to bind cis-elements near input pathway genes by 
mining 24,000 ChIP-seq samples (33, 34). For a given TFCR, 
BipotentR derives its core binding sites by combining all 
ChIP-seq samples and then estimates its binding potential 
while controlling for sample-specific confounding effects 
using a linear mixed model (Methods). BipotentR identified 
previously known [e.g., ESRRA and BCL3 regulate OXPHOS  
(35, 36); PPARG and CEBPB regulate FA and glycolysis (37, 38)]  
and new TFCRs for each pathway (Fig.  1B; Supplementary 
Table  S1). It then prioritized the subset of these regulators 
that can affect multiple energy metabolism pathways (“mas-
ter regulators”) by ranking TFCRs according to their average 

overall binding affinities across pathways. Master regulators 
were enriched in nuclear receptors (P < 1E−7; Fig. 1C).

Having identified regulators of energy metabolism, we next 
used the immune module of BipotentR to identify immu-
nomodulatory TFCRs. This module estimates the immu-
nomodulatory potential of ∼700 individual TFCRs from bulk 
RNA sequencing (RNA-seq) patient tumor data by associating 
TFCR expression in tumors with levels of a proinflammatory 
signature. The proinflammatory signature combines 32 key 
immune response biomarkers, such as mutation burden, neo-
antigen load, immune infiltration, and IFNγ response (ref. 39; 
Methods). TFCR immunomodulatory potential was estimated 
across several cancer types using a linear mixed model that is 
robust to cancer type–specific immune effects (Supplemen-
tary Fig. S1A and S1B) using data from The Cancer Genome 
Atlas (TCGA; 33 cancer types from 11,000 patients; ref.  39). 
We evaluated the robustness of immune-module outputs in 
two datasets comprising nonoverlapping cancer types (akin 
to 2-fold cross-validation; Methods). The results suggest that 
inferred TFCRs likely show immunomodulatory properties 
in several cancer types (R = 0.91, P < 2.2E−16; Supplementary 
Fig.  S1C). TFCRs with the highest inferred immune poten-
tial were enriched in immune ontologies, including T-helper 
differentiation, inflammatory disorders, and viral infection, 
in addition to carcinogenesis and transcriptional misregula-
tion in cancer (Fig. 1D; Supplementary Fig. S1D). The mod-
ule predicted well-known regulators of adaptive and innate 
immunity based on the input signature that was used, in this 
case, the proinflammatory signature. By changing the input 
signature, the module can be used to predict regulators of 
specific immune cells. For example, the module identified 
macrophage regulators using a macrophage polarization sig-
nature as input (Supplementary Note S1).

The immune module also selects candidate TFCRs whose 
inhibition likely blocks cancer cells without adversely affect-
ing CD8+ T cells, which are essential for antitumor immunity 
(40). We achieve this by selecting TFCRs that are present and 
active in cancer cells but not in CD8+ T cells using single-cell 
RNA-seq (scRNA-seq) and single-cell assay for transposase-
accessible chromatin using sequencing (scATAC-seq) data. 
TFCRs are deemed cancer cell–specific if they are differentially 
active in cancer cells relative to CD8+ T cells across all five 
scRNA-seq cohorts (refs. 41–45; Methods). The module uses 
scATAC-seq data (46) to ensure these TFCRs are functional in 
cancer cells but not in CD8+ T cells. To this end, we examined 
if target genes (inferred by ChIP-seq) of predicted TFCRs are 
epigenetically accessible in cancer cells (Methods). We found 
that target accessibility differences between cancer cells and 
CD8+ T cells were markedly correlated with scRNA-seq expres-
sion differences (Pearson correlation = 0.63, P < 2E−59; Sup-
plementary Fig.  S1E), suggesting that predicted TFCRs are 
active and transcriptionally functional in cancer cells relative 
to CD8+ T cells. The top predicted TFCRs included SUMO1, 
SUMO2, and DLX2, genes known to be tumorigenic and highly 
active in several cancers (Fig. 1E; refs. 47–49).

We next investigated how cancer cell activities of TFCRs 
(predicted from single-cell data) relate to their immu-
nomodulatory potential (predicted from bulk tumor data). 
Strikingly, predicted immunosuppressive TFCRs were prefer-
entially active in cancer cells, and immunostimulatory TFCRs 
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Figure 1.  Identification of immune–metabolic regulators. A, Overall schematic of regulation and immune modules of BipotentR. The regulator module 
identifies regulators of an input pathway using ChIP-seq data. The immune module identifies TFCRs that show immunostimulatory or immunosuppressive 
properties in bulk tumor transcriptomes and are preferentially active in cancer cells (using single-cell tumor transcriptomes).  (continued on next page)
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were active in CD8+ T cells, evident from a strong Pearson 
correlation of 0.7 (P  <  2E−82) between immunosuppressive 
potential and cancer-cell activity (Fig.  1F). Thus, inhibiting 
immunosuppressive TFCRs would likely impact cancer cells 
but less likely impact CD8+ T cells adversely.

Inhibition of the 38 Candidate Bipotent Immune–
Metabolic Regulators Elicits Metabolic and 
Immune Effects

With the two modules developed and validated, we inte-
grated their outputs to identify 38 TFCRs (30 immunosup-
pressive and 8 immunostimulatory) with immune–metabolic 
dual functions (Fig.  1G; Supplementary Table  S2). Among 
these were known immune–metabolic TFCRs such as CDK7, 
which regulates mitochondrial membrane potential (50) and 
enhances immune suppression (51), and NFATC1, which 
regulates energy consumption and CD8+ T-cell effector func-
tion (52, 53).

First, we compared how well genetic inhibition of the 
38 identified immune–metabolic regulators suppressed tran-
scription of genes in energy metabolism pathways using a 
published transcriptome dataset comprised of 570 knock-
down/knockout experiments for 308 TFCRs (54). We found 
that inhibition of BipotentR-predicted regulators markedly 
suppressed energy metabolism pathways (Supplementary 
Fig.  S2A; P  < 3.5E−25). Further, inhibition of BipotentR-
predicted regulators suppressed energy genes more strongly 
than other TFCRs (Supplementary Fig.  S2B; P  <  7.8E−10), 
indicating preferential regulation of energy metabolism by 
the identified TFCRs. We benchmarked BipotentR against 
recently published regulator prediction algorithms (10, 13). 
We observed that BipotentR-identified regulators (n  =  38) 
held six TFCRs in common with LISA-identified regulators 

(n = 38, Fisher exact test P < 4E−4, Methods). Despite the over-
lap, inhibitions of BipotentR-identified regulators suppressed 
energy genes more strongly than those by LISA-identified reg-
ulators (Wilcoxon test P < 1.5E−12; Supplementary Fig. S2C). 
This and a similar benchmark obtained against BartWeb 
(Supplementary Fig.  S2D; Supplementary Note 2) suggest 
that BipotentR predicts functional regulators of energy 
metabolism as accurately as existing approaches.

We next confirmed that inhibition of the identified TFCRs 
also regulates immunity. We examined a recently published 
CRISPR screen (55) in which cancer cells were subjected 
to selection by effector T cells to identify gene knockouts 
that modulate T cell–mediated killing. CRISPR guide RNAs 
(gRNA) that knock out BipotentR-predicted immunosup-
pressive TFCRs were depleted (Fig.  1H; Supplementary 
Fig. S2E; P < 8E−10, n = 240 and n = 79,481), suggesting that 
their knockout enhances T cell–mediated killing. In contrast, 
gRNAs against BipotentR-predicted immunostimulatory 
TFCRs were enriched, indicating their knockout decreases 
T cell–mediated killing (Fig.  1H; Supplementary Fig.  S2E; 
P  <  1E−3, n  =  64 and n  =  79,481). Thus, genetic inhibition 
of immune–metabolic regulators elicited both immune and 
metabolic effects.

Among 38 Candidate Bipotent Immune–Metabolic 
Regulator Targets, the Orphan Nuclear Receptor 
ESRRA Is the Most Highly Ranked

Having evaluated the set of identified bipotent immune–
metabolic regulators, we followed up on the topmost bipo-
tent target. An orphan nuclear receptor, ESRRA, was predicted 
to have the highest immune–metabolic potential. Target-
ing ESRRA in immunodeficient models has been shown to 
inhibit tumors by direct cell-intrinsic mechanisms (35, 56),  
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and we hypothesized that targeting ESRRA would also inhibit 
tumors by immune-mediated mechanisms. To illustrate a proof-
of-principle bipotent target, we determined the dual potential 
and clinical relevance of ESRRA in different cancer types.

Inhibition of ESRRA Stimulates Antitumor Immunity
We evaluated inhibiting ESRRA by small interfering RNA 

(siRNA) and two structurally similar diaryl ether–based thia-
zolidinediones, which function as selective ligands against 
ESRRA (compounds 29 and 39 from Johnson & Johnson, with 
well-characterized pharmacokinetics; ref.  57). We first tested 
both small-molecule inhibitors in vitro by mutating the known 
compound binding site in the ESRRA ligand-binding domain 
(LBD; C229 site) and showing that the mutation rescued 
the ESRRA inhibition (Supplementary Fig.  S2F and S2G). 
Next, we investigated siRNA and compound 39 for on-tar-
get and off-target effects through RNA-seq (Methods). Both 
approaches selectively suppressed putative ESRRA gene tar-
gets that had been identified from ESRRA ChIP-seq data (Sup-
plementary Fig. S2H). An unbiased prediction of 700 putative 
regulators of the genes differentially expressed upon the two 
approaches (13) yielded ESRRA as the top regulator of down-
regulated genes (topmost for drug inhibition, Supplementary 
Fig. S2I; second highest for siRNA, Supplementary Fig. S2J). 
These analyses showed that both siRNA and drug inhibition 
selectively suppress ESRRA and have limited off-target effects. 
We chose to pursue drug inhibition of ESRRA (“ESRRAi,” 
which refers to inhibition by compound 29 or compound 39) 
because of its translational potential and somewhat superior 
potency in targeting ESRRA. Compound 29 is more stable 
metabolically in human microsomes than compound 39 (57), 
so we used compound 29 for in vivo testing (Methods).

We next tested if ESRRAi could induce antitumor immu-
nity in two immunosuppressive murine tumor models: 4T1 
(triple-negative breast cancer) and B16F10 (melanoma). We 
treated the 4T1 mice with ESRRAi or vehicle control and 
surgically resected their tumors. We performed scRNA-seq 
of CD45+ cells sorted from tumors, clustered and anno-
tated cells using classic markers, and identified major tumor- 
infiltrating immune cells in both conditions (Fig. 2A; Meth-
ods). ESRRA was not expressed in CD45+ cells (Supplemen-
tary Fig. S2K). We initially studied immune cells of lymphoid 
lineage for changes in their fraction by ESRRAi treatment 
and found higher CD8+ T-cell infiltration with the treatment 
(Supplementary Fig.  S2L). A CD8+ T-cell marker, Cd8a, was 
the topmost upregulated gene in the lymphoid lineage of 
ESRRAi-treated tumors compared with controls (Fig.  2B). 
Markers of activated CD8+ T cells (Fig.  2B), including per-
forin and granzymes, were also upregulated (P <  3E−5; per-
mutation test), suggesting that infiltrating CD8+ T cells in 
treated tumors were also activated. We also showed increased 
infiltration of activated CD8+ T cells with ESRRAi in tumors 
(P  <  2E−3) using fluorescence-activated single-cell sorting 
(FACS; Fig. 2C). We also analyzed published tumor transcrip-
tomes from 33,000 patients (58) and showed that tumors with 
the highest levels of immune infiltration, including CD8+ 
T-cell infiltration, had the lowest ESRRA activity, whereas 
CD8+ T cell–deficient (or immune-deficient) tumors showed 
the highest ESRRA activity in multiple cancer cohorts and 
cancer types (Supplementary Notes S3 and S4). This suggests 

that T-cell infiltration upon ESRRAi may be clinically rel-
evant in multiple cancer types.

Next, we asked if ESRRAi-induced infiltrating CD8+ T 
cells exert an antitumor effect and if ESRRAi also modulates 
regulatory T-cell (Treg) infiltration. ESRRAi treatment mark-
edly reduced tumor growth (Fig. 2D), which we confirmed in 
another immune-cold tumor B16F10 mouse model (Supple-
mentary Fig. S2M). Two lines of evidence linked this tumor 
elimination with CD8+ T cells. First, among ESRRAi-treated 
mice, those with higher CD8+ T infiltration showed superior 
tumor elimination (Spearman correlation = −0.62; P < 0.043; 
Supplementary Fig.  S2N). Second, CD8+ T-cell depletion 
abrogated the antitumor effect of ESRRAi (Fig.  2E; 4T1 
tumor growth is shown to be unaltered by CD8+ T deple-
tion alone; ref. 59). Another ESRRAi-induced change in the 
lymphoid lineage was downregulated (P  <  7E−3; permuta-
tion test) markers of Tregs (Fig. 2F). Correspondingly, lower 
Treg infiltration in the ESRRAi condition was observed in 
single-cell data (Supplementary Fig. S2L), which was further 
confirmed using FACS (P  <  9E−4; Fig.  2G), indicating that 
ESRRAi treatment suppressed Treg infiltration into tumors. 
These analyses revealed the specific roles of different T-cell 
populations in ESRRAi antitumor immunity.

ESRRA-deficient mice in a noncancer context have shown 
macrophage-mediated inflammation (60). Therefore, we 
postulated that ESRRAi might affect tumor macrophages. 
Indeed, monocytes/macrophages were polarized toward pro-
inflammatory M1 in the ESRRAi-treated tumors (Fig.  2H; 
Supplementary Fig.  S2O). In contrast, macrophages were 
polarized toward protumorigenic M2 in controls (Supple-
mentary Fig.  S2P). Moreover, monocytes/macrophages of 
treated tumors expressed M1 markers (Tnf, Ccl5, Nos2, and 
Il1a; ref.  61) and downregulated M2 markers (Supplemen-
tary Fig.  S2Q). Consistent with this result, we found that 
macrophage polarity was markedly correlated with ESRRA 
activity in tumors across most cancer types in data from 
33,000 patients (ref.  58; Supplementary Fig.  S3A; Supple-
mentary Note S3).

Next, we tested the effect of ESRRAi treatment on tumor 
relapse from minimal residual disease. After surgical removal 
of 4T1 tumors, ESRRAi-treated mice experienced signifi-
cantly fewer tumor relapses (Fig. 2I). Moreover, their relapsed 
tumors had significantly attenuated growth (Supplementary 
Fig. S2R). We examined incised lungs from treated mice and 
observed fewer lung metastatic deposits than the control 
group (Fig. 2J). We also cultured the circulating tumor cells 
from the blood of treated mice and observed a significant 
decrease in the number of colonies relative to the control 
group (Fig. 2K). These data suggest that ESRRAi can prevent 
the relapse of surgically resected tumors.

Similar ESRRAi antitumor responses were observed in the 
4T1 model using two delivery formulations, Solutol and PEG 
(Supplementary Fig.  S5A–S5D; Methods). Thus, our data 
indicate that ESRRAi polarizes macrophages toward M1 and 
induces antitumor effects that depend on T cells.

Immune Signaling Pathways Link ESRRAi to 
Immune Response

We next asked what cell-autonomous immune–metabolic 
pathways underlie ESRRAi antitumor immunity. We treated 
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a human breast cancer cell line (SKBR3) with ESRRAi and 
measured transcriptomic changes at three time points. 
ESRRAi suppressed metabolic genes at all time points, par-
ticularly energy metabolic pathway genes (Fig.  3A and B; 
Supplementary Fig. S6A and S6B), which we confirmed using 
siRNA (Supplementary Fig. S6C and S6D).

In contrast, the effect on immune pathways showed a strik-
ing temporal trend: The treatment upregulated innate immune 
signaling at 24 hours, whereas at 72 hours, it upregulated 
adaptive immune signaling (Fig. 3A and B). The treatment at 
24 hours upregulated (Toll-like, Fc-epsilon-RI, Rig-I–like, and 
NOD-like receptors) receptor signaling that is known to pro-
mote antigen presentation and inflammatory cytokine secre-
tion (62). Accordingly, genes involved in antigen presentation 
(Supplementary Fig.  S6E; Fig.  3B) and cytokine interactions, 
especially macrophage-polarizing cytokines (Supplementary 
Fig.  S6F; Fig.  3B), were upregulated 72 hours after the treat-
ment. This upregulation of macrophage-polarizing cytokines is 
consistent with macrophage polarization by ESRRAi observed 
in our in vivo single-cell experiments (Fig.  2H). The ESRRAi 
treatment also upregulated 20 immunomodulatory TFCRs 
identified by BipotentR (Supplementary Fig. S6G; Fisher exact 
test P < 4.7E−12), suggesting that ESRRA is an upstream regu-
lator of other immune regulators.

We next examined if the knockout of ESRRA in cancer cells 
induces antigen presentation by analyzing data from CRISPR 
knockout screens (63–66) designed to identify regulators of 
type-I antigen presentation genes (MHC-I). These screens sort 
cancer cells transduced with gRNA into low or high MHC-I 
groups based on their MHC-I protein expression. gRNAs that 
knock out ESRRA were enriched in high MHC-I and depleted 
in low MHC-I groups (Supplementary Fig. S7A; Supplemen-
tary Note S5), confirming that ESRRA knockout increases 
MHC-I antigen presentation.

Because increased MHC-I antigen presentation in tumors 
enhances the ability of T cells to kill cancer cells (55, 
67), we hypothesized that ESRRAi would enhance tumor 
killing by T cells. We tested this hypothesis using pub-
lished CRISPR screens that coculture cancer cells with 
T cells to identify which gene knockouts in cancer cells 
enhance their T cell–mediated killing (55, 68–71). ESRRA 
knockout potentiated the killing of cancer cells by both 
patient-derived and engineered effector T cells in vari-
ous experimental and cell line contexts (Fig.  3C). Because 
T cell–mediated killing has previously been shown to be 
enhanced by OXPHOS suppression (27, 55), we asked if 
OXPHOS targets of ESRRA (derived from ESRRA ChIP-
seq; Methods) can explain this effect. Indeed, knockout of 
COX10, ATP51B, and NDUFA6 alone not only potentiated 

T cell–mediated killing (Supplementary Table  S3), but 
also increased protein levels of antigen presentation genes 
(Supplementary Table S4). Thus, OXPHOS suppression by  
ESRRAi can explain the activation of antigen presentation 
and T cell–mediated immunity by ESRRAi.

Finally, we generated a signature based on differential 
expression upon ESRRAi. Using this signature, we divided 
both 33,000 tumors and 1,000 cell lines from the Cancer Cell 
Line Encyclopedia data (72) by high and low ESRRA activ-
ity. Cell lines or tumors with low ESRRA activity exhibited 
decreased energy metabolism and upregulated immune path-
ways, including antigen presentation genes and cytokines that 
polarize macrophages to M1 (Supplementary Figs. S3A–S3H, 
S4A–S4G, and S7A–S7G; see Supplementary Notes S3–S5).

ESRRAi Does Not Adversely Affect CD8+ T Cells
Targeting tumor energy metabolism by ESRRAi would be 

detrimental to patients if it also affects T-cell metabolism  
(27, 73). To validate predicted cancer cell specificity for 
ESRRA, we investigated the likely effects of ESRRAi on T 
cells and cancer cells. We compiled and analyzed 78 single-
cell transcriptome datasets from patients with 27 different 
major cancer types (refs. 74, 75; Methods). We found that 
ESRRA was expressed at the highest levels in cancer cells but 
also at lower levels in macrophages and T cells (Supplemen-
tary Fig.  S8A). Because the functional activity of a nuclear 
receptor depends not only on its expression but also on its 
ligands, cofactors, and stimulation, we reasoned that ESRRA 
might have low functional activity in T cells despite being 
expressed in T cells. Indeed, ESRRA activity levels, quantified 
as the expression of ESRRA targets, were lowest in T cells 
(Fig.  4A; Methods). In contrast, the highest and second-
highest levels of ESRRA activity were observed in cancer cells 
and macrophages (Fig. 4A). Macrophages with high ESRRA 
activity also expressed M2 markers, suggesting they are M2 
macrophages (Supplementary Fig. S8B–S8D).

Next, we examined ESRRA cell-specific function by com-
paring the accessibility of its target genes (inferred from 
ESRRA ChIP-seq; Methods) in different cell types using 
scATAC-seq data from patients with nonmelanoma skin 
cancer (46). ESRRA target gene accessibility was highest 
in cancer cells, second highest in macrophages, and lowest 
in CD8+ T cells (Fig.  4B), consistent with ESRRA activity 
distribution in scRNA datasets. The data support a model 
in which ESRRA has a higher level of activity in cancer cells 
relative to CD8+ T cells, as measured by gene expression, tar-
get transcription, and chromatin accessibility. Thus, ESR-
RAi likely has a lower impact on the energy metabolism of 
CD8+ T cells.

Figure 2.  ESRRA inhibition activates antitumor immunity in 4T1 mice. P values using Wilcoxon rank-sum test unless stated otherwise. A, Uniform 
manifold approximation and projection (UMAP) display of scRNA-seq of tumor-infiltrating CD45+ cells from ESRRAi- and vehicle-treated mice. NK, 
natural killer; Treg, regulatory T cell. B, Markers of activated CD8+ T cells in genes differentially expressed by ESRRAi in lymphoid cells from treated mice. 
Significance of up/downregulation of marker sets estimated using permutation tests. C, Fraction of CD8+ T cells identified by flow cytometry. D, Tumor 
volume comparisons between ESRRAi and control. E, Tumor volume comparisons between ESRRAi with and without CD8 antibody. F, Markers of Tregs 
in genes differentially expressed by ESRRAi in lymphoid cells from treated mice. Significance of up/downregulation of marker sets estimated using 
permutation tests. G, Fraction of Tregs identified by flow cytometry. H, Densities of macrophage polarization toward M1 (i.e., for each macrophage cell, 
macrophage polarization = average expression of M1 markers − average expression M2 markers); see also Supplementary Fig. S2O and S2P. I–K, Measure-
ments done after tumors were surgically removed in ESRRAi- or vehicle-treated mice comparing tumor regrowth rate (i.e., 1—relapse rate; I), lung metasta-
sis deposits (J), circulating tumor cells in the blood (K). PBMC, peripheral blood mononuclear cell. *, P < 0.05; **, 0.05 < P < 0.01; ***, P < 0.001; ns, P > 0.05.



Sahu et al.RESEARCH ARTICLE

680 | CANCER DISCOVERY MARCH  2023 AACRJournals.org

Transcriptome changes by ESRRAi

Pathway changes by ESRRAi

A

C

B

ESRRAi

SKBR3
cell line

Control 24H 48H

2 1 –1 –20

72H 24H 48H 72H

Row-scaled
expression

0.
5

1 –0
.5

–1 –1
.5

0Row-scaled
GSVA score

Citrate cycle (TCA cycle)
OXPHOS
Glycolysis/gluconeogenesis
FA metabolism

RIG-1–Iike receptor signaling pathway
Fc gamma R–mediated phagocytosis
NOD-like receptor signaling pathway
Toll-like receptor signaling pathway
B-cell receptor signaling pathway
T-cell receptor signaling pathway
Fc epsilon Rl signaling pathway
NF-kappa B signaling pathway
Platelet activation
Th17 cell differentiation

C-type lectin receptor signaling pathway
IL17 signaling pathway
Cytokine–cytokine receptor interaction
NK cell–mediated cytotoxicity
Chemokine signaling pathway
Leukocyte transendothelial migration
Complement and coagulation cascades
Hematopoietic cell lineage
Th1 and Th2 cell differentiation
Intestinal immune network for lgA production
Antigen processing and presentation

CRISPR screens with ESRRA knockout

ESRRA

Significance

ns

ns

ns

ns

***

***

*

*

***

**

**

***

0.00 0.25 0.50
Scaled rank

0.75 1.00

CRISPR screen
Cocultured T cells (cell line)

CD3 bispecific antibody (Jeko–1)

CAR-T (NALM6)

MART-1 (IFNGR1 mut.SKCM) Rep1

MART-1 (IFNGR1mut.SKCM) Rep2

CAR-T (MDA-MB–231)

OT-I with PRF1 KO (B16F10)

OT-I with anti–PD-1 (MC38)

Pmel-1 with IFNγ (B16F10)

Pmel-1 without IFNγ (B16F10)

OT-I OVA (B16F10)

Effector–T (Mel624) Rep1

Effector–T (Mel624) Rep2

Figure 3.  Signaling induced by ESRRAi 
in vitro. A, Differentially expressed genes 
(DEG) between ESRRAi and control in the 
SKBR3 cell line at three time points. Genes 
were clustered by K-means. B, Pathway enrich-
ment scores corresponding to clusters of DEGs 
shown in A. GSVA, gene set variation analysis. 
C, ESRRA knockout potentiates T-cell killing 
as observed in CRISPR knockout screens in 
cancer cells cocultured with T cells. The black 
line represents the relative position of ESRRA 
knockout among all gene knockouts ranked 
from most depleted to least depleted. The sig-
nificance of ESRRA knockout in screens is also 
displayed. KO, knockout; SKCM, skin cutaneous 
melanoma. *, P < 0.05; **, 0.05 < P < 0.01;  
***, P < 0.001; ns, P > 0.05.
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To specifically test whether ESRRAi treatment affects the 
energy metabolism of CD8+ T cells, we analyzed scRNA data 
from CD45+ cells from our in vivo 4T1 mouse model, in 
which the antitumor effect of ESRRAi was measured. ESRRA 
activity in CD8+ T cells was unchanged in ESRRAi-treated 
mice relative to control (Supplementary Fig.  S9A). Mac-
rophages/monocytes were the only CD45+ cells that showed 
decreased ESRRA activity after treatment. We also evaluated 
our scRNA data using Augur (76), a method that identifies 
cell types affected by treatments, which also found no sig-
nificant cell-intrinsic changes in CD8+ T cells post-ESRRAi 
(Supplementary Fig. S9B). ESRRAi treatment in 4T1 mice did 
not significantly change body weights or health parameters 

(Supplementary Fig. S9C), which we further confirmed in the 
B16F10 mouse model (Supplementary Fig. S9D), suggesting 
that ESRRAi treatment was not nonspecifically toxic. These 
data strongly indicate that ESRRAi enhances CD8+ T-cell 
recruitment into tumors without adversely affecting CD8+ T 
cells themselves.

ESRRA Activation in Immunotherapy-
Resistant Tumors

Next, we studied the effect of immunotherapy on ESRRA 
activity. Analysis of a cohort of patients with immunotherapy-
resistant melanoma (77) revealed an intriguing trend: Cancer 
cells from postimmunotherapy tumors had markedly higher 
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ESRRA activity than those from pretreatment tumors (Sup-
plementary Fig.  S9E). As the cohort contained only immu-
notherapy-resistant patients, we asked whether the trend is 
specific to resistant patients or also present in responders. To 
that end, we analyzed a nonmelanoma skin cancer scRNA-
seq cohort (78) containing both immunotherapy-responder 
and -resistant patients. Indeed, the trend of immunotherapy-
induced ESRRA activity increase was specific to immuno-
therapy-resistant tumors (Fig.  4C). In fact, in responders, 
ESRRA activity decreased in cancer cells upon immunother-
apy (Fig. 4C). These data are consistent with the hypothesis 
that immunotherapy-resistant tumors achieve high levels of 
immune suppression via ESRRA.

We experimentally tested the trend of increased ESRRA 
activity and resulting immune suppression upon immuno-
therapy. Specifically, we chose a syngeneic mouse model 
of colorectal cancer (CT26) known for its heterogeneous 
immunotherapy (anti–PD-1) response (79), treated the mice 
with anti–PD-1, and conducted bulk tumor RNA-seq. Target 
genes of ESRRA were upregulated in immunotherapy-resist-
ant mice (Fig.  4D) but not in responders (Supplementary 
Fig. S9F), suggesting that ESRRA activity increases in immu-
notherapy-resistant tumors upon immunotherapy. Increased 
ESRRA activity was accompanied by immune suppression, 
including decreased CD8+ T infiltration and increased M2 
macrophages in tumors (Supplementary Fig.  S9G). This in 
vivo experiment supports a model in which immune-check-
point blockade (ICB) increases ESRRA activity, specifically in 
immunotherapy-resistant tumors. Increased ESRRA activity 
may also increase the vulnerability of tumors to ESRRA inhi-
bition. The potential vulnerability is supported by our in vivo 
experiment showing ESRRAi effectiveness in 4T1 and B16F10 
models—both of which respond poorly to ICB. Future clinical 
investigations are required to reveal whether immunotherapy- 
resistant tumors benefit from the immunostimulatory effect 
of ESRRA inhibition.

AI/ML-Based Aggregation of Bipotent Target 
Activity in Tumors Predicts Patient Response to 
Anti–PD-1

The FDA recently approved using tumor mutation bur-
den as a diagnostic biomarker to select patients with solid 
tumors for an anti–PD-1 treatment (80). However, tumor 
mutational burden and other ICB biomarkers fail to identify 
which patients will best respond to ICB therapy (81, 82), and 
complementary biomarkers are needed. Adopting the strategy 
from Wang and colleagues (83), we evaluated bipotent target 
activity in tumors as a potential ICB biomarker. We focused on 
anti–PD-1 treatment in melanoma because of the availability 
of multiple melanoma cohorts with RNA-seq (84–88), making 
it possible to evaluate biomarkers rigorously. Our algorithm 
first learned a risk score (Fig. 5A; see Methods) that combined 
tumor activity of bipotent targets through a multivariate Cox 
hazards model (89): log( ( ))r t = W XT . Here, X  is the expression 
of bipotent targets in tumors, r(t) is risk score parameter, and 
W  is weights learned using 465 immunotherapy-naïve mela-
noma patients from the TCGA (Methods). We refer to the risk 
scores as bipotent target activity scores (BTAS).

Without additional training on ICB cohorts, we used the 
model learned on TCGA to quantify the BTAS for each 

patient in ICB cohorts. We found that the BTAS stratified 
patients into likely ICB responders and nonresponders. In 
particular, when we stratified patients into the low-risk and 
high-risk groups based on median BTAS, the groups showed 
significant differences in progression-free survival (PFS; log-
rank P  <  1.7E−3; Cox P  <  3.6E−4) and overall survival (OS; 
log-rank P < 5.1E−3; Cox P < 5.7E−3; Fig. 5B). To show that 
such stratification is unlikely by random chance, we used 
an empirical sampling procedure. We randomly sampled a 
gene set (from 20,000 protein-coding genes) of the same size 
as bipotent targets (N = 38), combined their activity using a 
similar procedure used to learn BTAS, and calculated its pre-
dictive power for stratifying anti–PD-1 outcome in terms of 
PFS and OS. We repeated this procedure for 10,000 randomly 
sampled gene sets and observed that only 27 sets showed 
higher predictive power than BTAS (i.e., empirical P < 2.7E−3; 
Fig. 5C). We also asked whether the higher predictive power 
in ICB cohorts of BTAS could be explained by its predictive 
power within TCGA survival relative to random gene sets. 
However, out of 5,888 gene sets with higher TCGA predic-
tive power than BTAS, only 21 gene sets outperformed BTAS 
in ICB cohorts (i.e., empirical P  < 3.6E−3). These observa-
tions suggest that BTAS has predictive power to stratify ICB 
responders and nonresponders.

How does the predictive power of BTAS compare with 
other biomarkers? We collected seven other previously pub-
lished ICB biomarkers (90–98) and evaluated them in our ICB 
cohort collection. The highest predictive power was displayed 
by immune (90, 94), T cell–inflamed (95, 96), and cytotoxic 
(91, 95) signatures (Fig. 5C–K). Importantly, BTAS achieved 
a predictive power comparable with these best performing 
ICB biomarkers. We then separately evaluated biomarkers 
on patients who received anti–PD-1 alone and patients who 
received the combination of anti–PD1 and anti-CTLA4. For 
anti–PD-1 alone, the immune signature (90) achieved the 
best survival stratification (Supplementary Fig.  S10A–S10J), 
whereas, for the combination, the T cell–inflamed signature 
(96) performed the best (Supplementary Fig.  S11A–S11J). 
BTAS showed comparable performances in both therapy regi-
mens (Supplementary Figs. S10B and S11B), albeit at lower 
significance levels, highlighting the importance of larger 
cohorts for assessing the robustness of biomarkers. Note that 
to make biomarker estimates comparable across cohorts, we 
normalized the expression uniformly across cohorts, which 
would differ when normalization is done within a single 
cohort, as was the case in original publications. We also used 
immune-checkpoint genes, generated their tumor activity 
scores similar to BTAS (Methods), and showed that resulting 
activity scores have predictive power comparable to BTAS 
(Fig.  5J), further supporting the role of bipotent targets in 
determining ICB response.

BTAS captures likely ICB response through a linear rela-
tionship between bipotent TFCRs, but TFCRs could interact 
nonlinearly (99). Therefore, nonlinear functions of bipo-
tent targets might capture ICB responses more accurately 
than linear functions. To test this, we fit a nonlinear model 
(Fig. 5L): log( ( )) ( )r t =W Xfeedforward  of bipotent target expression 
X. Here to capture nonlinear relationships between targets, 
we modeled Wfeedforward using a feedforward neural network 
(see Methods; Fig. 5L) with two hidden layers (with rectified 
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Figure 5.  Machine learning evaluation of immune–metabolic 
targets in predicting patient response to anti–PD-1. A, Overview of 
the estimation of bipotent target activity score in tumors using a 
linear function (BTAS). B, Kaplan–Meier plots showing PFS and OS 
differences for patients receiving anti–PD-1 between the low-risk 
and high-risk groups defined by the median value of BTAS. C, Survival 
stratification performance of BTAS versus seven other previously 
published ICB biomarkers for patients with melanoma receiving ICB. 
Significance of survival was estimated using log-rank P value (−log10). 
(continued on next page)

linear activations). To learn the parameters of the feedforward 
network, we used 85% of 465 TCGA patients with melanoma 
for training and the rest, 15%, for testing. We optimized the 
parameters that minimized the partial log-likelihood (100) 
using stochastic gradient descent and stopped the training 
when the testing error started to increase to avoid overfit-
ting (Supplementary Fig.  S10K). We refer to the risk scores 
inferred from the feedforward network as deepBTAS.

Without additional training on ICB cohorts, we used the 
trained feedforward network to quantify the deepBTAS score 
in patients from ICB cohorts. deepBTAS score stratified 
patients into likely ICB responders markedly more accurately 
than BTAS in both PFS (log-rank P = 8.3E−4) and OS (log-rank 
P = 2.3E−05; Fig. 5M). We further studied whether deepBTAS 
and BTAS can distinguish partial/complete responders 
from those with stable/progressive disease based on their 
tumor radiology. The deepBTAS classified ICB patients with 
an accuracy measure area under the curve (AUC) of 0.603, 
whereas BTAS AUC was 0.585 (Supplementary Fig.  S12A). 

These classification accuracies were similar to those of the top 
performing ICB biomarker, immune signature, with an AUC 
of 0.602. deepBTAS outperformed BTAS when we evaluated 
biomarkers separately for patient anti–PD1 monotherapy 
and anti-CTLA4 + anti–PD-1 (Supplementary Figs. S10C and 
S11C). We, therefore, conclude that a nonlinear function of 
bipotent target activity captures ICB response more accu-
rately than a linear function.

We also investigated whether BTAS/deepBTAS can improve 
the predictive power of current ICB biomarkers. First, even 
when we accounted for differences in levels of other ICB 
biomarkers in tumors, BTAS/deepBTAS showed a signifi-
cant association with ICB survival outcomes (Supplementary 
Fig.  S12B–S12E; Methods), suggesting our AI/ML models 
learned information that is nonredundant with other bio-
markers. Next, we combined BTAS/deepBTAS with current 
biomarkers and assessed whether the addition improved the 
biomarker performance (Methods). The addition of either 
BTAS or deepBTAS improved the performance of all ICB 
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Figure 5. (Continued) D–K, Kaplan–Meier plots similar to B, with the low-risk and high-risk groups defined by the median value of the signatures. 
Signatures displayed are TIDE (D; ref. 97), T-cell inflamed (E; ref. 96), immune (F; ref. 90), cytotoxic (G; ref. 91), IFNG (H; ref. 92), melanocytic plasticity (I; 
ref. 98), immune checkpoint (J), and PD-L1 expression (K; ref. 96). (continued on following page)
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biomarkers in predicting PFS and OS (Fig. 5N; Supplemen-
tary Fig.  S12F). Importantly, deepBTAS markedly improved 
the best ICB biomarker, immune signature (Fig.  5N). Inter-
estingly, this improvement was observed in tumors with high 
immune signature (likely responders) but not in tumors 
with low immune signature (likely nonresponders; Fig.  5O; 
Supplementary Fig.  S13A). This suggests that deepBTAS 
improves the biomarker by correctly identifying tumors 
that were misidentified as responders by the immune sig-
nature. deepBTAS also correctly identified tumors that were 
misidentified as responders by other top performing ICB 
markers: T cell–inflamed signature and cytotoxic signature 

(Supplementary Fig.  S13B–S13E). These analyses indicate 
that our AI/ML models improve the performance of current 
ICB biomarkers.

Both Bulk and Single-Cell Submodules Contribute 
to BipotentR Predictive Power

We assessed contributions from bulk RNA and scRNA 
submodules. We removed the single-cell submodule from 
BipotentR and evaluated the identified TFCRs (Supplemen-
tary Fig. S14A; Methods). The identified TFCRs showed pre-
dictive power in in vitro CRISPR screens but failed to stratify 
patients by ICB response (Supplementary Fig. S14B–S14D), 

Figure 5. (Continued) L, Overview of the estimation of BTAS in tumors using a nonlinear function (deepBTAS). M, Kaplan–Meier plots similar to 
B with the low-risk and high-risk groups defined by the median deepBTAS. N, Performance improvement (OS and PFS) with the addition of deepBTAS to 
biomarkers (rows). An improvement quantified as (P value of) increase in the likelihood of multivariate model containing a biomarker and deepBTAS over 
a model containing the biomarker alone. LRT P, P value from likelihood ratio test. O, Kaplan–Meier plots similar to M done separately on tumors with high 
(left) and low (right) immune signature.
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indicating that the scRNA submodule is critical for predict-
ing ICB response in patients. The fact that predictive power 
was observed in the in vitro screen but not in patient response 
may be because gene knockouts in the in vitro screen (55) were 
performed on cancer cells and not immune cells.

Next, we removed the bulk RNA-seq submodule from 
BipotentR. This version of BipotentR was still able to produce 
significant predictive power but to a lesser extent compared 
with the full BipotentR (Supplementary Fig.  S15A–S15D; 
Methods). Together, these evaluations suggest that both sub-
modules contribute to BipotentR and both are required for 
maximal predictive power.

Application of BipotentR to Angiogenesis and 
Growth Suppressor Evasion

To demonstrate the utility of BipotentR using a different 
input pathway, we identified 14 bipotent TFCRs that simul-
taneously regulate angiogenesis and immune response (Sup-
plementary Table  S5) and 14 TFCRs that regulate evasion 
of growth suppressors and immune response (Supplemen-
tary Table  S6), using these pathways as inputs to BipotentR 
(Methods). This included TBX21 and histone demethylase 
JMJD1C; whereas TBX21 is known to regulate angiogenesis 
and Tregs (101, 102), JMJD1C is known to regulate angiogen-
esis (103–105) and can polarize macrophages (106). We also 
evaluated bipotent targets for angiogenesis and growth sup-
pressor evasion analogously as was done for immunometabo-
lism targets. Using existing CRISPR datasets (55), we tested if 
genetic inhibitions of these 28 identified TFCRs can elicit dual 
antitumor efficacy. CRISPR knockouts of these TFCRs mark-
edly improved the killing of cancer cells by T cells (Fig.  6A; 
P < 1.3E−6). Knockdown or knockout of the identified TFCRs 
suppressed genes involved in angiogenesis or evasion of growth 
suppressors (Supplementary Fig. S16A, P < 8.1E−24), and the 
suppressed genes were preferentially regulated by the bipotent 
TFCRs (Supplementary Fig. S16B, P < 9E−10).

Finally, we evaluated whether tumor activity of bipotent 
targets (angiogenesis and growth suppressor evasion) can 
predict patient response to anti–PD-1. Analogous to immu-
nometabolism targets, we first fit Cox hazard models to learn 
a BTAS function that quantifies the activity of angiogenesis 
and growth suppressor evasion bipotent targets in a tumor 
(Methods). BTAS showed a significant association with the 
OS of patients with melanoma treated with anti–PD-1 (Cox 
regression P  <  1.1E−3), but it failed to stratify patients into 
two groups with significant OS differences (Supplementary 
Fig.  S16C). Dividing patients into 4 equal quartiles of the 
BTAS score resulted in patient stratification with marked 
survival differences in both PFS (log-rank P  <  2.2E−4) and 
OS (log-rank P < 3E−3; Fig. 6B). We showed that such patient 
stratification is unlikely by random chance: Only 16 out of 
10,000 randomly sampled gene sets showed higher predic-
tive power than BTAS (Fig.  6C, i.e., empirical P  <  1.6E−3). 
The predictive power of BTAS in stratifying ICB patients was 
comparable to other top ICB biomarkers (Fig. 6D–L). We also 
trained a nonlinear version of BTAS using a feedforward net-
work of the same architecture used for immune metabolism 
and learned deepBTAS scores for angiogenesis and growth-
suppressor bipotent targets but observed only a marginal 
improvement over BTAS in patient stratification (Fig. 6M).

Together, the data suggest that bipotent gene targets 
such as ESRRA are relatively common, and their discovery 
could enable therapies that kill cancer through multiple 
mechanisms simultaneously.

DISCUSSION
This study introduces a new computational tool, BipotentR,  

that identifies targets that can inhibit tumors by activating 
immunity and suppressing a second user-defined oncogenic 
pathway. BipotentR leverages public databases to link the user-
defined pathway with immunity and find targets with previ-
ously unrecognized functions. Using BipotentR, we predicted 
its 38 bipotent regulators whose inhibition induced metabolic 
and immune phenotypes. Tumor activity of bipotent targets 
can stratify melanoma patients’ responses to anti–PD-1, which 
we showed by applying an AI/ML approach. We validated the 
topmost implicated target, ESRRA, and uncovered its two 
antitumor immune mechanisms (Supplementary Fig.  S17A). 
ESRRA inhibition is safe in vivo, and its effects on energy 
metabolism are focused on cancer cells.

ESRRA regulates OXPHOS and proliferation in tumors of 
breast (107), prostate (108), and endometroid (109) cancers. 
ESRRA is amplified in endometrial cancers and associated 
with immune infiltration (109). We observed that ESRRA was 
active in immunosuppressive and immunoresistant tumors 
(Fig. 4A–C; Supplementary Figs. S3A and S3B, and S4A and 
S4B), suggesting potential clinical relevance in several tumor 
types. Inhibiting ESRRA stunted tumors by stimulating anti-
gen presentation and cytokines that recruited effector T cells 
to tumors and polarized macrophages. These findings are 
supported by studies showing OXPHOS suppression alters 
both T cells (27, 55) and macrophages (110–112) because 
ESRRA regulates OXPHOS.

Nonetheless, we note several limitations of our study. First, 
because our approach aims to discover new gene targets 
and drugs to improve cancer therapy, particularly immuno-
therapy, it requires users to have basic cancer and immunol-
ogy expertise. However, our group previously did not have 
metabolism expertise but was led by the algorithm prediction 
to investigate ESRRA, thus BipotentR can be of utility to a 
wide range of clinicians and researchers.

Second, because metabolic dependencies are often affected 
by their context in the tumor microenvironment, our study 
relied on immunocompetent mouse models (4T1, B16F10, 
and CT26). To supplement these experiments, we performed 
in vitro experiments to uncover the signaling underlying anti-
tumor immune functions of ESRRA. Previously, Yuk and col-
leagues showed in a noncancer context that ESRRA-deficient 
mice induce the cytokines TNFα, IL6, and IL1β (60). In the 
cancer context, we show targeting ESRRA induced these 
cytokines, which in turn polarized macrophages toward pro-
inflammatory states. CRISPR or drug targeting of ESRRA 
stimulated antigen presentation genes (Supplementary Figs. 
S6A and S7A) and recruited effector CD8+ T cells to tumors 
(Fig. 2B and C), which in turn enhanced tumor elimination 
by T cells (Fig.  2D and E). ESRRA has also been shown to 
function in autophagy (113), which is a regulator of antigen 
presentation genes (114). Consistent with this, we found 
that ESRRA suppression activated autophagy-related genes 
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Figure 6.  Evaluation of bipotent regulators of angiogenesis or 
growth suppressor evasion. A, Effect of knockout of 28 bipotent 
targets on T cell–mediated killing of cancer cells. B–M, Performance of 
BTAS and deepBTAS versus other previously published ICB biomarkers. 
C, Survival stratification performance of BTAS score versus other 
ICB biomarkers. Significance of survival was estimated using log-rank 
P value (−log10). B, D, and E, Kaplan–Meier plots show PFS and OS 
between the four equal quartiles of risk groups divided based on the 
following signatures: BTAS (B), immune (D; ref. 90), and cytotoxic 
(E; ref. 91). (continued on next page)



Sahu et al.RESEARCH ARTICLE

688 | CANCER DISCOVERY MARCH  2023 AACRJournals.org

P = 0.0019
Cox P = 2.4e–05

P = 0.041
Cox P = 0.0011

P = 0.75
Cox P = 0.29

P = 0.91
Cox P = 0.86

0 800400
Days

1,200 1,600 0 800400
Days

1,200 1,600

0 800400
Days

1,200 1,600 0 800400
Days

1,200 1,600

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(O
S

)

1.00

0.75

0.50

0.25

0.00

G

H
S

ur
vi

va
l p

ro
ba

bi
lit

y 
(P

F
S

)
1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(O
S

)

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(P
F

S
)

Signature
Q1
Q2
Q3
Q4

Signature
Q1
Q2
Q3
Q4

T cell–inflamed signature (N = 296 patients)

Melanocytic plasticity signature (N = 296 patients)

IFNG-related genes (N = 296 patients)
F

P = 0.0052
Cox P = 0.00056

P = 0.2
Cox P = 0.0035

0 400 800
Days

1,200 1,600 0 400 800
Days

1,200 1,600

1.00

0.75

0.50

0.25

0.00

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(P
F

S
)

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(O
S

)

Signature
Q1
Q2
Q3
Q4

I

J

P = 0.011
Cox P = 0.006

P = 0.21
Cox P = 0.13

P = 0.12
Cox P = 0.4

P = 0.16
Cox P = 0.45

0 800400
Days

1,200 1,600 0 800400
Days

1,200 1,600

0 800400
Days

1,200 1,600 0 800400
Days

1,200 1,600

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(O
S

)

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(P
F

S
)

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(O
S

)

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(P
F

S
)

Signature
Q1
Q2
Q3
Q4

Signature
Q1
Q2
Q3
Q4

TIDE (N = 296 patients)

PD-L1 expression (N = 296 patients)

Figure 6. (Continued) F–J, Kaplan–Meier plots show PFS and OS 
between the four equal quartiles of risk groups divided based on the 
following signatures: IFNG (F; ref. 92), T-cell inflamed (G; ref. 96), 
melanocytic plasticity (H; ref. 98), PD-L1 (I; ref. 96), and TIDE (J; ref. 97). 
(continued on following page)
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(Supplementary Fig.  S6H), particularly at 72 hours after 
the suppression, which is consistent with the activation of 
antigen presentation at 72 hours. Autophagy also regulates 
macrophage polarization (115), consistent with our find-
ings (Fig. 2H; Supplementary Fig. S3A). Finally, we observed 
that ESRRA regulates other immune regulators, including 
a bipotent target, FLI1 (Supplementary Fig. S18A), suggest-
ing that regulators of bipotent targets are more likely to be 
bipotent themselves.

Third, standardized metrics are lacking to benchmark com-
pound multiomics approaches such as ours. Prediction of 
gene targets is an emerging area in which computational 
approaches have been published recently (10–13). Another 
fast-emerging area is system immunometabolism. To study 
system immunometabolism, experimental and compu-
tational approaches have been proposed including single-
cell (116), cytometry-based (117, 118), multiomics (119), 
and genome-scale modeling approaches (26). Although 
these approaches study metabolism within immune cells, 
BipotentR focuses on regulators of cancer cell adaptations 
that alter the immune microenvironment. Thus, these immu-
nometabolism approaches differ fundamentally from Bipo-
tentR. For evaluating BipotentR predictions, we needed a 
multipronged strategy. (i) We benchmarked BipotentR against 
competing or simpler alternatives. First, BipotentR identified 

regulators of energy metabolism at least as accurately as 
regulator prediction approaches LISA and BARTWeb (Sup-
plementary Fig.  S2C and S2D). Because Rephine focuses on 
predicting drug response, we could not compare its output 
with BipotentR output. Second, BipotentR accurately pre-
dicted immune regulators when compared with an alternative 
approach focused on regulators of macrophage polarization 
(Supplementary Note S1; Supplementary Fig.  S18B). Third, 
BipotentR showed a comparable statistical power in detecting 
regulators against alternatives of using modules and submod-
ules serially in BipotentR (Supplementary Note S6; Supple-
mentary Fig. S18C). Fourth, BipotentR’s (regulation module) 
robustness to the class imbalance problem was comparable 
to Firth’s regression (Supplementary Note S7). (ii) We decon-
volved contributions of bulk RNA and scRNA submodules 
and showed both submodules are essential for BipotentR per-
formance. (iii) We observed knockout of the set of immune–
metabolic regulators potentiated CD8+ T cells in the CRISPR 
screen. In this screen, gene knockouts are done only on cancer 
cells and not on immune cells. To overcome this limitation, we 
presented a complementary evaluation of BipotentR predic-
tions focusing on melanoma. Specifically, we showed using 
AI/ML approaches that the activity of bipotent targets pre-
dicted the outcome of patients with melanoma to anti–PD-1 
treatment. Importantly, combining these AI/ML approaches 

AUC
0.562

0.547

0.564

0.55

0.591

0.602

0.551

0.578

0.521

0.554

0.569

M

deepBTAS

BTAS

Tumor mutation burden

Melanocytic plasticity signature

T cell–inflamed signature

Immune signature

PD-L1 expression

Cytotoxic signature

TIDE

IFNG-related genes

Immune-checkpoint score

K L

P = 0.00042
Cox P = 0.0015

P = 0.011
Cox P = 0.089

P = 3.1e–06
Cox P = 0.0053

P = 0.00011
Cox P = 0.0024

0 800400
Days

1,200 1,600 0 800400
Days

1,200 1,600 0 800400
Days

1,200 1,600 0 800400
Days

1,200 1,600

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(O
S

)

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(P
F

S
)

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(O
S

)

1.00

0.75

0.50

0.25

0.00

S
ur

vi
va

l p
ro

ba
bi

lit
y 

(P
F

S
)

Signature
Q1
Q2
Q3
Q4

Signature
Q1
Q2
Q3
Q4

Immune-checkpoint score (N = 296 patients) deepBTAS (N = 296 patients)

Figure 6. (Continued) K and L, Kaplan–Meier plots show PFS and OS between the four equal 
quartiles of risk groups divided based on the following signatures: immune checkpoint (K) and 
deepBTAS (L). M, Performance evaluation of ICB biomarkers in terms of AUC.
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with current ICB biomarkers markedly improved biomarkers’ 
ability to predict patient outcomes. (iv) We experimentally 
followed up on BipotentR’s top predicted candidate (ESRRA) 
and showed its antitumor functions. Experimental validations 
are needed to establish the dual anticancer potential of the 
other candidates identified by BipotentR.

Although this work focused on targets for immune metab-
olism, BipotentR can be applied to prioritize drug targets for 
any given pathway. We used BipotentR to identify immuno-
therapeutic targets that regulate angiogenesis and growth-
suppressor pathways. Overall, these data demonstrate the 
utility of BipotentR in the discovery of a single drug that 
suppresses one pathway in selected cell types while simultane-
ously stimulating an immune response.

METHODS
Analyses and datasets included in the article, also available as a 

part of the “BipotentR” R package, are summarized in Supplemen-
tary Fig. S17B and Supplementary Table S7. It provides comprehen-
sive resources to researchers and clinicians working on novel agents 
to explore the potential clinical relevance of agents using more 
than 200 cancer cohorts (33,000 patients), 80 cohorts of scRNA 
experiments (2.5 million cells), and several immunologic CRISPR 
screens curated.

Tumor Cell Lines
The 4T1 cells were obtained from the Steele Lab (Massachusetts 

General Hospital) and routinely tested for Mycoplasma using the 
Lonza MycoAlert Mycoplasma Detection Kit. The B16F10 cells were 
purchased from ATCC, which carries out authentication prior to 
shipment. Mycoplasma testing was also carried out routinely using the 
Lonza MycoAlert Mycoplasma Detection Kit.

Mouse Models
Female Balb-c mice were purchased from Harlan, and female 

C57BL/6 mice were obtained from Vivo Bio-Tech (under license from 
Taconic). All protocols used in this study have been approved by 
the Axis Bioservices Animal Welfare and Ethical Review Committee. 
All procedures were carried out under the guidelines of the Animal 
(Scientific Procedures) Act 1986.

Wild-type Balb/c recipient mice were purchased from the Charles 
River Laboratory. All mice were housed in a standard cage in the  
Dana-Farber Cancer Institute Animal Resources Facility (ARF). 
All animal procedures were carried out under the ARF Institu-
tional Animal Care and Use Committee (IACUC) protocol and 
were in accordance with the IACUC standards for the welfare of 
animals (CT26).

In Vitro Treatment Procedures
siRNA Treatment of Cells. SK-BR-3 cells were seeded in a T75 flask 

(Greiner Bio-One, #658175) and transfected 4 days later with 25 
nmol/L siRNA-ESRRA (Dharmacon; #L-03403) using dharmafect 1 
(Dharmacon, #T-2001). As a negative control, a 25 nmol/L siRNA-
nontargeting pool (Dharmacon, #D-0018) was used. The transfected 
cells were reseeded 48 hours after transfection into 6-well plates 
(Greiner Bio-One, #657160) at 5,000 cells per well. After 0, 3, and 5 
days, RNA was isolated using QIAzol Lysis Reagent (Qiagen, #79306) 
according to the manufacturer’s protocol.

Compound Treatment of Cells. We study two known structur-
ally similar inhibitors (compounds 29 and 39) of ESRRA. The 

compounds’ efficacy against ESRRA was first analyzed using the 
AlphaScreen assay. Compounds were tested for their ability to bind 
to the ESRRA-LBD protein using AlphaScreen Technology (Perkin-
Elmer). ESRRA-LBD protein was expressed in Escherichia coli as a 
6xHis Small Ubiquitin-like Modifier (SUMO) fusion. This fusion 
bacterial protein (i.e., 6xHis-SUMO-ESRRA-LBD) was purified using 
affinity chromatography. All experiments were performed at room 
temperature in 384-well, white nonbinding plates (Greiner) using 
50 mmol/L Tris-HCl pH 7.5, 100 mmol/L NaCl, 0.1% Pluronic F-127, 
0.05% BSA, and 5 mmol/L TCEP as the buffer. The final DMSO con-
centration was 1% in the assay. Compounds were assayed in triplicate 
and incubated with 0.81 nmol/L ESRRA-LBD protein and 10 μg/mL 
streptavidin donor beads and 10 μg/mL Ni-chelate acceptor beads for 
1 hour at room temperature, followed by a 2-hour incubation with 
15 nmol/L biotin-PGC1α-3 peptide (QRRPCSELLKYLTTNDDPP) 
corresponding to amino acids 202 to 220. The AlphaScreen signal 
was measured using an Envision Xcite plate reader (PerkinElmer). 
Although both inhibitors were bound to the LBD, compound 39 
(AlphaScreen log-IC50 = −8.124 M) was more potent than compound 
29 (AlphaScreen log-IC50 = −6.349 M). Hence, compound 39 was used 
for conducting RNA-seq.

RNA-seq. SKBR3 cells were seeded in 6-well plates (Greiner Bio-
One, #657160). Two different cell concentrations were used; 4E5 
cells/well were seeded for the 24-hour samples, and 2.7E5 cells/well 
were seeded for the 48- and 72-hour samples. The next day, medium 
was refreshed, and 1 or 5 μmol/L compound 39 in culture medium 
was added to the cells. After 24, 48, and 72 hours of incubation 
with compound 39, RNA was isolated using QIAzol Lysis Reagent 
(Qiagen, #79306) according to the manufacturer’s protocol (n  =  3 
per condition).

Total RNA concentration was measured using a NanoDrop 
(Thermo Scientific), and 1.5 μg was sent for sequencing. Clustering 
and DNA sequencing using the Illumina NovaSeq 6000, paired-end 
150 bp, were performed according to the manufacturer’s protocols. 
NovaSeq control software NCS v1.6 was used. Image analysis, base 
calling, and a quality check were performed with the Illumina data 
analysis pipeline RTA3.4.4 and Bcl2fastq v2.20. Ensembl GRCh37.75 
was chosen as the reference transcriptome sequence for the align-
ment of the reads. Data were analyzed as described below.

In Vivo Treatment Procedures
4T1 Mouse Model. A total of 24 female Balb-c mice ages 6 to 8 

weeks and weighing approximately 17 to 22 g were used for the 
study. The 4T1 cells (5  ×  104 in Matrigel) were implanted ortho-
topically into the left inguinal mammary fat pad of mice using a 
25-gauge needle. The compound was formulated in 15% vitamin 
E-TPGS:30% PEG400:55% PBS. Mice were treated with compound 
39 (30 mg/kg; n = 12) and vehicle (n = 12) once a day from day −3 
(implantation day  =  0). Once tumors reached a mean volume of 
150 mm³, the tumors were surgically removed under general anes-
thesia (Ketamine:xylazine; 100 mg/kg:10 mg/kg). Treatment con-
tinued for 21 days after surgery. At the end of the study, the lungs 
were removed and surface macroscopic nodules were counted using 
a dissecting microscope.

A cardiac puncture was performed, and the blood was plated into 
10-cm cell culture dishes with media containing 6-thioguanine to 
select for circulating tumor cells. Seven to 10 days after initial plat-
ing, any colonies that grew were counted. The colonies that formed 
were counted, and the cells were collected for RNA extraction.

Postsurgery and FACS Analysis of 4T1 Mice. Following surgery, all 
tumors from each compound 39 treatment group and 3 each of size 
and age-matched controls were digested into a single-cell suspension 
using collagenases. The cells were then fixed before further staining 
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and analyzed on the FACSCanto II flow cytometer. Different popula-
tions of cells were quantified and expressed as a percentage:

•	 Alloreactive T cells: CD8+/CD137+ cells (% of CD8 cells)
•	 Tregs: FoxP3+/CD25+ (% of CD4+ cells)

ESSRAi in CD8+ T-Depleted 4T1 Mice. Mice were split into two 
groups (n = 10) to receive ESSRAi alone or in combination with CD8 
depletion using an anti-CD8 antibody [InVivoMAb anti-mouse CD8β 
(Lyt 3.2), Bio X Cell]. The ESSRAi-alone group also received control 
antibody (InVivoMAb rat IgG1 isotype control, anti–horseradish 
peroxidase). Anti-CD8 (100 μg), or isotype control, was injected 
intraperitoneally at days  −6,  −3, 0, 3, 6, and 9. At day  −3, ESSRAi 
was delivered by oropharyngeal gavage daily (M–F) in 100 μL at 30 
mg/kg until the study endpoint. Day 0 marked the day of tumor 
implantation, where 5 × 105 4T1 cells were injected into the inguinal 
mammary fat pad of BALBc mice (in 50 μL volume). Tumors were 
measured every 2 to 3 days until sizes reached >1,000 mm3, and mice 
were then euthanized. Spleens were isolated from mice of each group 
to verify CD8 depletion efficacy.

Single-Cell Sequencing of ESRRAi-Treated 4T1 Mice. Mice were 
split into two groups (n  =  3 each group) to receive ESSRAi alone 
or vehicle only (DMSO 10%, Solutol 20%, water 70%). On day  −3, 
ESSRAi was delivered by oropharyngeal gavage daily (M–F) in 100 μL 
at 30 mg/kg until study day 14. Day 0 marked the day of tumor 
implantation, where 5 × 105 4T1 cells were injected into the inguinal 
mammary fat pad of BALBc mice (in 50 μL volume). Tumors were 
measured every 2 to 3 days. On day 14, tumors were harvested for 
scRNA-seq.

Tumors from mice were harvested and broken down into smaller 
fragments. Then, each sample was digested with reagents from the 
Mouse Tumor Dissociation Kit (Miltenyi, cat. # 130-096-730) accord-
ing to the manufacturer’s instructions using gentleMACS Octo  
Dissociator from Miltenyi, and cell suspensions were passed 
through a 70-μm filter twice before staining. Single tumor cells 
were washed with ice-cold PBS containing 2% FBS and stained with 
CD45.2-APC/Cy7 antibody (BioLegend, cat. #109823) at 4°C for 
45 minutes. All cells were then washed and resuspended in ice-cold 
PBS with 2% FBS. Live CD45.2-positive cells were sorted with BD 
Aria after staining. Each tumor from the same group was processed 
individually and mixed according to the same cell number. After 
cell collection, immune cells were resuspended at 1 × 106 cells/mL 
in PBS with 0.04% BSA (Thermo Fisher Scientific, cat. #AM2616). 
Single-cell suspensions of all samples were then barcoded with a 
10X Chromium Controller (10X Genomics). RNA from the bar-
coded cells for each sample was subsequently reverse-transcribed, 
and sequencing libraries were constructed with reagents from a 
Chromium Single-Cell 30 v2 reagent kit (10X Genomics, cat. #PN-
120267) according to the manufacturer’s instructions. Sequencing 
was performed with Illumina HiSeq according to the manufac-
turer’s instructions (Illumina).

B16F10 Mouse Model. Experiments were performed in 20 female 
C57BL/6 mice weighing approximately 18 to 20 g. B16F10 cells 
(0.1  million) were suspended in 50 μL of serum-free medium and 
mixed at a 1:1 ratio with Matrigel before implanting subcutane-
ously into the right flank of mice using a 1-mL BD syringe attached 
to a 24-gauge needle. When the average tumor volume reached 
around 57 mm³, animals were dosed after randomization into 
different treatment groups keeping tumor volume and number of 
animals so that the average tumor volume of each group remained 
the same across the groups. Compound 39 (30 mg/kg; n  =  10) 
and vehicle (n  =  10) were performed by mouth once a day. Body 
weights were recorded on day 0 (animal randomization) and thrice 

weekly thereafter until study termination. Changes in percent 
body weight (% BW Change) were calculated according to: % BW 
change  =  (BWFinal – BWInitial)/(BWInitial)  ×  100. Growth of 
B16F10 allografts was recorded on days 1, 4, 6, 8, 11, and 13. The 
length and width of tumors were measured by caliper on the day of 
animal randomization based on tumor volume (day 1) and thrice 
weekly thereafter until study termination. Tumor dimensions were 
measured on day 0 (animal randomization based on tumor vol-
ume) and thrice weekly thereafter until study termination. Tumor 
volumes were calculated using the formula b2  ×  l  ×  0.52, where 
l = length, b = breadth.

CT26 Mouse Model. We transplanted 2.5  ×  105 CT26 cells 
subcutaneously into the left and right flanks of 6- to 8-week-old 
female Balb/c mice (Charles River Laboratory). When the tumors 
became palpable (day 7 after transplantation), we began treatment 
with control IgG (clone 2A3) or anti–PD-1 (clone 1A12) by intra-
peritoneal injection (200 μg per mouse in 200 μL HBSS buffer) 
every 3 days for a total of 5 times. We identified “responder” or 
“nonresponder” tumors in the anti–PD-1 cohort based on their 
size at the end of treatment. The top 25% were classified as nonre-
sponders, and the bottom 25% were classified as responders. Three 
days after the last treatment, we harvested tumors for RNA-seq. 
RNA extraction was performed using the AllPrep DNA/RNA Mini 
Kit (Qiagen, #80204) following the manufacturer’s protocol. Total 
RNA was submitted to Novogene Inc. for sequencing. A standard 
mRNA library preparation kit was used for library preparation. 
Paired-end 150 bp sequencing was done on an Illumina HiSeq 
2500. Sequencing reads were mapped to the mm10 genome by 
RSEM. Statistics for differentially expressed genes (DEG) were 
calculated by DESeq2.

Calculation of Regulatory Potential Using Epigenetic Data
We adopt the definition of regulation potential from MARGE (120). 

MARGE defines regulatory potential (RP) of a ChIP-seq sample i  of 
a TFCR at a gene j as the sum of ChIP-seq signals weighted by 
genomic distance from the gene transcription start site (tss j), that is, 
R w Cij k L L k ikj j� � � � �[ / , / ]tss tss2 2 . Cik is signal of ChIP-seq sample i at genomic 

position k, which is weighted by w
k L

k
j

�
� �� �

2
1 2exp tss�| |/

 and 

aggregated within the window of genomic region L = 200 kb around 

tss j . μ is the decay rate of weights, which is set to −ln10/3. Analogous 
to RP for ChIP-seq data, RP can also be estimated for (both bulk and 
single-cell) chromatin accessibility data.

Description of BipotentR
The BipotentR integrative framework is composed of a regulation 

module and an immune module.

Regulation Module. The regulation module identifies the regula-
tor of an input pathway. Here we describe bipotent identification for 
energy metabolism as input. To identify putative energy metabolic 
regulators, we selected four major energy metabolic pathways from 
the Kyoto Encyclopedia of Genes and Genomes (KEGG) database as 
input: FA metabolism, glycolysis, OXPHOS, and TCA. The regulation 
module of BipotentR leveraged the Cistrome Data Browser (Cistrome 
DB) dataset (33), which comprises human and mouse ChIP-seq, 
DNase I hypersensitive sites sequencing, and ATAC-seq chromatin 
profiling assays. Low-quality samples were filtered out, adopting our 
previously reported strategy (33), resulting in 21,046 ChIP-seq of 672 
TFCRs. Then, putative regulators of each of the four energy metabo-
lism pathways were analyzed separately as follows.

For an input pathway p and given m ChIP-seq samples of a TCFR 
T, we infer the potential of T  to bind to genes j in p using the logistic 
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generalized linear mixed model (LMM). For generalized LMM formu-
lation, we extend the notation of Zhang (121):

Y R Zp � � �� �h � �� 

The matrix containing RPs of N protein-coding genes in m  
ChIP-seq samples was flattened to generate the vector R of size Nm. 
Yp (size Nm) is an incidence vector that relates genes in R to pathway 
p, that is, it contains indicator variables that equal 1 for genes in the 
target pathway p and 0 otherwise. The number of pathway and non-
pathway genes, respectively, is 32 and 25,573 for TCA, 135 and 25,470 
for OXPHOS, 42 and 25,563 for FA metabolism, 62 and 25,543 for 
glycolysis (Supplementary Fig. S18D). β  is unknown fixed effect, γγ  is 
a vector of size m for unknown random sample–specific confound-
ing effects having distribution �� �� ( , )0 2I�a , and Z  (size n × t) is an 
incidence matrix of 1s and 0s relating genes in R to samples.  is a 
residual effect vector having distribution   �� ( , ).0 I�b

2  I is the iden-

tity matrix, h is an inverse logistic link function (i.e., h x
e x

( )�
� �

1
1

),  

and σ a
2  and σ b

2  are unknown variances.
Parameters of the model were estimated by maximizing the log-

likelihood L(β, �� ,� a
2, σ a

2|Yp ). To calculate P value, we test the null 
hypothesis β = 0 using t test assuming the t-distribution with degrees 
of freedom calculated through Satterthwaite’s approximation method 
(122). Parameters were estimated using lmer (123) and lmerTest (122). 
The P value from the coefficient of β  was used as the significance of 
binding potential for the TFCR T. P values were adjusted for multiple 
hypotheses for a total number of TFCRs tested using the Benjamini–
Hochberg correction (124). We denote this final adjusted P value 
(Pregulation). We also show Pregulation  is robust to class imbalance by bench-
marking against Firth’s regression, which is an approach developed to 
mitigate class imbalance (See Supplementary Note 7).

For the TFCR T , we estimated the effect size of its binding poten-
tial to a pathway as the predictive power of TFCR RP to discriminate 
genes in the pathway pfrom other genes. We estimate a single bind-
ing potential of TFCR T  that combines all its ChIP-seq samples. 
In particular, for each ith TFCR ChIP-seq sample, we first calculate 
area under curve AUCi and its confidence interval CIi  for predictor 
Y Rp i

 (using “pROC” (125)). Then AUCi  estimates from all ChIP-
seq samples of same TFCR T are combined as: AUC =∑i iAUC n/  and 

CI CI mi i
 � � �� ( ) /2 , where m is the number of ChIP-seq of the TFCR. 

The final binding potential (BTp) of T for pathway p was defined as 

AUC and at 95% of CI .
To integrate potential of energy metabolism pathways, we calcu-

late the binding potential (BT p) and their significance for each of the 
four metabolic pathways p separately. Then we combined the BTp of 
four pathways by taking their average to get the final binding poten-
tial of energy metabolism as: BT  = � � �p energy metabolism TB p / 4 To obtain 
significance of energy metabolism binding potential (Pregulation), we 
combined the P values of each of the four pathways (Supplementary 
Fig. S18E) by using Fisher methods (R package “MetaRNaseq”).

Immune Module. The immune pipeline is divided into bulk-level 
identification and single cell–level identification.

Identification of immunomodulatory TFCRs using bulk tumor 
transcriptome: Signatures of immune response were collected from 
Thorsson and colleagues (39), which included biomarkers such as muta-
tion burden, immune infiltration, IFNγ response. Normal samples were 
excluded, and missing values were imputed (using missMDA; ref. 126). 
BipotentR first controls for cancer type–specific effects by regressing out 
cancer type–specific effects from immune signatures (using R package 
“remef”) and then derives their independent principal components to 
control confounding effect of cross-correlation between signatures and 
cancer type–specific effects. Because the resulting first principal compo-
nent (PC1) in an unbiased manner gave high weights to proinflamma-

tory signatures (Supplementary Fig. S1B), it was used to estimate TFCR 
association with proinflammatory signatures as follows.

For given expression E of any TFCR T in TCGA samples 
(n  =  10,000), its association with PC1 (P) was performed using a 
LMM while controlling for confounding effects of cancer type–
specific transcription. Expression was quantified using transcript per 
million from TCGA bulk RNA-seq (obtained from Xena browser; 
http://xena.ucsc.edu/public/). We use LMM formulation similar to 
LMM used in the regulation module:

E P Z� � �� �� 

where E  is a vector of size n (number of samples) containing log-
transformed expression of the TFCR T; P  is the vector (size n) of a 
PC1 in TCGA samples; β is unknown fixed effect representing the 
association of PC1 with E; and γγ  is a vector of size t (number of cancer 
types, t = 32) for unknown random cancer type–specific transcription 
effects having distribution �� �� ( , )0 2I�a . Z (size n × t) is an incidence 
matrix of 1s and 0s relating samples to cancer types.  is a residual 
effect vector having distribution    �� ( , ).0 2I�b  I  is the identity 
matrix, and σ a

2 and σ b
2 are unknown variances.

Similar to the regulation module, parameters and their confidence 
interval were estimated by maximizing the log-likelihood L(β, �� ,� a

2,  
σ b

2|E). A 95% confidence interval of β  was assumed at 1.96 stand-
ard deviation. P-value testing of the null hypothesis β   =  0 was 
done using t test (122), and P value (PbulkRNA) was adjusted for 
multiple hypotheses (number of TFCR tested) using the Benjamini–
Hochberg correction (124). Immunomodulatory potential β̂bulkRNA of 
the TFCR was defined β  at 95% confidence. TFCRs with the signifi-
cant (adjusted P < 0.05) positive (negative) potential were predicted as 
putative immune-stimulatory (immune-suppressive) TFCRs.

Identification of TFCRs preferentially active in cancer cells 
using single-cell data: To identify TFCRs that are differentially 
active in cancer cells relative to CD8 T cells, we collected scRNA 
from five cancer cohorts (GSE103322, GSE72056, EMTAB6149, 
GSE117570, and GSE127465). Data preprocessing and cell anno-
tation of each cohort were done by MAESTRO (127). A challenge 
with read counts of TFCRs in single-cell experiments is that they are 
prone to high dropout rates, especially due to their low basal expres-
sion in cells. Therefore, their read counts are an unreliable measure 
of their activity. To mitigate this effect, we impute activity TCFRs. 

In particular, for a TFCR T we define its activity ATc of a cell c as: 

A E NTc j jc�� / , where E jc is the normalized cell expression (TPM) 

of jth gene targets of T. Here, we used the top 15% direct targets of T 
from Cistrome Cancer (128). Next, we determine if the TFCR T is dif-
ferentially active in cancer cells relative to CD8− T cells. We perform 
differential activity analysis across scRNA cohorts while accounting 
for patient-specific differences in the cohorts by adopting an LMM-
based strategy from (129) as:

A X ZT � � ��� �� 

where AT  is a vector of size n (total number of cancer and CD8− T 
cells in five scRNA cohorts) containing cell activity of the TFCR 
T; X  is an incidence vector that relates cells to their annotation of 
cancer or CD8− T cells (cancer cells were coded as 1, CD8 T cells as 
0); ββ  is unknown fixed effect representing a differential expression 
of T in cancer cells relative to CD8− T cells; and γγ  is a vector of size 
P ( total number of patients in five scRNA cohorts) for unknown 
random patient-specific confounding effects having distribution 
�� ��~ ( , )0 2I�a , Z  (size n × P) is an incidence matrix of 1s and 0s 
relating cells in X  to patients.  is a residual effect vector having 
distribution  �� ( , ).0 2I� b  I  is the identity matrix, and σ a

2  and σ a
2  

are unknown variances.

http://xena.ucsc.edu/public/
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Parameters and their confidence interval and P values were esti-
mated using a similar procedure used for bulk RNA-seq pipeline. P 
values (PscRNA) were adjusted for the number of TFCR tested using the 
Benjamini–Hochberg correction (124).

Integration of bulk and single-cell estimates: We define inte-
grated immune-modulatory potential as ˆ ( ˆ ˆ ) /� � �immune bulkRNA scRNA� � 2,  
and P value as Pimmune Fisher method= ( , )P PscRNA bulkRNA  (Supplemen-
tary Fig.  S18F; ref.  130). Note, Pimmune does not need correction for 
the number of TFCRs analyzed because PbulkRNA and PscRNA  had been 
corrected for multiple hypotheses.

Model Integration. TFCRs were selected as immune–metabolic 
TFCRs if their Pregulation <0 05. , BT  >  85% quantile of all BT  and 
Pimmune <0 05. , β̂immune > 85% quantile < 15% quantile of all β̂immune. A 

more conservative threshold set at 95% (and 5%) failed to identify any 
TFCR. The procedure identified 38 metabolic TFCRs.

Validation of BipotentR Predictions
Validation of 38 Immune–Metabolic TFCRs Identified by BipotentR.

Validation of metabolic roles: TFCRs’ metabolic roles were 
studied using transcriptomic changes induced by their knockdown/
knockout. Transcriptomic changes for 38 TFCRs were obtained 
from Feng and colleagues (54), comprising 570 experiments. Each 
experiment measures transcriptomes in cell lines with and without 
TFCR inhibition and then quantifies levels of induced transcrip-
tome changes by the TFCR inhibition using differential expression 
between inhibition and control conditions. We investigated the sup-
pression of genes in immune–metabolic pathways by testing two 
hypotheses. The first hypothesis tested whether BipotentR-identified 
TFCRs knockdowns/knockouts suppress the expression of energy 
metabolism genes (relative to other genes). Specifically, we tested 
whether expression fold changes induced by inhibiting identified 
TFCRs were significantly lower for energy metabolism genes than 
those in other genes using the Wilcoxon rank-sum test. The second 
hypothesis tested whether BipotentR-identified TFCRs preferentially 
regulate energy metabolism genes as compared with other TFCRs. 
Specifically, for energy metabolism genes, fold changes induced in 
their expression by inhibiting BipotentR-identified TFCRs were com-
pared with those induced by other TFCRs.

Validation of immune roles: Regulation of immune response 
by BipotentR-identified TFCRs was studied by examining how their 
knockout in cancer cells affected killing by T cells. A CRISPR screen 
was obtained from ref. 55, in which cancer cells (B16F10) induced 
with gRNAs were cocultured with (Pmel) T cells in the presence 
of IFNγ. Increase (or decrease) in T cell–mediated killing by a gene 
knockout was estimated by fold changes of depletion (or enrich-
ment) of its guides (comparing with and without T-cell coculture), 
calculated using MAGeCK (131). For BipotentR-identified immuno-
suppressive TFCRs, we tested whether fold changes of their guides 
were significantly lower than those of other genes using the Wilcoxon 
rank-sum test. Similarly, for BipotentR-identified immunostimula-
tory TFCRs, we tested whether fold changes were significantly greater 
than those of other genes.

Validation of Metabolic TFCRs Using scATAC-seq Data. TFCRs that 
were differentially active in cancer cells were evaluated for target acces-
sibility in cancer cells versus CD8 T cells. Target accessibility in a cell 
was determined using an scATAC-seq dataset of skin cancer (46). The 
scATAC-seq was processed by our MAESTRO pipeline (127). Around 
200,000 single cells from patients with basal cell carcinoma passed 
the default filtering criteria of MAESTRO, and the RPs of each cell at 
each gene were calculated. Then, given T, and the set of targets of the T 
from Cistrome Cancer (128), we define the target accessibility of T as:   
W R NTc j cj�� / , where Rcj is the RP of jth gene targets of T (top 

15% targets of T from Cistrome Cancer), and N is the total number 
of targets. Differential target accessibility of the TFCR ( )βscATAC  
in cancer cells relative to CD8 T cells was determined using: 
W X ZT � � ��� ��scATAC , where WT  is a target accessibility vector of 
T across cancer and CD8− T cells; X  is an incidence vector that relates 
cells to their annotation of cancer or CD8− T cells; and γγ  and Z  
are defined similar to single-cell module of BipotentR. βscATAC is an 
unknown fixed effect representing differential accessibility. βscATAC (at 
95% confidence interval) were compared with βscRNA for each TFCR.

Assessment of the Robustness of the Bulk RNA-seq Immune Pipeline 
Using Cross-Validation. TCGA cancer types were randomly divided into 
two equal (nonoverlapping) subsets, TCGA samples were split into two 
groups based on their cancer-type assignment to the subsets, and the 
immune pipeline was applied separately to each group. The immune RP 
estimates were compared using Pearson correlation in the two groups.

Differential Expression Analysis
An ER− breast cancer cell line, SKBR3, was treated with ESRRA 

inhibitor compound 39 at two concentrations (1 and 5 μmol/L), 
and the vehicle-only treatment was used as a control. Three repli-
cates were collected for each treatment and control, and RNA-seq 
was performed 24, 48, and 72 hours after treatment. DEGs at each 
time point were also identified by analyzing the corresponding 
time point sample using DESeq2 (132). In the analysis, differen-
tial effects of drug concentration were also controlled by defining 
a model matrix = treatment + concentration. The significance of 
DEGs was estimated using a likelihood ratio test between the above 
model with the NULL model (i.e., model matrix = concentration).  
The DEGs were selected with Benjamini–Hochberg adjusted P < 0.05 
and absolute log2 fold change (logFC)  >0.5. Because the largest 
transcriptome changes were observed at 72 hours, it was chosen to 
identify the ESRRA activity signature.

DEGs across all time points were also identified in an analogous 
manner by defining a model matrix = treatment + concentration + 
time point and the NULL model matrix = concentration + time point.

Comparison of ESRRAi by Drug or siRNA in Terms of  
Off-Target Effects

The comparison of inhibition approaches was done through the 
following two methods:

Cistrome DB. Downregulated gene sets from the two inhibition 
approaches were compared for ESRRA potential to regulate these gene sets 
using ESRRA ChIP-seq data from Cistrome DB. Genome-wide ESRRA 
RP (defined as the sum of ChIP-seq peaks weighted by genomic distance 
to the target gene transcription start site) was downloaded from Cistrome 
DB (34). RP values of downregulated genes were compared between two 
inhibition approaches as well as with background genes (using one-sided  
Wilcoxon test).

LISA. Putative regulators of the DEGs upon two inhibition 
approaches were identified unbiasedly using LISA (13). LISA is a 
tool to identify transcription factors that underlie a query gene set. 
Predicted regulators by LISA were then compared between the two 
inhibition approaches.

Estimation of ESRRA Activity
To estimate ESRRA activity in cell lines, bulk tumors, or single-

cell datasets, we adopted a strategy from ref. 97. ESRRA activity in 
a sample from a dataset was estimated from the sample transcrip-
tome using the ESRRA activity signature. The expression of each 
gene was first normalized by dividing its average across all samples 
in the dataset. Then, ESRRA activity of a sample was estimated as 
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the correlation of ESRRA signature genes between their normalized 
sample expression and their differential expression by ESRRA inhibi-
tion, that is,

ESRRA activity = correlation (normalized expression, differential expression)

where differential expression  =  −log10(Padj)  ×  sign(fold change) 
was used.

Pathway Enrichment in Samples with Low  
ESRRA Activities

Pathway enrichment was conducted by comparing the top 10% 
with the bottom 10% samples based on ESRRA activity.

Association of Expression of Antigen Presentation Genes 
and ESRRA Activity

The association of ESRRA activity with antigen presentation gene 
expression in CCLE and TCGA datasets was evaluated using the 
Spearman correlation. The association was estimated in each cancer 
type separately. In TCGA, cancer types with sample sizes > 150 were 
considered for the analysis.

Analysis of Immune-Related CRISPR Screens
We collected 18 published immune-related CRISPR screens, includ-

ing 6 MHC-I screens from refs. 63–66 and 8 T-cell coculture screens 
from refs. 55 and 68–71. In MHC-I screens, to identify genes that 
regulate MHC-I expression, cancer cells transduced with genome-
wide single-guide RNA (sgRNA) had been sorted and classified into 
MHC-I–high or –low groups based on MHC-I protein expression. The 
logFC of depletion of each guide (comparing the sorted MHC-I pop-
ulation vs. the unsorted population) were calculated using MAGeCK 
(131). Then, we estimated knockout’s significance and effect size 
of each gene in increasing MHC-I expression using CRISPhieRmix 
(133). CRISPhieRmix compares the logFC of all gene guides with 
the background and uses a hierarchical mixture model of CRISPR 
screens that leverage two group models to compute P value and were 
corrected for multiple hypothesis testing (133).

In coculture screens, cancer cells transduced with genome-wide 
sgRNA were subjected to T cell–mediated killing. LogFC was esti-
mated for both for each guide by comparing experiments with 
and without coculture using MAGeCK. LogFC and significance 
were inferred for each gene from its guides’ LogFC using a similar 
approach used for MHC-I screen analyses described above.

Analysis of Immune Infiltration in Tumors
Abundances of immune cells in all TCGA samples were esti-

mated using CIBERSORT (134), which estimates the abundance of 
22 immune cells in bulk RNA-seq using default settings. Myeloid-
derived suppressor cell abundance and the M2 polarization score 
(M2/M1 ratio) were estimated in a TCGA sample from its expression 
using the approach used previously (97).

For each immune infiltration estimate, its association with 
ESRRA activity was determined in each cancer type separately by 
two alternative methods: (i) Wilcoxon test comparing estimates 
between high and low ESRRA activity groups divided based on the 
median ESRRA activity, and (ii) Spearman correlations between the 
estimated infiltration and ESRRA activity (displayed using the R 
package “corrplot”).

Immune Feature Associations with ESRRA Activity
Cytokine–cytokine interaction pathway and antigen presentation 

pathway were collected from the KEGG database (135). The expres-
sion level of each pathway is estimated by the single-sample gene 

set enrichment analysis (GSEA; ref.  136) in each dataset using the 
“GSVA” R package (137). Spearman correlations were calculated 
between ESRRA activities and these immune features across all 
patients from TCGA and PRECOG (138) databases.

Bladder Cancer Cohort Analysis
The RNA-seq data and clinical annotation were collected from the 

bladder cancer patient cohort (139). Patients were clustered using 
cytokine expressions (genes in KEGG_CYTOKINE_CYTOKINE_
INTERACTIONS pathway) by uniform manifold approximation 
and projection (UMAP) dimension reduction using “uwot” with 
parameters n_neighbors = 40; learning_rate = 0.1; min_dist = 0.001; 
number of PC  =  10. The clustering resulted in two clusters. DEGs 
between two clusters were identified by the R package “Seurat.” 
Finally, ESRRA activities were compared among UMAP clusters, 
immune phenotypes, and Lund2 classification of bladder cancer 
(140). The significance of comparisons was determined using the 
Wilcoxon test for pairwise comparison and the Kruskal–Wallis test 
for group-wise comparison.

Analysis of the CT26 Mouse Model
Genes significantly suppressed by ESRRA drug inhibition were 

defined as ESRRA-regulated genes. Enrichment analysis of ESRRA-
regulated genes was conducted using GSEA (141), which calculates P 
values using a permutation test (100 permutations) across all KEGG 
pathways and adjusts multiple testing using the Benjamini–Hochberg 
correction. The immune cell-type abundance of mice was estimated 
using CIBERSORT, based on the mouse immune cell signature from 
ImmuCC (142). The Spearman correlations of ESRRA activity with 
immune cell infiltration were calculated across all mice.

Single-Cell Analysis of Public Datasets
Single-cell cancer cohorts were compiled from the Tumor Immune 

Single-Cell Hub (TISCH) database (74). TISCH consists of single-
cell transcriptomic profiles of nearly 2 million cells from 76 cohorts 
across 27 cancer types. The data from all cohorts were processed 
using our standardized MAESTRO workflow (127), which included 
quality control, batch effect removal, clustering, and cell-type anno-
tation. Thirty cohorts that contained annotated cancer cells, mac-
rophages, T and B cells, as well as transcriptomes from at least 1,500 
single cells were further selected for the analysis. scATAC-seq data 
were downloaded from ref. 78 and were processed using a standard-
ized pipeline that uses the RP to quantify chromatin accessibility of 
a genomic region (127).

The calculation of ESRRA activity for each cell was similar to the 
activity calculation for a bulk RNA-seq sample. The score was defined 
as the Spearman correlation between the normalized expression and 
differential expression (by ESSRAi). DEGs between clusters were 
found by FindMarkers with default parameters. Pathway enrich-
ment was conducted using ClusterProfiler (143). KEGG terms with 
adjusted P < 0.05 were selected as significant.

scRNA-seq Analysis of the 4T1 Mouse Model
Alignment, filtering, and counting were done using Cell Ranger with 

the human reference GRCh38. The filtered gene expression matrix 
was further analyzed in R using the standard workflow of Seurat v.3.0. 
Briefly, after removing low-quality cells (<200 or >2,500 genes, or >5% 
genes from the mitochondrial genome), normalization, principal com-
ponent analysis of highly variable genes, and clustering were performed 
using default Seurat parameters (144). Marker genes were identified for 
each cluster using differential expression analysis. Matching identified 
markers of each cluster with known canonical markers (145), each 
cluster was assigned putative cell types: CD4+ T cells (Cd3e, Cd4), mono-
cytes/macrophages (Fcgr2b, C1qa, Mmp12, and Thbs1), B cells (Ms4a1, 
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and Iglv3), CD8+ T cells (Cd8a, Cd3e, Cd3g, and Gzmb), Tregs (Cd4, Ctla4, 
and Foxp3), natural killer (NK) cells (Ncr1, Nkg7, and Klri2), and neutro-
phils (Cd15, Cd16, Mmp9, and Csf3r). This annotation was also further 
tested using SingleR (146) and SciBet (147).

Analysis of Macrophage Polarization
Adopting the strategy of scoring a gene set at a single-cell level (42), 

the average expression of M1 and M2 marker gene sets (61) was used 
to evaluate macrophage polarization (Supplementary Fig. S19). This 
was done using the “AddModuleScore” function in Seurat.

Estimating Significance of Differential Expression of a 
Gene Set

To calculate the significance of differential expression of any 
given gene set M of size N, empirical distribution was determined. 
Specifically, differential expression DM of the set M was calculated 
as the average of the differential expression of genes of the set M, 
where the differential expression of each gene was quantified as: 
sign logFoldChange * log value( ) ( ( ))− P , which accounts for both fold 
change and P value of the differential expression. Then, a random 
gene set R of size N was sampled, and DR (i.e., average differential 
expression of genes in the set R) was calculated. Repeating this pro-
cedure 1E7 times, we constructed the empirical distribution of DM.  
P value of the significance of upregulation of M was calculated as 

D D

E
MR R� �

1 7
, and significance of downregulation of M was calcu-

lated as 
D D

E
M RR� �

1 7
.

We compared cells of lymphoid lineage (i.e., CD4+ T, CD8+ T, B, 
and NK cells) between ESRRAi treatment and control (vehicle). The 
significance of the differential expression of a marker set is deter-
mined by the empirical distribution procedure described above.

Identification and Validation of Candidate Bipotent 
Regulators of Angiogenesis and Evasion of Growth 
Suppressors

To identify bipotent regulators that simultaneously modulate 
angiogenesis and tumor immunity, a gene set of angiogenesis (148) 
was given as input to BipotentR. This identified 14 bipotent regula-
tors. Bipotent regulators of growth suppressor evasion were also 
identified analogously. Validation of these candidate regulators 
was done similarly as was done for immune–metabolic bipotent 
regulators (see “Validation of metabolic roles” and “Validation of 
immune roles”).

Prediction of Melanoma Response to Anti–PD-1 Using 
Tumor Activity of Bipotent Targets

Following an input set of bipotent targets, we followed BTAS 
and deepBTAS procedures described below to estimate bipotent 
target activity in tumors. We applied the procedure separately for 
(i) immune-metabolism bipotent targets and (ii) a set of bipotent 
targets of angiogenesis and growth suppressor evasion.

ICB Data and Preprocessing. We focused on melanoma cohorts 
with tumor RNA-seq from patients receiving anti–PD-1 alone or in 
combination with anti-CTLA4. The RNA-seq and outcomes (OS, 
PFS, and RECIST) response were obtained from cohorts (84–88). 
We considered anti–PD-1 alone and anti–PD-1  +  anti-CTLA4 as 
separate cohorts. Patient cohorts with fewer than 10 samples with 
RNA-seq and outcome were excluded. This resulted in samples from 
296 patients (182 anti–PD-1 and 114 anti–PD-1 + anti-CTLA4) with 
RNA-seq and outcome information. Gene expression was quantile-
normalized to normal distribution across all samples in cohorts.

BTAS Details. To learn a risk score combining tumor activity of 
bipotent targets through a Cox proportional hazards model (using 
notation from ref. 100)

� �j jt t� �� � �0 expW XT

Here, λ j t( | )X  and λ0 j t( ) are hazard and baseline-hazard func-
tions of jth strata (e.g., cohort or different outcomes within a 
cohort). X  is the activity (normalized expression) of bipotent tar-
gets (vector of size: number of bipotent targets) in the tumor of a 
patient, W  is the weights to be estimated, and our BTAS is risk score 

r(t) = expW XT �
�

�
��

�

�
��log

( )

( )

�
�

j

j

t

t0
 which is effect of bipotent target activity 

on baseline hazard of the patient, which we defined as our BTAS.

deepBTAS Architecture. We used a feedforward full network to 
model Wfeedforward. Specifically, three stacked fully connected layers 
Fc1, Fc2, and Fc3, parameterized by Y1 ∈ ℝn ×  8, b1 ∈ ℝ8, and Y2 ∈ 
ℝ8× 4, b2 ∈ ℝ4 , and Y3 ∈ ℝ4× 1, b3 ∈ ℝ1, each followed by rectified linear 
unit (ReLU) activation and batch normalization (BN), allowed us to 
model hazard function that aligns with outcomes. n is the number 
of inputs.

log feedforwardr t W X X b b b� �� � � � � � �( ) ( ( ( ( ) )Y T Y T Y3 2 1 1 2 3

where T(x) = BN(ReLU(x)).

Training Procedure. We learned the weights W  for both BTAS and 
deepBTAS using expression, OS, and PFS from TCGA melanoma 
samples (N  =  465). Normal samples were removed from TCGA 
samples. To leverage both OS and PFS during the training, we used 
those two different outcomes as two different strata in our training 
and validation procedure. W  were estimated by minimization of the 
Cox partial likelihoods. Partial likelihoods for linear and feedfor-
ward weights were adopted from Katzman and colleagues (100) as: 

L Wstrata

T
i

T
T

j
i

( )
( )

( )
:

( )
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exp

exp
1

W X
W X

. Here, Tii, Ei, and Xi are the 

event time, event indicator, and bipotent target expression vector 
data for the ith patient. R( )Ti  is a set of the patient risk at time Ti. 
Likelihoods were estimated separately for PFS and OS as strata, and 
the final likelihood was defined L W L W L W( ) ( ) ( )= os PFS* .

For learning, linear weights were estimated by minimizing L W( )
using the R package “survival coxph.” For feedforward Wfeedforward, we 
divided TCGA melanoma samples (N = 465) into 85% training and the 
rest 15% validation. We minimized the likelihood to update the model 
parameters using the Adam optimizer a learning rate of 1 × E−3. To 
avoid overfitting, we used dropout with P  =  0.4 after every hidden 
layer, and early stopping that was triggered when the likelihood is not 
decreased for 20 consecutive epochs, and selected the model with the 
highest validation likelihood (Supplementary Fig. S10K).

ICB Evaluation. The activity (normalized expression) of bipo-
tent targets in ICB cohorts was used as input X  to get BTAS and 
deepBTAS scores from the learned models described above. Note, 
the parameters of models were not updated using data from the ICB 
cohort. The BTAS and deepBTAS scores were individually used for 
patient stratification and response prediction. For patient stratifi-
cation, patients were divided into either two (using median score) 
or four equal groups (in  <25, 25–50, 50–75, and  >75 percentiles). 
Kaplan–Meier plots were plotted using the stratifications, and the 
significance of survival difference was estimated using the log-rank 
test. For response prediction, we calculate accuracy (AUC) for clas-
sifying radiologic-based (partial/complete) responders and nonre-
sponders (stable/progressive disease).
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Evaluation of Bulk RNA and scRNA Submodule 
Contributions to BipotentR

BipotentR without the scRNA Submodule. We assessed how 
BipotentR would have performed without the scRNA submodule. 
TFCRs were selected that passed the filter Pregulation < 0 05. , BT  > 85% 
quantile of all BT  and PbulkRNA <0 05. , and β̂bulkRNA 85% quantile < 15% 
quantile of all β̂bulkRNA. Among the selected, 38 TFCRs with the largest 
score = Norm Norm( )BT +  (β̂bulkRNA) were selected for comparison with 

BipotentR-predicted regulators. Here Norm
min

( )
min( )

max( ) ( )
x

x x
x x

�
�

�
. 

The 38 predicted TFCRs were evaluated in a similar manner as was 
done for BipotentR-predicted regulators in the sections “Validation 
of immune roles” and “Prediction of melanoma response to anti–
PD-1 using tumor activity of bipotent targets.”

BipotentR without the Bulk RNA Submodule. We assessed how 
BipotentR would have performed without the bulk RNA submodule. 
TFCRs were selected that passed the filter Pregulation <0 05. , BT > 85% 
quantile of all BT  and PscRNA <0 05. , and β̂scRNA 85% quantile < 15% 
quantile of all β̂scRNA. Among the selected, 38 TFCRs with the largest 

score =  Norm Norm( )BT +  (β̂scRNA) were selected for comparison with 

BipotentR-predicted regulators. Here Norm
min

( )
min( )

max( ) ( )
x

x x
x x

�
�

�
. 

The 38 predicted TFCRs were evaluated in a similar manner as was 
done for BipotentR-predicted regulators in sections “Validation of 
immune roles” and “Prediction of melanoma response to anti–PD-1 
using tumor activity of bipotent targets.”

Benchmarking BipotentR against LISA
Using (union of) genes set within the four energy metabolism 

pathways as input to LISA, we obtained LISA-predicted TFCRs. 
The top 38 LISA-predicted TFCRs were then evaluated against 
BipotentR-predicted TFCRs (n = 38). For evaluating these two TFCR 
sets, we compared how strongly their knockout suppressed energy 
metabolism genes. The suppression of energy metabolism for a 
given TFCR knockout was evaluated using the KnockTF database 
(54) similar to the procedure described in section “Validation of 
metabolic roles.”

Evaluating Improvement of Predictive Power of Current ICB 
Biomarkers by BTAS/deepBTAS

Three analyses were done to assess the improvement by BTAS/
deepBTAS on current biomarkers. These analyses were done sepa-
rately for PFS and OS.

BTAS/deepBTAS Association with ICB Survival Outcomes after 
Controlling for ICB Biomarker. The survival association of either 
BTAS or deepBTAS score was determined by controlling for levels 
for each ICB biomarker separately. Levels of a biomarker were con-
trolled through a multivariate Cox proportional hazards model: 
� �( ) ( )exp( )t t a X b Y� �0 . Here, λ( )t  and λ0( )t  are hazard and 
baseline-hazard functions. X  and Y  are the BTAS (or deepBTAS) 
and biomarker levels of a patient tumor, respectively. a and b are the 
coefficients of association. The significance of association (a and b) 
is determined using the Wald test. Because association was estimated 
separately for each biomarker, multiple hypothesis correction is not 
required.

Performance Improvement by the Addition of BTAS/deepBTAS to Bio-
markers. The improvement was quantified as an increase in the likeli-
hood of the Cox model containing BTAS/deepBTAS and biomarker 
(� �( ) ( )exp( )t t a X b Y� �0 ) over the model containing biomarker 
alone (� �( ) ( )exp( ))t t b Y� 0 . The significance of the improvement was 

assessed using the likelihood ratio test with χ2 test with a degree of 
freedom 1, which accounted for increased model complexity.

BTAS/deepBTAS Survival Association Separately on Tumors with High 
and Low Biomarker Levels. For each biomarker, tumors were divided 
into high and low tumor subcohorts (N = 148 each) using the median 
level of the biomarker. In these two subcohorts, Kaplan–Meier analyses 
for association with BTAS/deepBTAS were performed separately.

Statistical Analysis
The tests used for statistical analyses are described in the legends 

of each concerned figure and have been performed using R v3.4. 
For each experimental group, n represents the number of subjects 
within each group. Wilcoxon rank-sum test was used for two-group 
comparison. Correlations were calculated using Spearman correla-
tion analysis. A two-tailed P value < 0.05 was considered statistically 
significant. Symbols for significance: ns, nonsignificant; *,  <0.05, 
**,  <0.01; ***,  <0.001; ****,  <0.0001. P values were adjusted for 
multiple hypotheses using the Benjamini–Hochberg correction (124) 
throughout the article wherever applicable.

Data Availability Statement
BipotentR is available at http://bipotentr.dfci.harvard.edu/.  

The R package “BipotentR” is available at (https://github.com/
vinash85/TRIM). For reproducibility, data and code are shared pub-
licly at the Zenodo repository that is linked to the BipotentR web-
site at http://bipotentr.dfci.harvard.edu/. The website also provides 
access to bulk and single RNA-seq data generated from the current 
study. AI/ML approaches developed from the study are accessible 
using a publicly available Web browser (https://rconnect.dfci.har-
vard.edu/BTAS/) and a stand-alone software tool, which users can 
use to predict patient response to immunotherapy in any input 
melanoma cohort.
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