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ABSTRACT
Objectives  Survival machine learning (ML) has been 
suggested as a useful approach for forecasting future 
events, but a growing concern exists that ML models 
have the potential to cause racial disparities through the 
data used to train them. This study aims to develop race/
ethnicity-specific survival ML models for Hispanic and 
black women diagnosed with breast cancer to examine 
whether race/ethnicity-specific ML models outperform the 
general models trained with all races/ethnicity data.
Methods  We used the data from the US National Cancer 
Institute’s Surveillance, Epidemiology and End Results 
programme registries. We developed the Hispanic-specific 
and black-specific models and compared them with the 
general model using the Cox proportional-hazards model, 
Gradient Boost Tree, survival tree and survival support 
vector machine.
Results  A total of 322 348 female patients who had 
breast cancer diagnoses between 1 January 2000 and 
31 December 2017 were identified. The race/ethnicity-
specific models for Hispanic and black women consistently 
outperformed the general model when predicting the 
outcomes of specific race/ethnicity.
Discussion  Accurately predicting the survival outcome of 
a patient is critical in determining treatment options and 
providing appropriate cancer care. The high-performing 
models developed in this study can contribute to providing 
individualised oncology care and improving the survival 
outcome of black and Hispanic women.
Conclusion  Predicting the individualised survival outcome 
of breast cancer can provide the evidence necessary for 
determining treatment options and high-quality, patient-
centred cancer care delivery for under-represented 
populations. Also, the race/ethnicity-specific ML models 
can mitigate representation bias and contribute to 
addressing health disparities.

INTRODUCTION
Breast cancer is the second-leading cause 
of cancer-related deaths in women in the 
USA, and it affects every ethnic group of 
women in the USA.1 2 However, there are 
racial and ethnic divides in cancer survival. 
Breast cancer is the most prevalent reason 
for cancer-related death in Hispanic women 
in the USA.3 Also, minority women, especially 

black women, have a higher mortality rate 
(26.8 per 100 000 women) even though white 
women (18.8 per 1 00 000 women) have 
higher cancer incidence.2 4 5 These facts indi-
cate that the cancer survival rates need to be 
improved among Hispanic and black women, 
and various features contributing to breast 
cancer mortality should be understood to 
provide tailored intervention for enhanced 
survival.

Unlike traditional survival models that use a 
standard statistical method, survival machine 
learning (ML) has been suggested as a useful 
approach for learning the patterns from high-
dimensional data and complex feature inter-
actions for forecasting future events.6 This 
approach allows healthcare professionals to 
identify patients at high risk or predict those 
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who need increased utilisation of healthcare services to 
proactively support and provide interventions necessary 
for the patients.7 However, a growing concern exists that 
ML models have the potential to cause racial disparities 
through the data used to train them.8 The ML model 
trained with the data representing general population 
would not contain sufficient number of participants 
from the minority population and is biased, resulting in 
inaccurate predictions for the minority group even if the 
overall accuracy is high.9 If the ML models trained with 
data poorly representative of minority groups are used in 
healthcare, they may exacerbate health disparities.10 To 
address such harmful effects, it is recommended to train 
an ML model with data that resemble the population that 
the model is intended to use.11 12 To the best of our knowl-
edge, no study developed race/ethnicity-specific survival 
ML models for Hispanic and black women diagnosed 
with breast cancer.

Therefore, there is a need for race/ethnicity-specific 
survival ML models trained with the underrepresented 
populations to examine the feasibility of race/ethnicity-
specific ML models that may outperform the general 
model trained with all races/ethnicity. Accurate predic-
tion of the individualised outcome will enable tailored 
healthcare delivery and a better outcome for the under-
represented populations. This study aims to develop 
race/ethnicity-specific survival ML models for Hispanic 
and black women diagnosed with breast cancer to 
examine whether race/ethnicity-specific ML models 
outperform the models trained with the general popu-
lation data when predicting the survival of Hispanic and 
black women diagnosed with breast cancer.

METHODS
Data source
We used the data from the US National Cancer Insti-
tute’s population-based Surveillance, Epidemiology and 
End Results (SEER) programme registries. The SEER 
programme currently collects and publishes cancer inci-
dence and survival data in the USA from population-based 
cancer registries in 22 geographical areas, representing 
approximately 48% of the US population.13 The SEER 
data are considered the gold standard for data quality 
among cancer registries in the USA and globally.14 We 
selected adult female patients’ data (18 or older) from 
SEER who had breast cancer diagnoses between 1 January 
2000 and 31 December 2017. Also, we selected California 
as the geographical location for the diverse characteris-
tics of the patient population. The Hispanic population 
included all races, and the black population was non-
Hispanic. Figure 1 shows the flow chart of data collection.

Predictor and outcome variables
The predictor variables included age at cancer diagnosis, 
marital status at diagnosis, first malignant primary tumour 
indicator, the sequence number of tumours, primary site, 
histology, the total number of in situ/malignant tumours, 

SEER summary stage, derived stage, grade, regional 
lymph nodes examined, regional lymph nodes positive, 
oestrogen receptor status, progesterone receptor status, 
chemotherapy, radiation, sequence of radiation and 
surgery performed, reason no cancer-directed surgery 
and sequence of systemic therapy and surgical proce-
dures. Vital status was recorded as alive/dead at the time 
of the cut-off date (31 December 2017). The sequence 
number of tumours describes the sequence of all report-
able tumours that occurred over a patient’s lifetime.

The outcome variable was the survival months of a 
patient.

Data preprocessing and preparation
Before training the survival models, we preprocessed the 
predictor variables to enhance the ML modelling perfor-
mance. Rows containing missing values were dropped. All 
the categorical features were reencoded using a one-hot-
encoding scheme where each new column represented 
a single category. We applied variance filtering (with the 
threshold of 0.01) to drop the features that were near-
constant or had low variance. Thus, a feature containing 
outliers would appear as a low-variance column and be 
filtered out. Once the preprocessing was completed, 
the final dataset was exported into a new flat file for the 
training. To train an ML model for survival analysis, the 
‘survival months’ variable was used as the target for the 
training. ‘Vital status’ was used for the event.

We took several steps for data preparation to develop 
race/ethnicity-specific models for the Hispanic and black 
populations and compare them with the general model 
that included all races/ethnicity. Figure  2 shows the 
process of data preparation for model development.

First, we split the full dataset into a training set (Tall) 
for model development and a test set (Eall) for evalua-
tion with a 7:3 ratio to randomly sample the populations. 
Each set was used to sample the populations for model 

Figure 1  Flow chart of data collection.
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development randomly. The randomly sampled popu-
lation sets maintained the original ratio of each race/
ethnicity in the full dataset. Second, we extracted the 
Hispanic population from the original training set, Tall 
(Th) to train the Hispanic-specific model (Mh). We also 
extracted the Hispanic population from the original test 
set, Eall (Eh) to test the model, Mh. Then, we randomly 
sampled the populations from the original training set 
(Tall) that included all races/ethnicity (Tall,h), to match 
the exact number of samples used for the Hispanic-
specific model training. We also randomly sampled the 
populations from the original test set (Eall) that included 
all races/ethnicity (Eall,h), to match the exact number of 
samples used for the Hispanic-specific model testing. Tall,h 
was used to develop a model Mall,h. Then, the performance 
of the models Mall,h (a) and Mh (b) were compared with 
the same test set, Eh. Third, we repeated the process of 
Hispanic-specific model development for Black-specific 
model development.

We extracted the black population from the original 
training set, Tall (Tb) to train the black-specific model 
(Mb). We also extracted the black population from the 
original test set, Eall (Eb) to test the model, Mb. Then, we 
randomly sampled the populations from the original 
training set (Tall) that included all races/ethnicity (Tall,b), 
to match the exact number of samples used for the black-
specific model training. We also randomly sampled the 
populations from the original test set (Eall) that included 
all races/ethnicity (Eall,b), to match the exact number of 
samples used for the black-specific model testing. Tall,b was 
used to develop a model Mall,b. Then, the performance of 
the models Mall,b (c) and Mb (d) were compared with the 
same test set, Eb.

Race/ethnicity-specific models
For the survival ML modelling, we developed and 
compared four models: Cox proportional-hazards (PH) 
model (CoxPH), Gradient Boost Tree (GBT), survival 

Figure 2  Data preparation for model development. SEER, Surveillance, Epidemiology and End Results.

Table 1  Description of survival machine learning models

Model Description

Cox PH A standard survival model looking at the effects of a patient’s covariates on the risk of death.26 It is a multivariate 
regression model for survival analysis.27

GBT An ensemble learning method that sequentially combines the outputs from individual decision trees, so each 
new tree can predict and correct the errors of the previous tree.28 It uses Gradient-boosted Cox proportional 
hazard loss with regression trees as base learner.29

ST A model that splits the covariate space into smaller nodes containing observations with homogeneous survival 
outcomes.30 It is a tree-based method for censored survival data.31

SSVM An extension of the standard SVM to maximise the concordance index (C-index) and account for complex, non-
linear relationships between features and survival.32 It is an efficient way of training a kernel SVM.33

GBT, Gradient Boost Tree; PH, proportional hazard; SSVM, survival support vector machine; ST, survival tree.
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tree (ST) and survival support cector machine (SSVM). 
The description of each model is shown in table 1.

Each model’s performance was evaluated using the 
C-index. The C-index is a standard way of measuring the 
performance of survival models. It can be viewed as the 
fraction of all pairs of patients predicted to have correct 
orders over the total number of possible evaluation 
pairs.15

For each race/ethnicity, we trained and compared two 
different models based on the two datasets mentioned 
above—one with a specific race/ethnicity and the other 
one with all races/ethnicity. Our hypothesis was that the 
model trained with specific race/ethnicity would outper-
form the general model trained with all races/ethnicity 
when predicting the breast cancer survival of a specific 
race/ethnicity.

RESULTS
Sample characteristics
A total of 322 348 female patients who had breast cancer 
diagnoses between 1 January 2000 and 31 December 
2017 were identified. Among them, the number of 
Hispanic patients was 59 204 (18.4%), and black was 
20 073 (6.2%). Table  2 shows the detailed characteris-
tics of the study sample, Hispanic, black and all races/
ethnicity.

Compared with all races/ethnicity (15.2%) and 
Hispanic (14.9%) populations, more black population 
was dead (24.4%). Hispanic population’s survival months 
(mean: 80.6, median: 67.0) were lower compared with all 
races/ethnicity (90.4, 79.0) and black (82.9, 69.0) popu-
lations. Hispanic population was younger (mean:55.3, 
median 54.0), compared with all races/ethnicity (59.1, 
59.0) and black (57.8, 57.0) populations. Black (36.6%) 
and Hispanic (39.2%) population had higher percentage 
of poorly differentiated grade III cancer, compared with 
all races/ethnic (32.7%) groups. Black population had 
lower percentages of positive oestrogen receptor status 
(65.6%), compared with all races/ethnicity (77.4%) and 
Hispanic (73.5%) populations. Also, black population 
had lower percentages of positive progesterone receptor 
status (52.1%), compared with all races/ethnicity (65.6%) 
and Hispanic (62.3%) populations.

Lower percentages of Hispanic (51.0%) and black 
(50.0%) populations had chemotherapy compared with 
all races/ethnicity (57.4%). Higher percentages of black 
(57.3%) and Hispanic (55.6%) populations had no radi-
ation and/or cancer-directed surgery, compared with all 
races/ethnicity (52.3%). Higher percentages of overall 
(46.4%) and Hispanic (43.4%) populations had radiation 
after surgery than Black (41.5%) populations.

Figure  3 shows the Kaplan-Meier curves of the 
Hispanic, black and all races/ethnic groups. All races/
ethnic groups had the better survival than the Hispanic 
and black groups.

Data preprocessing and preparation
After data preprocessing and cleaning, the final dataset 
for analysis contained 260 variables. Values in ‘Derived 
stages’ variable were grouped into ‘0’, ‘I’, ‘II’, ‘III’, ‘IV’ 
and ‘unknown’. ‘Regional nodes examined’ and ‘Regional 
nodes positive’ were integer variables which contains 
both numeric and encoded values (90+). Numeric values 
were categorised (ie, 0–9, 11–19, …, 40+), while encoded 
values were mapped to ‘oher’.

Model development
We extracted 59 204 Hispanic populations for each 
training set for Hispanic-specific model (Th) and a 
comparison model with all races/ethnicity (Tall,h). Also, 
we extracted 20 073 black populations for each training 
set for black-specific model (Tb) and a comparison model 
with all races/ethnicity (Tall,b). Once data were prepared, 
we applied variance filtering and dropped the features 
that had low variance. After filtering, the number of 
features we had for the Th was 72, and for the Tall,h was 71 
for Hispanic-specific model training, and the number of 
features we had for the Tb and Tall,b was 72 for the black-
specific model training.

During the training, both training sets (race-specific 
and all races/ethnicity) were further split into actual 
training set and validation set during a cross-validation 
phase when parameter tuning was necessary (GBT and 
ST models). We used random search method to find the 
most optimal parameters for each survival analysis model. 
We used 20 iterations and 5-fold cross validation was used 
for all cases for each training. We used scikit-survival 
package (V.0.17.1) for the modelling (CoxPHSurviva-
lAnalysis class for CoxPH, Gradient Boosting Survival 
Analysis class for GBT, SurvivalTree class for ST and Fast-
KernelSurvivalSVM class for SSVM), scikit-learn (V.1.0.2) 
for the feature selection (VarianceThreshold), hyperopt 
(V.0.2.7) for the hyperparameter search, and pandas 
(V.1.4.1) for general data preprocessing and preparation.

Model evaluations
The model evaluation results are shown in table  3 and 
figure  4 where we compared different combinations of 
modelling methods and input training/test sets.

Hispanic-specific model (Mh) and all races/ethnicity 
model (Mall,h) were evaluated using the same the test 
set (Eh). Hispanic-specific model (Mh) outperformed 
all races/ethnicity model (Mall, h) in three out of four 
approaches, which were Cox PH (0.832 vs 0.828), ST 
(0.772 vs 0.763) and SSVM (0.834 vs 0.790). The GBT 
model showed the same c-index score (0.813) for both 
models.

Black-specific model (Mb) and all races/ethnicity 
model (Mall,b) were evaluated using the same the test 
set (Eb). Black-specific model (Mb) outperformed all 
races/ethnicity model (Mall,b) in all four approaches, Cox 
PH (0.823 vs 0.821), GBT (0.808 vs 0.803), ST (0.804 
vs 0.801) and SSVM (0.824 vs 0.786). In both race/
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Table 2  Sample characteristics

Non-Hispanic (NH) white 199 913 (62.0)

Hispanic (all races) 59 204 (18.4)

NH Asian or Pacific Islander 41 811 (13.0)

NH black 20 073 (6.2)

NH American Indian/Alaska Native 1347 (0.4)

Total 322 348

All races/ethnicity
(N=3 22 348)

  �  Hispanic
  �  (N=59 204)

  �  Black
  �  (N=20 073)

Vital status (n, %)  �   �

 � Alive 273 455 (84.8) 50 382 (85.1) 15 175 (75.6)

 � Dead 48 893 (15.2) 8822 (14.9) 4898 (24.4)

Survival months  �   �

 � Min, Max 0.0, 227.0 0.0, 227.0 0.0, 227.0

 � Mean 90.4 80.6 82.9

 � Median 79.0 67.0 69.0

 � SD 60.9 58.7 59.8

Age  �   �

 � Min, Max 19.0, 100.0 19.0, 99.0 19.0, 100.0

 � Mean 59.1 55.3 57.8

 � Median 59.0 54.0 57.0

 � SD 13.0 12.9 13.0

First malignant primary indicator (n, %)  �   �

 � Y 278 117 (86.3) 53 174 (89.8) 17 240 (85.9)

 � N 44 231 (13.7) 6030 (10.2) 2833 (14.1)

Sequence no of tumours (n, %)  �   �

 � One primary only 236 182 (73.3) 46 956 (79.3) 14 650 (73.0)

 � Second of two or more primaries 44 226 (13.7) 6233 (10.5) 2812 (14.0)

 � First of two or more primaries 34 893 (10.8) 5328 (9.0) 2152 (10.7)

 � Third of three or more primaries 6008 (1.9) 603 (1.0) 397 (2.0)

 � Fourth of four or more primaries 878 (0.3) 75 (0.1) 51 (0.3)

 � Other 161 (0.0) 9 (0.0) 11 (0.1)

Histology (n, %)  �   �

 � Ductal and lobular neoplasms 306 634 (95.1) 56 417 (95.3) 18 904 (94.2)

 � Cystic, mucinous and serous neoplasms 5800 (1.8) 1001 (1.7) 411 (2.0)

 � Adenomas and adenocarcinomas 5063 (1.6) 768 (1.3) 294 (1.5)

 � Epithelial neoplasms, NOS 1343 (0.4) 279 (0.5) 139 (0.7)

 � Complex epithelial neoplasms 1311 (0.4) 258 (0.4) 154 (0.8)

 � Adnexal and skin appendage neoplasms 807 (0.3) 136 (0.2) 65 (0.3)

 � Squamous cell neoplasms 573 (0.2) 116 (0.2) 52 (0.3)

 � Fibroepithelial neoplasms 385 (0.1) 141 (0.2) 19 (0.1)

 � Other 432 (0.1) 88 (0.1) 35 (0.2)

Total no of in situ/malignant tumours (n, %)  �   �

 � 1 239 762 (74.4) 47 536 (80.3) 14 880 (74.1)

 � 2 67 146 (20.8) 10 046 (17.0) 4224 (21.0)

 � 3 12 622 (3.9) 1387 (2.3) 802 (4.0)

 � 4 2276 (0.7) 206 (0.3) 141 (0.7)

Continued
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 � 5+ 542 (0.2) 29 (0.0) 26 (0.1)

Summary stage (n, %)  �   �

 � Localised 205 612 (63.8) 34 061 (57.5) 11 398 (56.8)

 � Regional 102 914 (31.9) 22 292 (37.7) 7291 (36.3)

 � Distant 13 822 (4.3) 2851 (4.8) 1384 (6.9)

Grade (n, %)  �   �

 � Moderately differentiated; grade II 138 937 (43.1) 24 491 (41.4) 9346 (46.6)

 � Poorly differentiated; grade III 105 361 (32.7) 23 237 (39.2) 7350 (36.6)

 � Well differentiated; grade I 73 815 (22.9) 10 607 (17.9) 3012 (15.0)

 � Undifferentiated; anaplastic; grade IV 4235 (1.3) 869 (1.5) 365 (1.8)

Regional lymph nodes examined (n, %)  �   �

 � 0–9 233 642 (72.5) 39 268 (66.3) 13 679 (68.1)

 � 10–19 61 685 (19.1) 13 312 (22.5) 4470 (22.3)

 � 20–29 17 330 (5.4) 4167 (7.0) 1163 (5.8)

 � Other 6275 (1.9) 1547 (2.6) 549 (2.7)

 � 30–39 2837 (0.9) 740 (1.2) 176 (0.9)

 � 40+ 579 (0.2) 170 (0.3) 36 (0.2)

Oestrogen receptor status (n, %)  �   �

 � Positive 249 656 (77.4) 43 494 (73.5) 13 168 (65.6)

 � Negative 56 876 (17.6) 12 575 (21.2) 5941 (29.6)

 � Borderline/unknown 15 071 (4.7) 2925 (4.9) 915 (4.6)

 � N/A 745 (0.2) 210 (0.4) 49 (0.2)

Progesterone receptor status (n, %)  �   �

 � Positive 210 985 (65.5) 36 867 (62.3) 10 463 (52.1)

 � Negative 90 699 (28.1) 18 369 (31.0) 8224 (41.0)

 � Borderline/unknown 19 919 (6.2) 3758 (6.3) 1337 (6.7)

 � N/A 745 (0.2) 210 (0.4) 49 (0.2)

Chemotherapy (n, %)  �   �

 � Y 185 019 (57.4) 30 197 (51.0) 10 038 (50.0)

 � N 137 329 (42.6) 29 007 (49.0) 10 035 (50.0)

Radiation (n, %)  �   �

 � None/unknown 150 350 (46.6) 29 136 (49.2) 9965 (49.6)

 � Beam radiation 147 114 (45.6) 25 651 (43.3) 8429 (42.0)

 � Recommended, unknown if administered 10 290 (3.2) 2532 (4.3) 922 (4.6)

 � Refused 5901 (1.8) 796 (1.3) 403 (2.0)

 � Radioactive implants 5897 (1.8) 645 (1.1) 191 (1.0)

 � Radiation, NOS method or source not specified 2415 (0.7) 367 (0.6) 150 (0.7)

 � Other 381 (0.1) 77 (0.1) 13 (0.1)

Sequence of radiation and surgery performed (n, %)  �   �

 � No radiation and/or cancer-directed surgery 168 694 (52.3) 32 906 (55.6) 11 505 (57.3)

 � Radiation after surgery 149 615 (46.4) 25 718 (43.4) 8340 (41.5)

 � Intraoperative radiation 1839 (0.6) 173 (0.3) 68 (0.3)

 � Radiation prior to surgery 728 (0.2) 168 (0.3) 80 (0.4)

 � Radiation before and after surgery 673 (0.2) 146 (0.2) 40 (0.2)

 � Intraoperative rad with other rad before/after surgery 560 (0.2) 53 (0.1) 28 (0.1)

 � Other 239 (0.1) 40 (0.1) 12 (0.1)

Table 2  Continued

Continued
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ethnicity-specific models, Cox PH showed the highest 
c-index score followed by GBT, SSVM and ST.

DISCUSSION
Accurately predicting the survival outcome of a patient is 
critical in determining treatment options and providing 
appropriate cancer care. The ML approaches provide 
a robust way of predicting health outcomes using large 
data points with complex feature interactions. However, 
current ML models are often built with all races/ethnicity 
data, having the potential to have representation bias, 
and not tailored to each minority group. To date, race/
ethnicity-specific survival ML models predicting the 
outcomes of the black and Hispanic women diagnosed 
with breast cancer are lacking. This study developed and 
evaluated race/ethnicity-specific survival ML models 
for black and Hispanic women with breast cancer and 
compared with the general population model. The high 
performing ML models developed in this study will be 
able to contribute to providing individualised oncology 
care and improving the survival outcome of specific 
populations, the black and Hispanic women. Also, it is a 
strength of our model that we used the patient data from 
more than 3 22 348 women in a large, population-based 
dataset from 2000 to 2017, including 59 204 (18.4%) 
Hispanic women and 20 073 (6.2%) Black women.

The sample population in this study showed that the 
black population had the highest death rate followed 
by the Hispanic and all races/ethnicity, supporting the 

findings from other literature.4 5 Also, the survival months 
for the black and Hispanic groups were low and they were 
younger compared with all races/ethnicity. It is congruent 
with the literature that young black women have higher 
breast cancer mortality than young white women,16 17 
and the Latinas have the higher rates of more advanced 
cancer than non-Hispanic Whites.18 Also, breast cancer is 
more aggressive in younger women than older premeno-
pausal women.19 Our study sample also showed that the 
Hispanic and black populations had higher percentage 
of poorly differentiated grade III cancer than overall 
populations. Poorly differentiated tumours lack normal 
features, tend to grow and spread faster and have a worse 
prognosis20; and these tumours expressed lower levels of 
oestrogen receptor.21 Our study sample showed likewise 
that Hispanic and black populations showed the lower 
percentage of oestrogen receptor positive status and 
progesterone receptor positive status than overall popula-
tion. Studies have shown that young age breast cancer has 
more advanced stage at presentation, more grades and 
higher oestrogen receptor negativity.22

The result also showed that lower percentages of 
Hispanic and black populations had chemotherapy. 
Existing literature has shown that African American and 
Hispanic patients tend to experience diagnostic and 
treatment delays, which were related to worse survival 
outcomes.23 24 Perhaps lower percentages of Hispanic and 
black patients receiving chemotherapy were associated 
with the fewer survival months of the Hispanic and black 
populations in this study.

After the race/ethnicity-specific model development 
and evaluation, we observed that the general models 
trained with all races/ethnicity did not perform well 
when tested with specific races/ethnicity. That is, the 
race/ethnicity-specific survival ML models developed in 
this study consistently outperformed the general models 
when predicting the outcomes of specific race/ethnicity, 
addressing bias in ML. Especially, black and Hispanic-
specific survival ML models using the Cox PH approach 
showed the best performance among the four ML 
models tested, showing that this model outperformed the 
other models in predicting the survival of specific race/
ethnicity. Also, the ST model performance showed the 

Reason no cancer-directed surgery (n, %)  �   �

 � Surgery performed 305 404 (94.7) 55 371 (93.5) 18 308 (91.2)

 � Not recommended 13 032 (4.0) 2952 (5.0) 1356 (6.8)

 � Recommended, unknown if performed 1899 (0.6) 568 (1.0) 217 (1.1)

 � Recommended but not performed, patient refused 1364 (0.4) 211 (0.4) 146 (0.7)

 � Not recommended, contraindicated due to other 333 (0.1) 53 (0.1) 22 (0.1)

 � conditions, autopsy only 285 (0.1) 44 (0.1) 22 (0.1)

 � Other 31 (0.0) 5 (0.0) 2 (0.0)

N/A, not available.

Table 2  Continued

Figure 3  Kalplan-Meier survival curves.
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highest difference between the race/ethnicity-specific 
model and the general model. This indicates that the 
ST model tends to overfit to a specific race/ethnicity 
compared with the other models. Our study demon-
strated that a tailored ML model for each race/ethnicity 
is needed to better predict the patient survival than the 
general ML model using all races/ethnicity. By accurately 
forecasting a patient’s survival, healthcare professionals 
will be able to guide individualised treatment decisions 
and provide tailored interventions for the well-being of a 
cancer survivor.

It is worth noting that although the performance of the 
general model is not low, it was trained with the general 
population with an imbalanced portion of the underrep-
resented population, including the Hispanic and black 
populations. It was still meaningful to examine the feasi-
bility of race/ethnicity-specific models since it is recom-
mended to train an ML model with data resembling the 
people the model is intended to use to mitigate repre-
sentation bias. Although the performance difference 
between the models was sometimes marginal depending 
on the algorithms, our race/ethnicity-specific models 
consistently outperformed the general model. It shows 
the potential to accurately predict individualised patient 

outcomes for quality care delivery for underrepresented 
populations and lead to alleviating health disparities.

There are several limitations to this study. The SEER 
database only includes the first course of treatment and 
do not have information on adjuvant therapy.25 This 
causes difficulties comparing the outcomes of the treat-
ment sequence. To overcome this limitation, a compre-
hensive database that has more information on cancer 
treatment can be used as a future work to provide addi-
tional insights on the impact of treatment sequence. 
Also, the dataset did not include the human epidermal 
growth factor 2 receptor status, which is a critical tumour 
marker for breast cancer prognosis. The variable was 
missing because it was collected from 2010, but our data 
were dated from 2000. Incorporating this variable in the 
modelling will be needed in future work to provide more 
accurate predictions for patient outcomes.

CONCLUSION
This study has developed and evaluated accurate race/
ethnicity-specific survival ML models for black and 
Hispanic women diagnosed with breast cancer. Predicting 
the individualised survival outcome of breast cancer can 

Table 3  Model performance comparison using c-index

Hispanic-specific model All races/ethnicity model Black-specific model All races/ethnicity model

Model Mh Mall,h Mb Mall,b

Test Eh Eh Eb Eb

Cox PH 0.832 0.828 0.823 0.821

GBT 0.813 0.813 0.808 0.803

ST 0.772 0.763 0.804 0.801

SSVM 0.834 0.790 0.824 0.786

GBT, Gradient Boost Tree; PH, proportional hazard; SSVM, survival support vector machine; ST, survival tree.

Figure 4  Race/ethnicity-specific model performance comparison using C-index. GBT, Gradient Boost Tree; PH, proportional 
hazards; SSVM, survival support vector machine; ST, survival tree.
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provide the evidence necessary for determining treat-
ment options and high-quality, patient-centred cancer 
care delivery for underrepresented populations. Also, the 
race/ethnicity-specific ML models can mitigate represen-
tation bias and contribute to addressing health disparities.
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