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A B S T R A C T   

Introduction: Breast cancer (BC) is the most common cancer among women. Iranians have an 11% 
BC recurrence rate, which lowers their survival rates. Few studies have investigated cancer 
recurrence survival rates. This study’s major purpose is to use a mixed Bayesian network (BN) to 
analyze recurrent patients’ survival. 
Material and methods: This study aimed to evaluate the pathobiological features, age, gender, final 
status, and survival time of the patients. Bayesian imputation was used for missing data. The 
performance of BN was optimized through the utilization of a blacklist and prior probability. 
After structural and parametric learning, posterior conditional probabilities and mean survival 
periods for the node arcs were predicted. The hold-out technique based on the posterior classi-
fication error was used to investigate the model’s validation. 
Results: The study included 220 cancer recurrence patients. These patients averaged 47 years old. 
The BN with a blacklist and prior probability has a higher network score than other networks. The 
hold-out technique verified structural learning. The Directed Acyclic Graph showed a statistically 
significant relationship between cancer biomarkers (ER, PR, and HER2 receptors), cancer stage, 
and tumor grade and patient survival duration. Patient death was also significantly associated 
with education, ER, PR, HER2, and tumor grade. The BN reports that HER2 negative, ER positive, 
and PR positive patients had a higher survival rate. 
Conclusion: Survival and death of relapsed patients depend on biomarkers. Based on the findings, 
patient survival can be predicted with their features.   

1. Introduction 

Cancer is one of the most common diseases in humans. In 2020, in the whole world (Iran), cancer has led to the death of 10 million 
(79,136) people, which includes one case out of every 10 deaths [1,2]. Although there are many types of cancer, some of them have 
high prevalence. In 2020, in the whole world (Iran), about 2.3 million (16,967) new cases and 685 thousand (4,810) deaths from Breast 
Cancer (BC) were reported. BC is very prevalent among women, as evidenced by multiple sources [2,3]. According to a national study 
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in Iran, most of the patients are under 50 years old [4]. The follow-up of patients with BC shows that about 11% of them experience 
disease recurrence [5], which reduces the amount of time they survive (and may result in death or censoring). As a result, identifying 
the causes of recurrence and conducting an investigation can aid in preventing BC from occurring again. The assessment of the 
literature reveals that only a small number of research have been carried out only on recurrent patients, with the majority of studies 
concentrating their analysis on all patients [6–8]. This is why the current study’s focus is on the survival analysis of individuals who 
have experienced recurrence. The missing data is a constant issue in survival analysis and this feature at survival time is defined as 
censoring. For example, in right censoring, the survival time is equal or more than the recorded time [9]. Missing data imputation is 
done to maximize the use of available information. So far, different methods have been proposed for imputation (average, median, 
single and multiple imputation), each of which has its strengths and weaknesses [10–12]. However, the Bayesian approach has some 
advantages for imputing incomplete datasets, including high efficiency in low sample sizes, the ability to handle heavy censoring, and 
the ability to assign prior distributions to parameters [13,14]. After analyzing the specifics of various methodologies, we finally used a 
Bayesian strategy to perform imputation of censored data in the current investigation, after which we examined the patient survival 
rates. 

There exist multiple methodologies for evaluating patient survival, such as the Kaplan-Meier, Cox regression, parametric [9] and 
non-parametric [15] techniques. In the majority of the aforementioned methodologies, every variable is incorporated into the model 
either as a predictor or as a dependent variable. In reality, it is common for one variable to have an impact on other variables and to be 
influenced by them as well. This implies that certain components have the potential to fulfill dual roles concurrently. Then, for each 
role of that variable, a separate model should be created or methods should be used that a variable can play both roles at the same time. 
The selection of a suitable methodology represents a further challenge that is addressed within the scope of this investigation. There 
are two excellent approaches if we want a cause-and-effect perspective on relationships. In causal discussions, Structural Equation 
Models (SEM) and Bayesian network (BN) are always mentioned. Both methods are used to identify causal relationships between study 
variables, although they have differences in application that are mentioned. The SEM methodology is founded on the concepts of cause 
and effect, but the BN framework incorporates probabilistic causality, wherein the presence of a cause enhances the likelihood of the 
corresponding effect. Furthermore, BNs are utilized for both prediction and diagnosis, whereas SEM is predominantly employed for 
prediction purposes. Unlike the SEM, the relationships identified by the BN are valid for new data with the same variables as well [16]. 
Based on the mentioned topics, the BN is the focus of this study. 

BNs are composed of variables, also known as vertices or nodes, which exhibit probable (causal) relationships with one another. 
These relationships are represented by directed arcs, sometimes referred to as edges. In other words, a BN consists of two parts: 
quantitative and qualitative. The qualitative component pertains to the Acyclic Directed Graph (DAG), whereas the quantitative 
component relates to potential relationships. In a DAG, all the arcs (edges) have directions, and a circle is not allowed [17]. BNs are 
classified into discrete, continuous and mixed types. Continuous BN uses variables with a quantitative scale, while discrete BN uses 
variables with a qualitative scale [18]. Despite the potential loss of information, discrete BNs can effectively handle continuous 
variables by categorizing them. However, employing a mixed Bayesian network is considered more advantageous. The mixed BN 
analyzes the relationships between continuous and discrete variables simultaneously. The current investigation encompasses both 
continuous factors, such as age and survival time, and discrete variables, such as pathobiological characteristics. The majority of 
studies primarily focus on quantifying the impact of different variables on survival time. However, a distinctive aspect of the present 
studies is their examination of the interrelationships among many variables. Based on the aforementioned documentation, the utili-
zation of mixed Bayesian networks is deemed valuable and preferred. So far, numerous R packages have been published under R for 
data analysis with BN. The utilization of R packages, such as catnet for discrete nodes [19], pcalg for discrete and continuous nodes 
[20], gRbase for continuous and discrete nodes [21], rbmn for continuous nodes [22], has been documented. A comprehensive 
comparison of the subjects is detailed in the publication authored by Scutari et al. [23] namely in the book of BNs. This study centers its 
attention on two comprehensive R packages. The review of available literature has revealed that two specific programs, namely 
bnlearn and deal, have been identified as suitable tools for the purpose of constructing Bayesian Networks (BN) that incorporate both 
continuous and discrete data. The deal package possesses the capability to conduct both structural and parametric learning. It stands 
out among other R packages due to its unique ability to handle mixed Bayesian networks within the context of conditional Gaussian 
distribution. The hill-climbing greedy search algorithm is utilized in this package for conducting structural learning [23]. 

A further advantage is the ability to set up a black list and prior probability distributions. As an illustration, the prior probability 
distribution may be configured such that the probability of mortality is greater for those with an advanced cancer stage compared to 
those with an early cancer stage. Furthermore, the utilization of a black list allows for the establishment of a structural learning process 
wherein the age of the patient consistently serves as a vertex of the root. This implies that no arc is connected to the age of the patient 
[24]. The aforementioned settings enhance the accuracy of learning. In order to investigate and confirm this matter, four configu-
rations of the BN will be fitted, including both the presence and absence of the blacklist and prior probability. The resulting change in 
the score index will be documented. The aim of this study is to establish a network of connections among the pathobiological char-
acteristics of patients experiencing recurrence. This will be accomplished using a Mixed BN and the deal R packages. In order to 
enhance the accuracy of predictions, the utilization of settings pertaining to the prior probability distribution and the black list is 
employed. Consequently, predictions are made regarding the probability of mortality and the average duration of survival for the 
pathobiological attributes of patients. 
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2. Material and Methods 

2.1. Study dataset 

The current investigation is a comprehensive analysis of the BC data received from the Cancer Research Center of Shahid Beheshti 
University of Medical Sciences, spanning from 2015 to 2022. The study’s inclusion criteria pertain to the presence of cancer recurrence 
in the patient. In this study, the features of the patients were investigated, which encompassed survival or censoring time, patient age 
at recurrence, cancer stage, tumor grade, Estrogen Receptor (ER), Progesterone Receptor (PR), and Human Epidermal growth factor 
Receptor-2 (HER2) receptors [25]. 

2.2. Imputation missing data 

The time to recurrence of the patients is a significant variable that is being investigated, with approximately 40% of the data being 
censored. In order to address this issue, a Bayesian strategy was employed for imputing the censored values. Imputation has been 
performed in accordance with the stated purpose [13]. A total of 11,000 simulations were conducted for each censored time, with 

Fig. 1. Steps to prepare dataset and run BN on BC dataset.  
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exactly 1000 simulations used for burn-in and the remaining 10,000 simulations accessible for analysis. The censored times are 
replaced with the average of 10,000 simulated times. By following these procedures, the mean simulated times are substituted for the 
censored times, resulting in the acquisition of a complete dataset. 

2.3. Bayesian network 

Once the incomplete data has been inputted, the BN can be fitted to the Breast Cancer (BC) data. A BN is represented as a directed 
acyclic graph, denoted as D = (V,A), where V represents the set of vertices and A represents the set of arcs. The vertices of the graph are 
composed of both continuous (Γ) and discrete (Δ) variables, and can be represented as V = Δ ∪ Γ. The mixed Bayesian network is 
fitted using the deal software package, given that the variables under study are both continuous (γ ∈ Γ) and discrete (δ ∈ Δ). Each level 
of the discrete variable is denoted by the index i, while each value of the continuous variable is represented by the symbol y. In 
Bayesian networks, the probability distribution of a vertex is computed based on the presence of its parents. The distribution of the 
conditional probability for an arbitrary discrete vertex in subgroup i and a continuous variable y, given its parents (pa), can be denoted 

as p(iδ
⃒
⃒ipa(δ))) and p(yγ

⃒
⃒
⃒ipa(γ),ypa(γ))) respectively. The joint probability distribution of a BN can be expressed as the multiplication of the 

probability distributions of its continuous and discrete vertices, conditioned on their respective parents [24]. 

2.4. Structure and parametric learning 

In this study, it is assumed that the conditional probability distributions of discrete and continuous vertices are, respectively, 
uniform and conditional Gaussian. In the field of BN, it is important to include both structural learning, which involves figuring out of 
the DAG, as well as parametric learning. Parametric learning is conducted within the framework of two specific circumstances. The 
parameters (θ) associated with each vertex are mutually independent and also independent of the parameters associated with other 
vertices [26]. Consequently, it is imperative that we acquire knowledge in the following manner: 

p(θ) =

⎡

⎣
∏

δ∈Δ

∏

ipa(δ)∈Ipa(δ)

p
(

θδ|ipa(δ)

)
⎤

⎦
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∏
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∏
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p
(

θγ|ipa(γ)

)
⎤
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Two components make up equation [1]. The initial section presents the probability distribution of discrete vertices, whereas the 
subsequent section illustrates the probability distribution of continuous vertices. In the BN, the prior distribution of the hyper-
parameters is frequently thought to be conjugate, making it simple to estimate the parameters from the posterior distribution [24,27]. 

By employing a deal, it is possible to fit many Bayesian networks to a given data set. The main criteria for selecting the best possible 
BN is the evaluation of network scores. The scoring mechanism in the mixed BN is determined by multiplying the scores assigned to 
each discrete and continuous vertex. This scoring approach is elucidated in the deal package’s manual [26]. The ultimate Bayesian 
network will possess the maximum score. By utilizing the final BN, it becomes possible to investigate, infer, and even predict the 
connections among the vertices. Fig. 1 illustrates the sequential process of implementing BN using Breast Cancer (BC) data. 

Before the structural and parametric learning, the blacklist was set for the BN (Table 1). The survival time and the final status (death 
or live (censor)) of the patients are the terminal record of the study. Accordingly, no arc comes out of them, but they receive arcs from 
other nodes (a leaf). On the other hand, the demographic variable such as age is not influenced by the pathobiological characteristics 
and education of the patients, therefore, only the arc comes out of them. 

The biomarkers ER, PR, and HER2 have been identified as prognostic and predictive factors [28,29] In BN model, there are no 
incoming arcs directed towards these biomarkers. Some variables, including the stage of disease and the grade of the tumor, have an 
open input and output arc and are not on any blacklists. Table 1 displays additional things. The prior probability distribution is an 
important component in both structural and parametric learning. The default configuration of the deal package entails the assignment 
of equal prior probabilities to subgroups of qualitative variables. These options lack validity, especially when taking into account the 
qualitative traits related to cancer. The prior probabilities for this analysis were determined by referencing the thorough studies on a 
cohort of 3010 Iranian breast cancer patients [5] (Table 2). 

Table 1 
The Black list of BN. The ✓ symbol is used to represent edges that are considered invalid or should not be present.  

To 
From 

Age Education ER PR HER2 Grade Stage Status Time to event 

Time to event ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
Status ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
Age ✓  ✓ ✓ ✓     
Education ✓ ✓ ✓ ✓ ✓ ✓    
ER ✓ ✓ ✓ ✓ ✓     
PR ✓ ✓ ✓ ✓ ✓     
HER2 ✓ ✓ ✓ ✓ ✓     
Grade ✓ ✓ ✓ ✓ ✓ ✓    
Stage ✓ ✓ ✓ ✓ ✓  ✓   

ER: Estrogen Receptor, PR: Progesterone Receptor, HER2: Human Epidermal Growth factor Receptor 2. 
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2.5. Cross-validation 

The validation of structural learning was conducted using the hold-out technique inside the Bnlearn R package. The dataset was 
partitioned into five distinct subsamples, denoted as K = 5. Each subsample underwent a validation process that was iterated twenty 
times, referred to as runs = 20. The allocation of training data to test data was established at a ratio of 70%–30%. The loss function was 
defined as the posterior classification error (PCE) using likelihood weighting [30]. In PCE, predictions are generated using likelihood 
weighting from a random collection of nodes to produce Bayesian posterior estimates. Hybrid networks use the pred-lw-cg classifi-
cation criterion. Lower values are preferable. The expected loss function was computed separately for every discrete nodes through the 
utilization of PCE [23,31]. 

3. Results 

This study incorporated the data of 220 female patients who experienced recurrent breast cancer. The study observed a 40% 
censoring rate in the time to death of patients, which was subsequently addressed through imputation using the Bayesian approach. 
Table 3 presents an in-depth description of the demographic and pathobiological attributes of the patients. 

The degree of collinearity among the variables was assessed using the VIF. The maximum level of collinearity observed was 1.95, 
indicating a relatively low degree of severity. In order to assess survival durations, it is customary to construct the Kaplan-Meier curve 
in relation to variables. Fig. 2 depicts the overall survival rates of patients who had relapse, while Fig. 3 showcases the Kaplan-Meier 
curve based on patient characteristics. The log-rank test has yielded statistically significant findings on the disparity in patient survival 
based on factors such as cancer stage, tumor grade, and the presence of ER and PR receptors. 

To conduct an initial analysis of the factors impacting the time to patients’ death, we employed the Cox regression model to assess 
all independent variables. The findings are presented in Table 4. There exists a statistically significant correlation between the time to 
death of patients and both their age and cancer stage. Furthermore, a statistically significant association (α = 0.10) has been observed 
between the variables under investigation, namely tumor grade and progesterone receptor. 

In order to ascertain the precise associations, structural learning was conducted for the variables under study using the deal R 
package. To elucidate the impact of employing the blacklist and configuring the prior probabilities on enhancing the score of the BN, 
the BN was executed in four distinct modes [1]: without the inclusion of the prior probability and the blacklist [2], without the blacklist 

Table 2 
Prior probabilities for subgroups of categorical variables.  

Node Probability Node Probability 

ER PR 
Negative 0.55 Negative 0.55 
Positive 0.45 Positive 0.45 

Stage of Cancer HER2 
1 0.20 Negative 0.45 
2 0.23 Positive 0.55 
3 0.27 Education level 
4 0.30 Illiterate 0.22 

Grade of tumor Elementary school 0.22 
Low 0.25 Middle school 0.20 
Moderate 0.30 High school diploma 0.20 
High 0.45 University 0.16 

ER: Estrogen Receptor, PR: Progesterone Receptor. 

Table 3 
Description of patient features in the study.  

Node Frequency (%) Node Frequency (%) 

HER2 Grade of tumor 
No 93 (42.3%) 1 7 (3.2%) 
Yes 127 (57.7%) 2 105 (47.2 

Stage of Cancer 3 108 (49.1%) 
1 10 (4.5%) ER 
2 69 (31.4%) No 86 (39.1%) 
3 106 (48.2%) Yes 134 (60.9%) 
4 35 (15.9%) Education level 

PR Illiterate 56 (25.5%) 
No 93 (42.3%) Elementary school 71 (32.3%) 
Yes 127 (57.7%) Middle school 31 (14.1%) 

Final status High school diploma 38 (17.3%) 
Live 88 (40%) University 24 (10.9%) 
Death 132 (60%) Age (mean (SD)) 47 (11.73) 

Survival time (mean (SD)) 137.96 (125.15)    
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but with the incorporation of the prior probability [3], with the inclusion of the blacklist but without the prior probability, and [4] with 
both the blacklist and the prior probability. The incremental change in the score index, from the BN without arcs (empty graph) to the 
Bayesian network with the highest score, was computed at each stage. The aforementioned conditions yielded the following calcu-
lations: 98.95, 450.19, 57.55, and 704.93. The data indicates that the most significant enhancement in the score index has been 
observed when both the blacklist and prior probabilities are simultaneously configured. Accordingly, the BN was fitted using the black 
list and prior probability values. The score of the initial and final (DAG A) DAG for the aforementioned BN is 4803.8 and 4098.8, 
respectively. Fig. 4 presents the DAG that have the greatest scores. 

The hold-out technique was employed to validate the process of structural learning. The evaluation of the predictive capability of 
structure learning in determining the required vertex in the final graph (Fig. 4) was conducted using the Posterior Classification Error 
(PCE) criterion. Table 5 presents the average (standard deviation) values of the loss function across several categorical nodes. 

The calculated loss function for the classification target node using the deal, HC, and Tabu graphs exhibits a remarkably low value. 
The concept of structural learning is well-supported. Following the structural and parametric learning process, predictions about the 
final status and survival time for recurrent patients can be made in light of their unique characteristics (see Tables 1–4 in the Sup-
plementary Material). The research appendix, namely Tables 1–4, presents a comprehensive analysis of the conditional probabilities 
associated with the patients’ ultimate state and average survival duration. These probabilities are further classified based on various 
patient characteristics. 

4. Discussion 

This research investigates the connection between pathological characteristics, such as the stage of cancer and grade of tumor, 
biomarkers including ER, PR, and HER2, as well as age and education, with the recurrence time to death and final outcome (death or 
survival) via BN. Multiple investigations have demonstrated that cancer recurrence significantly influences patient survival [6,32]. 
Nevertheless, the existing literature on the subject of recurrence and their impact on survival rates is quite limited. Given these cir-
cumstances, it is crucial to undertake a thorough evaluation of the extended outlook for individuals experiencing recurrence of cancer 
utilizing a specific methodology. This study investigated a cohort of 220 patients who experienced cancer recurrence. The researchers 
utilized the Bayesian network analysis method to explore the factors that influence the survival of these patients. The BN improperly 
applies a uniform prior distribution to subgroups of qualitative vertices, which is not appropriate for analyzing cancer data. For 
example, there is a discrepancy in the probability of cancer recurrence between the initial and terminal stages. In order to achieve this 
objective, the prior probability for the subgroups of qualitative vertices was determined by consulting source and recording the 
corresponding data in Table 2 [5]. The BN was fitted using the deal R package, as outlined in the materials and methods section. 

Multiple studies have repeatedly demonstrated that the age of patients is a significant factor in predicting their survival results. 
Nevertheless, there is a dearth of studies investigating the significant influence of age specifically on the survival rates of persons who 
undergo cancer recurrence. The current study aims to explore the relationship between the age of patients at the time of cancer 
recurrence and the duration of survival among patients who experience recurrence. The analysis reveals a correlation coefficient of 
− 0.13 between the variables, with a corresponding P-value of 0.056. Moreover, the statistical significance of this link is supported by 
the results of regression analysis, as indicated by a P-value of 0.028. The average survival time of patients who experience recurrence is 
170 days, with a standard variation of 132 days. To clarify, it may be inferred that the recurrence of the disease significantly 

Fig. 2. Kaplan-Meier Survival plot for Patients with Recurrence.  
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diminished the patients’ survival rates, potentially leading to the lack of statistical significance in the association identified in the 
Bayesian network (DAG in Fig. 4). 

According to a study conducted by Marti et al. the age of patients has been identified as a risk factor for recurrence among in-
dividuals who have survived for more than 10 years [33]. There exists a lack of information regarding the survival rates of persons who 
undergo recurrence across different age groups. In previous research [34], researchers observed a statistically significant relationship 

Fig. 3. Kaplan-Meier survival plots adjusted to study Covariates (A: Stage of Cancer, B: Grade of tumor, C: Estrogen receptor, D: Progesterone 
receptor, E: HER2, F: Education level). 

Table 4 
Results of Cox regression model for all of study covariates based on Backward: LR variable selection method.  

Covariate B(SE) P-value Hazard Ratio 

Age at recurrence 0.02 (0.009) .028 1.019 
Stage of Cancer 0.34 (0.126) .007 1.409 
Grade of Cancer 0.37 (0.187) .050 1.444 
Progesterone Receptor − 0.35 (0.185) .061 0.707  

P. Shahmirzalou et al.                                                                                                                                                                                                



Heliyon 9 (2023) e20360

8

between age and the survival probability of patients experiencing recurrent illnesses. However, this link was only observed among 
individuals aged 65 years and older, with a Hazard Ratio of 1.44. It seemed that additional research is necessary to examine the 
potential association between age and the survival outcomes of individuals who have had recurrence. This is particularly important 
due to the observed restricted period of survival following relapse in the present study. 

Other characteristics that have been looked into in patients include the disease stage and tumor grade. Given that the study’s target 
population includes recurrent patients, the proportion of patients with early-stage cancer and low-grade tumors is rather low. Because 
odds of recurrence in patient with initial stage and lower tumor grade is very low. The previously mentioned matter is also observable 
in the Kaplan-Meier curve depicted in Fig. 3. In the BN, the survival time and final condition of recurrent patients are significantly 
influenced by the tumor grade of the disease, while only the survival time is impacted by the stage of cancer. A closer look at the 
Supplementary Table 1 indicates that patients with cancer in stages three and four are more likely to die than other patients. 
Furthermore, taking into account the impact of the HER2 receptor on prognosis and treatment approaches, we conducted a 
comparative analysis between the predicted probability estimation of the vertices described in Supplementary Table 2 and the survival 
outcomes of relapsed patients in relation to the HER2 variable. As the tumor grade and cancer stage escalate, there is a notable decrease 
in the average survival duration of the disease, as depicted in Supplementary Table 2. An examination of Supplementary Table 2 
reveals that patients with a positive HER2 receptor consistently exhibit a longer mean survival duration, irrespective of tumor grade 
and disease stage. The Supplementary Table 3 depicts the average survival time, which includes comparisons based on the stage of 
cancer and various tumor grades, in adition to the previously discussed comparisons. The authors of the current study have indicated 
that there is either no observable synergistic relationship or a minimal one between the average survival time and the stage of cancer, 
as well as tumor grade. The identical matter was examined in comparable research efforts. 

Sopik et al. conducted a study using a sample of 1675 women diagnosed with breast cancer, specifically focusing on cases of local 
recurrence and early stages of the disease, including Ductal Carcinoma In-Situ (DCIS) as well as the first and second stages of cancer. 
The incidence of disease recurrence among female patients diagnosed with DCIS, as well as those in the first and second stages of 
cancer, was documented at 16%, 15%, and 16%, respectively, over a 15-year period of observation. Furthermore, previous studies 
have documented mortality rates of 16%, 32%, and 59% in the aforementioned groups following relapse, which indicates a rela-
tionship between patients’ cancer stage and their survival outcomes [35]. Kawaguchi et al. conducted an additional investigation to 

Fig. 4. The last DAG with high scores (Relative score = 1) extracted from mix BN using package deal. Discrete vertices are represented by 
black circles. 

Table 5 
Average (SD) loss function over the 20-runs in 10-folded cross-validation.  

Node Bayesian Network 

deal HC Tabu 

Status 0.40 (0.02) 0.32 (0.01) 0.32 (0.02) 
Stage of Cancer 0.52 (0.02) 0.52 (0.02) 0.52 (0.02) 
Grade of Tumor 0.43 (0.02) 0.46 (0.03) 0.46 (0.03) 
HER2 0.48 (0.02) 0.46 (0.02) 0.46 (0.02) 
ER 0.23 (0.01) 0.17 (0.01) 0.17 (0.01) 
PR 0.23 (0.01) 0.16 (0.01) 0.17 (0.01)  
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examine the relationship between the survival rates of relapsed patients and certain biomarkers, as well as tumor grade. This study 
aimed to analyze and evaluate the survival rates of patients with grade 2 and 3, in comparison to those with grade one, utilizing a 
sample size of 598 patients. The results of the multivariate analysis revealed a statistically significant disparity in patient survival rates 
based on the severity of the grade, with patients classified as grade three to one exhibiting a significantly lower survival rate 
(P-value<0.001, Hazard Ratio = 1.87). Furthermore, it has been observed that patients who have a lower grade of tumor or a lesser 
degree of cell abnormality tend to have a more favorable prognosis and increased survival rates [36]. 

Furthermore, this study aimed to examine the impact of biomarkers on patient mortality, survival rates, and average duration of 
illness. All three biomarkers have an impact on the duration and final status of patient survival. According to the analysis of Sup-
plementary Table 1 and it is observed that the probability of mortality in individuals with ER negative and HER2 positive is somewhat 
higher compared to the control group. In this study, we investigated the combined impact of three biomarkers on the mean survival 
time of patients by analyzing their pairwise interactions (Supplementary Table 1). The provided reports indicate that patients who are 
HER2-negative, ER-positive, and PR-positive exhibit a comparatively extended average projected survival duration. On the contrary, 
patients diagnosed with triple-negative breast cancer (TNBC) have exhibited a significantly reduced overall survival rate. Additionally, 
it can be observed from Supplementary Table 4 that the presence of both estrogen and progesterone receptors corresponds with a 
higher level of patient survival. It is evident that when all three biomarkers are present, the impact of biomarkers on survival may 
exhibit variations compared to the associations observed in individual and combined contexts. In order to examine the impact of three 
factors on the survival of relapsed patients, a total of eight combinations of three biomarkers were retrieved and afterwards depicted in 
Supplementary Table 1. According to the findings of this study, patients who exhibit triple negative status demonstrate a decreased 
mean survival rate and exhibit aggressive disease characteristics. Conversely, patients who possess ER-positive, PR-positive, and Her2- 
negative exhibit the greatest recorded mean survival rate. The researchers hypothesized that patients with ER-positive, PR-positive, 
and HER2-negative receptors would exhibit the longest projected survival time in this investigation. On the contrary, patients diag-
nosed with triple-negative breast cancer (TNBC) exhibit the shortest overall survival duration. 

In 2021, Lu et al. did a study that investigated the involvement of biomarkers in breast cancer cases, both with and without 
recurrence. A total of 156 individuals who had experienced relapse were included as participants in this study. This study presents 
findings indicating a statistically significant disparity in patient survival rates based on the presence or absence of estrogen and 
progesterone receptors. To clarify, it was shown that patients who had recurring instances and possessed estrogen and progesterone 
receptors exhibited improved and extended survival rates [37]. In the same investigation, the use of Cox regression was employed for 
analyzing pathobiological elements that impact the survival of recurrent patients. The present study involved a sample size of 442 
patients and its findings indicate that, according to multivariate Cox regression analysis, only the influence of the number of positive 
lymph nodes and recurrence tissue on the survival of recurrent patients was found to be statistically significant. Conversely, factors 
such as age, disease stage, tumor size, surgical method (MRM compared to BCS), and the presence of HER2 receptor, TNBC, and 
luminal B subtype (compared to luminal A subtype) were not found to have a statistically significant effect on patient survival. The 
survival rate of patients experiencing visceral recurrence is comparatively lower in comparison to those with local and bone recurrence 
[38]. 

The level of education among patients is a factor that potentially influences patient mortality rates. This study demonstrates that 
the educational attainment of patients exerts a notable impact on the survival outcomes of individuals who have experienced a relapse. 
Patients who have a history of recurring visits and possess a lower level of education have a diminished probability of mortality, as 
reported in Supplementary Table 1. Conversely, patients with a higher level of education exhibit an increased risk of mortality. Given 
the comprehensive care and ongoing monitoring provided to all patients within the cancer research center, it is important to 
acknowledge that the aforementioned observation regarding a greater chance of mortality among individuals with higher levels of 
education may be influenced by various factors, including the cancer stage, patient age, and other individual characteristics. 

A study conducted by Hjorth et al. (2021) examined a sample of 286 recurring cases, including a total of 2616 patients. The findings 
of this study indicated that individuals with lower levels of education had a significantly increased risk of mortality. A review of the 
graph pertaining to education in the present study reveals a positive relationship between the duration of time and the mortality risk 
for patients across all levels of education. Despite the aforementioned conclusion being given in the analysis conducted within this 
study, an inspection of the education-related graph shown in the study (Fig. 1) reveals that there is no statistically significant disparity 
in the mortality risk among patients with varying levels of education [39]. Based on this, it seems that additional studies are important 
to identify the effect of education level on recurrence, survival and mortality of relapsed patients. 

Based on this, the level of education, grade of tumor, ER, PR, and HER2 have been shown to be effective variables on the death of 
recurring patients. Furthermore, the average survival of recurrent patients is significantly influenced by the presence of all three 
biomarkers (ER, PR, and HER2), as well as the disease stage. From the reports in this study, we can draw an essential link about HER2. 
This suggests that possessing the HER2 receptor worsens the patient’s prognosis. Finally, the effect of education level and patient’s age 
at the time of cancer recurrence on the survival of recurring patients’ needs additional exploration. 

5. Conclusion 

The objective of this study is to examine and ascertain the associations among pathobiological factors, age of cancer diagnosis, and 
educational attainment with regards to patient mortality or survival, as well as the mean survival duration of patients. Up to this 
moment, numerous studies has investigated and elucidated the aforementioned associations using various statistical methodologies, 
such as simple description, linear regression, logistic regression, and Cox regression. The study population comprises patients with and 
without recurrence of cancer, with only a limited number of studies focusing specifically on recurring patients. Hence, the significance 
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of this work lies in its originality, which can be viewed from two distinct perspectives. The focus of the present investigation pertains to 
those who have experienced recurrence of cancer. The investigation of factors influencing mortality and survival rates, as well as the 
estimation of average survival duration, holds significant moral and humanitarian importance for this cohort of patients. The second 
innovation pertains to the approach employed for surveying relationships. The relationships identified in the BN exhibit a cause-effect 
nature, where the presence of an arc from one node to another indicates the probability of causation. To enhance the accuracy of 
learning, BNs have incorporated rules such as the black list and prior probabilities to ascertain the connections among variables. This 
aids in the identification of links between variables. 
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