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A B S T R A C T   

AI has revolutionized the way we interact with technology. Noteworthy advances in AI algorithms and large 
language models (LLM) have led to the development of natural generative language (NGL) systems such as 
ChatGPT. Although these LLM can simulate human conversations and generate content in real time, they face 
challenges related to the topicality and accuracy of the information they generate. This study aimed to assess 
whether ChatGPT-4 could provide accurate and reliable answers to general dentists in the field of oral surgery, 
and thus explore its potential as an intelligent virtual assistant in clinical decision making in oral surgery. 

Thirty questions related to oral surgery were posed to ChatGPT4, each question repeated 30 times. Subse-
quently, a total of 900 responses were obtained. Two surgeons graded the answers according to the guidelines of 
the Spanish Society of Oral Surgery, using a three-point Likert scale (correct, partially correct/incomplete, and 
incorrect). Disagreements were arbitrated by an experienced oral surgeon, who provided the final grade Accu-
racy was found to be 71.7%, and consistency of the experts’ grading across iterations, ranged from moderate to 
almost perfect. 

ChatGPT-4, with its potential capabilities, will inevitably be integrated into dental disciplines, including oral 
surgery. In the future, it could be considered as an auxiliary intelligent virtual assistant, though it would never 
replace oral surgery experts. Proper training and verified information by experts will remain vital to the 
implementation of the technology. More comprehensive research is needed to ensure the safe and successful 
application of AI in oral surgery.   

1. Introduction 

Artificial intelligence (AI) has revolutionized many fields by 
enabling computer systems to perform tasks that traditionally required 
human intervention [1]. Since the introduction of conversational agents 
with ELIZA in 1966 [2], they have had a remarkable impact on how 
humans interact with machines and seek answers [3]. Significant ad-
vances in AI algorithms and models have led to the development of 
natural generative language (NGL) systems, including Chatbot Genera-
tive Pre-trained Transformer (ChatGPT), launched by OpenAI (OpenAI, 
San Francisco, CA, USA) in late 2022 [4]. 

These systems, based on large language models (LLMs), have the 
ability to emulate human conversations and generate original content 
from the training data to which they have been exposed [5], providing 
real-time responses and covering a wide range of applications, from 
creative activities to solving complex problems [3,4,6–8]. 

However, the use of LLMs presents challenges related to the nature of 
their training data and the inherent limitations of each model. For 
example, ChatGPT’s data collection only goes until 2021, restricting its 
capacity to generate current information [9]. Nevertheless, there is a 
beta version of ChatGPT-4, which works with Bing (Microsoft, Red-
mond, Washington, USA) conducting searches without time constraints, 
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but it is still under development [10]. It has also been shown that NGL 
models such as ChatGPT can produce convincing but completely 
incorrect answers, a phenomenon known as "hallucination” [11,12]. 
This raises questions about the reliability and accuracy of generated 
answers and highlights the relevance of using appropriate prompts to 
obtain more accurate responses [13]. 

In medicine, although ChatGPT is not specifically trained to answer 
questions related to this field, the model has been shown to outperform 
official exams such as the United States Medical Licensing Exam 
(USMLE) [14,15] or the examination for Internal Medical Residents in 
Spain [16]. Studies in specific areas have evaluated the performance of 
ChatGPT in fields such as orthopedics, urology, hepatic pathology, 
plastic surgery, and others, reporting mixed results in terms of accuracy 
and reliability [17–39]. 

In this context, oral surgery as a dental discipline faces many chal-
lenges due to the diversity of pathologies and treatment options. In 
countries such as Spain, Austria, and Luxembourg, there is no legal 
requirement for specialties in dentistry. Therefore, dental specialists are 
not officially recognized, despite being professionals trained in univer-
sities through postgraduate courses in oral surgery [40]. Thus, a general 
dentist will have the necessary basic skills to legally perform any dental 
treatment, including oral surgery [41]. This fact raises the issue of 
whether LLMs, such as ChatGPT, can provide accurate and reliable an-
swers to specific questions in the field, and thereby serve as a valuable, 
virtual intelligent assistant for general dentists in clinical practice with 
respect to the decision-making process in oral surgery. 

With this in mind, the goal of this study was to assess the answers 
provided by ChatGPT to questions regarding oral surgery. Through the 
evaluation of the ChatGPT answers by experts in oral surgery, we aim to 
highlight both the potential benefits and limitations of this emerging 
technology. 

2. Material and methods 

2.1. Ethical approval 

The study adhered to the tenets of the Declaration of Helsinki. 
Ethical approval was not required as no human subjects were involved in 
the study. 

2.2. Question design 

For the design of the questions, the documents for oral surgery 
practice of the Spanish Society of Oral Surgery (Sociedad Española de 
Cirugía Bucal [SECIB]) [42] were used. This compendium of documents 
was chosen because it represents clinical practice guidelines in oral 
surgery developed by a multidisciplinary group of experts in teaching, 
research and clinical practice in the field. 82 questions were obtained 
from all available documents, from which, 30 questions were randomly 
selected (https://www.random.org, accessed: 09.09.2023). (Table 1). 

2.3. Generation of answers in ChatGPT-4 

The questions were introduced into ChatGPT-4 using two different 
accounts (Y.F. and V.D-FG). Each question was introduced individually 
using the “new chat” option. 

Since ChatGPT’s probabilistic algorithm can generate different an-
swers to the same question, [34], 30 answers were obtained for each 
question. The entire data collection process lasted 7 days (11–17 
September 2023). 

Due to the specific and technical nature of oral surgery, it was 
essential to adapt and optimize ChatGPT to respond effectively. A spe-
cific prompt was designed to simulate an interaction between an oral 
surgery specialist and a general dentist. It was also necessary to make the 
answer more focused and deterministic: "Imagine that you are an oral 
surgeon and I am a general dentist. Please answer the following question 
accurately and directly, without rambling or creative answers: [QUESTION] 
". Finally, to avoid any memory bias, the ’new chat’ mode was reset for 
each repetition. The answers were stored in an Excel© spreadsheet 
(Microsoft, Redmond, Washington, USA). (Fig. 1), (Supplementary 
material 1). 

2.4. Evaluation of ChatGPT-4 answers by human experts 

Two postgraduate dentists specialized in oral surgery (A.S. and M. 
LLdP) evaluated the 900 answers generated by ChatGPT-4 using a 3- 
point Likert scale, (Table 1), and with access the documents for oral 
surgery practice of the Spanish Society of Oral Surgery from the SECIB 
[42]. Table 1. Any discrepancies in the grading of answers by the two 
raters assessed independently by a third senior experienced oral surgery 
specialist (J.J.). (Supplementary material 1). 

2.5. Statistical analysis 

The 900 ratings for each answer were stored in an Excel© spread-
sheet (Microsoft, Redmond, Washington, USA) and analyzed using 
STATA© (StataCorp, College Station, Texas, USA) statistical software, 
version BE 14. 

For each of the 30 questions, the absolute (n) and relative frequency 
(%) of grade 0 (incorrect), 1 (incomplete or partially correct), and 2 
(correct) assigned by the expert were described. In order to analyze the 
accuracy of the answers generated by ChatGPT, the proportion of 
questions yielding an answer with a grade of 2 (correct) was calculated 
for the total answers in the question set and for each individual question, 
along with its 95% confidence interval (Wald binomial method). 

To assess repeatability, the consistency of grades across repetitions 
was analyzed using concordance analyses weighted for ordinal cate-
gories and multiple repetitions (including percentage agreement, 
Brennan and Prediger’s coefficient, Conger’s generalized Cohen’s 
kappa, Fleiss’ kappa, Gwet’s AC and Krippendorff’s alpha) along with 
their corresponding 95% confidence intervals. 

2.6. Data availability 

The data that support the findings of this study are available on 
reasonable request from the corresponding author, [V.D-FG]. 

3. Results 

Table 2 shows the absolute and relative frequencies of the experts’ 
grading for each answer. As can be seen, the proportion of correct an-
swers varied from 0% to 100% for certain questions. The overall accu-
racy was 71.7%, with a 95% confidence interval of 68.9–74.6%. 

Table 3 shows the repeatability of the experts’ grading of the answers 
(consistency in the grading of the answers). 

Table 1 
Rubric used to score the answers.  

Experts’ grading Description  

Incorrect (0) The answer provided is completely incorrect or 
unrelated to the question. It does not show an adequate 
understanding or knowledge of the topic.  

partially correct or 
Incomplete (1) 

The answer shows some understanding or knowledge of 
the topic, but there are significant errors or missing 
elements. Although not entirely incorrect, the answer is 
not sufficiently accurate or complete to be considered 
confident or appropriate.  

Correct (2) The answer is completely correct and shows a sound 
and accurate understanding of the topic. All key 
elements are addressed accurately and 
comprehensively.  
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4. Discussion 

Disruptive technologies represent a new horizon in healthcare. In 
this context, AI-based chatbots such as ChatGPT could improve access to 
patient care services [43,44]. However, any emerging technology raises 
concerns about the potential risks inherent in its implementation. The 
reliance on non-expert training data, the risk of working with outdated 
information, as well as ethical and legal concerns related to patient 
privacy, require careful consideration [45–49]. Given recent advances in 
machine learning and the ability of these systems to process and un-
derstand vast amounts of information, we are witnessing a paradigm 
shift in healthcare [50]. 

Several studies [11,33,38,51–53] have examined ChatGPT’s ability 
to correctly answer multiple-choice questions, with accuracy rates 
ranging from 59.4% to 81%. It is plausible that these differences are due 
to the different versions of the model used. When comparing ChatGPT-4 
with previous versions, it’s clear that its performance exceeds that of 
ChatGPT-3.5 [38,39,51,54–57]. Therefore, ChatGPT-4 was used in the 
present study. In addition, we chose to ask questions in an open-ended 
format, considering that in a real-life consultation with a specialist, 
questions would be presented directly, without pre-determined answer 
options. 

It has been shown that ChatGPT can give different answers to the 
same question due to its unpredictable nature [58]. Some studies have 
assessed the consistency of ChatGPT answers by repeating the same 
question multiple times, with iterations ranging from 2 to 10 times [11, 
20,24,25,35,37]. In this study, to minimize and assess potential bias 
from repetition, 30 different answers were collected for each question in 
individualized sessions using the ’new chat’ option. This ensured that 
answers were not influenced by previous dialogues. 

However, there is a significant problem known in the literature [11, 
12,54,59,60] as “hallucination” or “stochastic parroting”, which de-
scribes the generation of convincing but false information by artificial 
intelligence systems such as ChatGPT. This includes the possibility of 
generating fictitious bibliographic references or incorrect data, which 
raises ethical and legal dilemmas that can affect the integrity of clinical 
practice and patient safety [61–63]. To address this, our study imple-
mented a prompt strategy that specified the roles to be played by both 
ChatGPT and the human interlocutor, as well as the desired type of 
answer: direct and free of rambling or creativity. No references to this 
prompt approach were found in the literature reviewed. In assessing the 
repeatability of experts’ grading of ChatGPT responses, our study found 
that it ranged from moderate to almost perfect, a finding in line with 
other studies reporting acceptable or high levels of consistency [24,25, 
35]. 

Assessing the accuracy of answers in a medical context requires clear 
and defined criteria, given the direct impact on patient health and 

safety. In the literature published to date, there is considerable hetero-
geneity in the Likert scales used to assess ChatGPT answers [18–20,26, 
32,36,64], which may complicate the interpretation of results. Broad 
Likert scales can introduce a degree of ambiguity that can be critical in 
healthcare settings. For example, a ChatGPT answer rated as 5 on a scale 
of 0–10 may be considered acceptable by some standards. However, 
such a rating does not provide sufficient clarity about possible omissions 
or errors in content, which could have serious implications for clinical 
decision making. In this study, as in previous studies [27,30,65], we 
chose a 3-point Likert scale with the aim of providing a more precise and 
direct assessment of answers, reducing ambiguity and improving patient 
safety. It is important to note that although there are calibrated scales in 
the literature [66] specifically designed to evaluate the performance of 
intelligent chatbots in clinical contexts, these are intended for complex 
cases that require a comprehensive evaluation of history, symptoms, 
physical examination, additional tests, diagnosis and treatment plan. In 
contrast, our study focused on more specific and less complex questions, 
aimed at situations where a healthcare professional consults on specific 
doubts, away from the dynamics of a comprehensive clinical case. 

To contextualize our findings, we considered previous studies by 
Sütcüoğlu and Güler [30], and the study by Ali [65], that evaluated the 
performance of ChatGPT in different knowledge domains and reported 
different rates of correct, partially correct and incorrect answers. The 
results of Sütcüoğlu and Güler [30] showed a high percentage of correct 
answers (76%) in their analysis of 25 answers related to premature 
ovarian insufficiency, which is remarkably similar to the results of our 
own study (71.7%). On the other hand, Ali [65] achieved a lower per-
formance in the area of lacrimal drainage disorders, with 40% correct 
answers out of 21 questions. It is important to emphasize that our study 
was carried out using the latest version of the model, ChatGPT-4, and 
was based on the collection of a large and repetitive dataset, with a total 
of 900 answers. This methodology allowed us to assess the consistency 
of the model on different occasions. The variability observed in the 
percentages of correct, partially correct and incorrect answers between 
studies can be attributed to factors such as the specific nature of the 
questions asked, the domain of knowledge associated with the training 
data and the particular version of the model used in each case. 

In our study, we observed that certain questions (Q03, Q06, Q07 and 
Q08) achieved a 100% correct answer rate. A possible explanation for 
this perfect rate could be the combination of clear and direct questions 
related to basic and well-established medical knowledge, as in the case 
of leukoplakia. In contrast, there are other questions (Q02, Q10, Q11, 
Q12, Q13 and Q14) where more incorrect or partially correct/incom-
plete answers were recorded. However, these questions do not seem to 
have a common structure and include different topics such as leuko-
plakia and periapical surgery. Despite this, we found no study in the 
literature that analyzed the reasons for these potential discrepancies 

Fig. 1. Screenshot of a question and answer in ChatGPT-4.  
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Table 2 
Distribution of experts’ grading for ChatGPT answers.  

Question Incorrect Partially 
correct or 
Incomplete 

Correct 

n % n % n % 

Q01 What types of oral lesions 
are currently classified as 
leukoplakia?  

1  3.33  9  30.00  20  66.67 

Q02 Is a biopsy necessary to 
make a definitive 
diagnosis of oral 
leukoplakia?  

0  0.00  23  76.67  7  23.33 

Q03 Are age and/or gender 
significant factors in the 
malignant 
transformation of oral 
leukoplakia?  

0  0.00  0  0.00  30  100.00 

Q04 Is there a higher risk of 
developing oral cancer in 
patients with multiple 
leukoplakia?  

1  3.33  5  16.67  24  80.00 

Q05 Is the degree of epithelial 
dysplasia in oral 
leukoplakia a predictive 
factor for its malignant 
transformation?  

0  0.00  1  3.33  29  96.67 

Q06 Does complete surgical 
excision influence the 
risk of malignant 
transformation of oral 
leukoplakia?  

0  0.00  0  0.00  30  100.00 

Q07 Is there any medical 
treatment for oral 
leukoplakia that reduces 
the risk of malignant 
transformation?  

0  0.00  0  0.00  30  100.00 

Q08 What should be the 
clinical follow-up of a 
patient diagnosed and 
treated for oral 
leukoplakia?  

0  0.00  0  0.00  30  100.00 

Q09 In a patient with a tooth 
that has undergone failed 
orthograde endodontic 
treatment and has 
persistent chronic apical 
periodontitis, is a higher 
cure rate of the 
periapical inflammatory 
process achieved by 
periapical surgery or by 
orthograde retreatment?  

0  0.00  2  6.67  28  93.33 

Q10 In periapical surgery, 
does bevelling result in 
greater apical leakage (or 
lower cure rate) than not 
bevelling?  

27  90.00  0  0.00  3  10.00 

Q11 In a patient with a tooth 
treated by periapical 
surgery, is there less 
leakage (or a higher cure 
rate) when the 
retrograde cavity is 
prepared with diamond- 
tipped ultrasonic tips 
than when other 
techniques are used?  

17  56.67  3  10.00  10  33.33 

Q12 In a patient with a tooth 
that has undergone 
periapical surgery to 
prepare and fill the 
retrograde cavity, does 
the use of amplification 
and magnification 
devices reduce leakage 
(or increase the cure  

0  0.00  30  100.00  0  0.00  

Table 2 (continued ) 

Question Incorrect Partially 
correct or 
Incomplete 

Correct 

n % n % n % 

rate) compared to not 
using them? 

Q13 Does the use of 
hemostatic materials 
significantly reduce 
bleeding in patients 
undergoing periapical 
surgery?  

0  0.00  23  76.67  7  23.33 

Q14 Does the use of bone 
graft substitutes and/or 
membranes improve the 
healing rate in patients 
undergoing periapical 
surgery?  

0  0.00  28  93.33  2  6.67 

Q15 In relation to oral cancer, 
in the preoperative 
period, when is the best 
time for dental 
treatment?  

0  0.00  3  10.00  27  90.00 

Q16 What actions in the 
preoperative period can 
improve quality of life in 
adult oral cancer 
patients?  

1  3.33  6  20.00  23  76.67 

Q17 What actions in the pre- 
treatment period can 
reduce the occurrence of 
osteoradionecrosis in 
adult oral cancer 
patients?  

1  3.33  1  3.33  28  93.33 

Q18 What actions during 
cancer treatment can 
reduce mucositis in oral 
cancer patients?  

0  0.00  1  3.33  29  96.67 

Q19 In which situations is it 
justified to perform 
dental treatment during 
the period of cancer 
treatment?  

7  23.33  8  26.67  15  50.00 

Q20 What information is 
needed in an oncological 
discharge summary to 
ensure Good 
postoperative dental 
treatment?  

0  0.00  3  10.00  27  90.00 

Q21 In adult oral cancer 
patients. In which 
situations is palliative 
dental treatment 
justified?  

0  0.00  7  23.33  23  76.67 

Q22 Following cancer 
treatment, what is the 
treatment of choice for 
xerostomia depending on 
its stage?  

0  0.00  7  23.33  23  76.67 

Q23 In which patients with 
third molars with 
associated pathology 
(such as pericoronitis, 
cysts, distal surface 
cavities of the second 
molar, periodontal 
disease of the second 
molar, mandibular 
fracture, etc.) is there a 
better clinical outcome 
(fewer complications) 
when extraction is 
performed versus a 
conservative therapeutic 
approach (clinical and  

0  0.00  4  13.33  26  86.67 

(continued on next page) 
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between questions within the same topic area. 
In the specific field of oral surgery, limited studies have been con-

ducted on the use of ChatGPT, and it is important to note that these 
studies used different methodological approaches to ours. For example, 
Vaira et al. [67] formulated 72 open-ended questions for ChatGPT-4, 
although, unlike our research, they did not use prompts or establish a 
protocol for generating multiple answers to the same question. Despite 
these differences, they achieved a remarkable 84.7% accuracy rate in 
their answers. On the other hand, Balel et al.[68] used ChatGPT-3.5 in 
their study, which focused on the maxillofacial surgery domain rather 
than oral surgery per se. These authors concluded that although sur-
geons should use it cautiously in their technical answers due to its 
technical imprecision (3.1 ± 1.49), it could be a very useful tool for 

informing patients in the field of maxillofacial surgery (4.62 ± 0.78). 
Considering the diversity of methodological approaches and scales 

used in the aforementioned studies, it is clear that there is a need to 
establish a standardized approach to effectively evaluate the utility and 
accuracy of AI language models in specialized medical contexts. In 
addition, the integration of these AI tools into healthcare environments 
must address fundamental ethical issues, including the protection of 
privacy and security, as well as determining the degree of responsibility 
in the use of information generated by AI [69,70]. Thus, it is clear that 
the oversight and active involvement of healthcare professionals and 
other human experts is essential. While technology can be a valuable 
ally, it cannot replace the understanding, ethical decision-making and 
inherent responsibility in healthcare. 

This study has several strengths. One is the use of a detailed prompt, 
which reduces the likelihood of rambling answers from ChatGPT and 
encourages more specific answers consistent with expert-level knowl-
edge. The reference questions and answers were derived from guidelines 
developed by a multidisciplinary group of specialists in oral surgery 
education, research, and clinical practice. Nevertheless, it is important 
to highlight certain limitations: ChatGPT, by its nature, does not specify 
the sources of its information and cannot access recently updated doc-
uments. In addition, it is important to note that a validated scale was not 
used in this study. This limitation should be taken into account when 
evaluating the conclusions and practical applications derived from our 
study. 

5. Conclusion 

Given its development and capabilities, it is inevitable that ChatGPT 
and similar technologies will be actively integrated into the daily 
practice of oral surgery. However, it is important to recognize that 
ChatGPT in its current state should not be used indiscriminately. Despite 
its accessibility to dentists today and the apparent enthusiasm for its 
adoption, it is imperative that research continues to ensure the safe and 
effective implementation of AI in oral surgery, with a focus on patient 
safety and the integrity of medical practice. 

In the future, with proper training from validated sources and 
monitoring by expert oral surgeons, ChatGPT has the potential to 
become an auxiliary intelligent virtual assistant, but it will never replace 
the expertise of an oral surgeon. 
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Table 2 (continued ) 

Question Incorrect Partially 
correct or 
Incomplete 

Correct 

n % n % n % 

radiographic 
monitoring)? 

Q24 Are there preoperative 
clinical and radiographic 
criteria that correlate 
with the degree of 
surgical difficulty in 
patients indicated for 
third molar extraction 
(shorter operative time 
and lower morbidity)?  

0  0.00  15  50.00  15  50.00 

Q25 Do patients with a 
periodontal probing 
depth of 4 mm or more 
distal to the second 
molar who have (or have 
not) undergone third 
molar extraction have a 
higher incidence of 
generalized periodontal 
disease than those with a 
probing depth of less 
than 4 mm?  

1  3.33  4  13.33  25  83.33 

Q26 In patients without 
anterior crowding, does 
third molar extraction 
help to maintain the 
alignment of the lower 
anteriors?  

1  3.33  6  20.00  23  76.67 

Q27 Do patients with third 
molars without 
associated pathology 
benefit from their 
extraction compared 
with abstention?  

0  0.00  4  13.33  26  86.67 

Q28 What guidelines should 
be followed in patients 
with fully impacted third 
molars that are not 
extracted to avoid 
complications?  

0  0.00  3  10.00  27  90.00 

Q29 In third molar surgery, 
when is it recommended 
to perform a computed 
tomography (CT) scan to 
prevent clinical and/or 
surgical complications?  

0  0.00  2  6.67  28  93.33 

Q30 In which patients can the 
position of the third 
molar be related to the 
potential future 
occurrence of clinical 
symptoms or pathology 
compared to those who 
remain asymptomatic?  

0  0.00  0  0.00  30  100.00  

Table 3 
Repeatability assessment (the consistency of the experts’ grading) across the 30 
repetitions provided by ChatGPT for the 30 questions.  

Calculations Coefficient Standard 
Error 

95% 
Confidence 
Interval 

Benchmark 
scale 

Percent 
Agreement  

0.897  0.019  0.858  0.936 Almost 
Perfect 

Brennan and 
Prediger  

0.722  0.052  0.615  0.828 Substantial 

Cohen/Conger’s 
Kappa  

0.498  0.092  0.310  0.686 Moderate 

Scott/Fleiss’ 
Kappa  

0.498  0.092  0.310  0.686 Moderate 

Gwet’s AC  0.825  0.044  0.736  0.915 Almost 
Perfect 

Krippendorff’s 
Alpha  

0.498  0.092  0.310  0.686 Moderate 

Benchmark scale: Poor < 0.001, Slight 0.001–0.200, Fair 0.200–0.400, Moder-
ate 0.400–0.600, Substantial 0.600–0.800 and Almost Perfect 0.800–1.000. 
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