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a b s t r a c t

The ubiquitin–proteasome system is responsible for the degradation of proteins and plays a critical role
in key cellular processes. While the constitutive proteasome (cPS) is expressed in all eukaryotic cells, the
immunoproteasome (iPS) is primarily induced during disease processes, and its inhibition is beneficial in
the treatment of cancer, autoimmune disorders and neurodegenerative diseases. Oxathiazolones were
reported to selectively inhibit iPS over cPS, and the inhibitory activity of several oxathiazolones against
iPS was experimentally determined. However, the detailed mechanism of the chemical reaction leading
to irreversible iPS inhibition and the key selectivity drivers are unknown, and separate characterization of
the noncovalent and covalent inhibition steps is not available for several compounds. Here, we
investigate the chemical reaction between oxathiazolones and the Thr1 residue of iPS by quantum
mechanics/ molecular mechanics (QM/MM) simulations to establish a plausible reaction mechanism
and to determine the rate-determining step of covalent complex formation. The modelled binding mode
and reaction mechanism are in line with the selective inhibition of iPS versus cPS by oxathiazolones. The
kinact value of several ligands was estimated by constructing the potential of mean force of the rate-
determining step by QM/MM simulations coupled with umbrella sampling. The equilibrium constant
Ki of the noncovalent complex formation was evaluated by classical force field-based thermodynamic
integration. The calculated Ki and kinact values made it possible to analyse the contribution of the nonco-
valent and covalent steps to the overall inhibitory activity. Compounds with similar intrinsic reactivities
exhibit varying selectivities for iPS versus cPS owing to subtle differences in the binding modes that
slightly affect Ki, the noncovalent affinity, and importantly alter kinact, the covalent reactivity of the bound
compounds. A detailed understanding of the inhibitory mechanism of oxathiazolones is useful in
designing iPS selective inhibitors with improved drug-like properties.
� 2021 The Author(s). Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The proteasome plays a crucial role in nonlysosomal protein
degradation [1] through the ubiquitin–proteasome system (UPS).
The UPS is essential in a diverse set of cellular actions, such as
maintaining cell homeostasis, removing misfolded proteins, con-
trolling cell cycle progression and regulating the immune system.
Owing to its importance in homeostasis, malfunctions of the UPS
imply different pathogenic processes, such as neoplastic, autoim-
mune, autoinflammatory, and neurodegenerative disorders [2,3].
The recognition of UPS-based diseases has driven attention to the
development of proteasome inhibitors. Notable examples of
FDA-approved proteasome inhibitors are bortezomib and carfil-
zomib, both of which are applied in the treatment of multiple mye-
loma [4,5].

The proteasome is an ATP-dependent N-terminal hydrolase
found in eukaryotes and in prokaryotes [6]. It has a barrel shape
and consists of 28 subunits, most notably enzymatically active
subunits b1, b2 and b5 [7]. These three subunits are the key
structural elements differentiating the constitutive proteasome
(c-20s) from the immunoproteasome (i-20s), the latter of which
is composed of subunits b1i, b2i and b5i. The immunoproteasome
is part of the immune system and is expressed predominantly in
conventional dendritic and plasmacytoid dendritic cells and in
lymphocytes. Nonhaematopoietic cells can also express the
immunoproteasome by cytokines such as IFN-c or TNF-a [8-10].
All three catalytically active subunits mentioned above have an
N-terminal threonine residue that is able to initiate a nucleophilic

http://crossmark.crossref.org/dialog/?doi=10.1016/j.csbj.2021.08.008&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.csbj.2021.08.008
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:mihalovits.levente@ttk.hu
mailto:ferenczy.gyorgy@ttk.hu
mailto:ferenczy.gyorgy@ttk.hu
mailto:keseru.gyorgy@ttk.hu
https://doi.org/10.1016/j.csbj.2021.08.008
http://www.elsevier.com/locate/csbj


Fig. 1. General formula of 1,3,4-oxathiazol-2-ones.

L.M. Mihalovits, György G. Ferenczy and György M. Keser}u Computational and Structural Biotechnology Journal 19 (2021) 4486–4496
attack on various ligands and is the primary target of covalent inhi-
bitors of the proteasomes.

Noncovalent proteasome inhibitors include peptide-like com-
pounds occupying the substrate binding channel and protruding
into nonprimed and primed specificity pockets [5]. Nonpeptidic
inhibitor binding to the specificity pocket has also been reported
[11]. Covalent inhibitors typically bind to the Thr1 residue with
warhead-dependent mechanisms. The most notable covalent inhi-
bitor types are aldehydes, acrylamides, vinyl sulfones, boronates, a,
b-epoxyketones, a-ketoaldehydes, b-lactones and oxazole deriva-
tives [5,12]. Although higher toxicity and less selectivity of protea-
some inhibitors are acceptable in the treatment of advanced
malignancies, therapeutic usage in nonmalignant diseases requires
elaborate inhibitor design methods. Previous examinations
showed that inhibitors with immunoproteasome (iPS) selectivity
over the constitutive proteasome (cPS) resulted in a larger thera-
peutic index in mouse models of various diseases [13-15]. In con-
trast, bortezomib and carfilzomib, FDA-approved drugs, primarily
target chymotrypsin-like subunits (b5) in both cPS and iPS. They
are covalent inhibitors binding to the Thr1 residue with the boro-
nic acid warhead of bortezomib and with the epoxide warhead of
carfilzomib. The b5 binding sites of iPS and cPS are highly similar;
however, selectivity can be achieved primarily in the sequentially
identical S1 pocket that is more spacious in iPS. Interestingly, cova-
lent inhibitors with oxathiazolone warhead were found to exhibit
inherent iPS selectivity that is modulated by oxathiazolone sub-
stituents [12,16,17].

Covalent inhibitor binding is a two-step process starting with
the formation of a noncovalent complex where the electrophilic
warhead of the ligand is placed in the proximity of the nucleophilic
residue. The second step is the chemical reaction between nucle-
ophilic sidechains equipped with nucleophilic groups, such as
lysine (NH2), cysteine (SH), serine (OH), threonine (OH) and the
warhead of the ligand. The optimization of these steps and thus
the affinity and selectivity tuning of covalent inhibitors can be effi-
ciently supported by computational methods [18,19]. The free-
energy change accompanying the noncovalent complex formation
can be calculated with force-field-based methods, most notably
with free energy perturbation (FEP) and thermodynamic integra-
tion (TI) [20]. The calculation of the energy change associated with
covalent bond formation requires quantum mechanics to properly
describe the electron rearrangement during the chemical reaction.
Although high-level QM calculations are able to accurately
describe chemical reactions of small- to medium-sized systems
[21], they are unfeasible for large systems involved in biochemical
reactions. An appealing alternative is the application of QM/MM
mixed potentials in which the chemically interesting region of
the system is treated by quantum mechanics, while the rest of
the atoms are described by force-field parameters [22]. However,
using high-level quantum theory in QM/MM molecular dynamics
simulations is still computationally challenging, and the applica-
tion of approximate schemes such as the semiempirical wave-
function or DFT methods is a good tradeoff between accuracy
and resource requirements. We have shown that TI used for calcu-
lating the noncovalent affinity and semiempirical DFTB3 used for
assessing reactivity can be combined to quantitatively account
for covalent inhibitory activity and selectivity [19].

Noncovalent complex formation can be considered a fast equi-
librium process that is characterized by the Ki equilibrium constant.
The covalent reaction is typically associated with a higher barrier
and is either reversible or irreversible depending on themechanism
and free-energy profile of the reaction. Irreversible covalent binding
is characterized by the rate constant kinact (Eq. (1)).

Eþ I�
Ki
E � I !kinact E� I E : enzyme; I : inhibitorð Þ ð1Þ
4487
Both steps may play an essential role in the ligands’ overall
binding affinity; therefore, both Ki and kinact are needed for the
complete description of the inhibition. Ki and kinact can be deter-
mined experimentally and can be computed as outlined above.
However, the experimental determination of the individual Ki

and kinact values may be difficult, and inhibitors are sometimes
characterized by the kinact/Ki ratio. We [19] and others [23-25] have
shown that free energy changes and corresponding Ki and kinact
values and the kinact/Ki ratio can be calculated with an accuracy
useful in covalent inhibitor design.

The present work addresses a complete characterization of the
mechanism and free energy profile of immunoproteasome inhibi-
tion by compounds with oxathiazolone warheads. A series of
1,3,4-oxathiazol-2-ones (Fig. 1) were found to inhibit the Mycobac-
terium tuberculosis (MTB) proteasome, and these compounds were
proved to be selective against the human constitutive proteasome
[16]. It was later shown for an extended set of oxathiazolones that
they inhibit the human immunoproteasome b5i subunit and exhi-
bit significant selectivity over the constitutive proteasome [17].
Psoralen derivatives with oxathiazolone warhead were also found
to selectively inhibit iPS [12]. The observed inhibition profile of
oxathiazolones renders these compounds attractive as therapeutic
agents. Although their aqueous stability is limited, compounds
with improved stability have also been reported [26]. The binding
sites of the MTB proteasome and iPS contain a larger S1 pocket
than does cPS [16,27,28], and this was proposed to contribute to
the observed inhibition profile of oxathiazolones [17]. Remarkably,
cyclocarbonylation of Thr1 by oxathiazolone resulted in an impor-
tant shift of the loop near the active site in the MTB proteasome
[16]. However, no data on the inhibitory mechanism and the activ-
ity and selectivity profile of oxathiazolones against iPS have been
published.

Here, we aim to explore the detailed mechanism of the binding
of oxathiazolone derivatives to the human immunoproteasome.
The identified mechanism and the corresponding free energy pro-
file allow us to find the rate-determining step and the correspond-
ing rate constant that most influences kinact. By performing
calculations for Ki by thermodynamic integration and kinact by
QM/MM MD simulations using umbrella sampling, we character-
ized several oxathiazolone inhibitors and compared computational
values to experimental kinact/Ki ratios. Moreover, calculations for
both cPS and iPS with compounds showing significant selectivity
identify selectivity determinants—in particular, the contribution
of noncovalent and covalent complex formation. The procedure
validated by experimental results can be used to support the
design of selective immunoproteasome inhibitors.
2. Materials and methods

2.1. System preparation and docking of HT1146

HT1146 was selected as a suitable compound for easy transfor-
mation with thermodynamic integration (see below). The starting
structure was extracted from PDB 5M2B [11], the x-ray structure of
20S yeast proteasome with human b5i and b6i subunits complexed
with thiazole based inhibitor Ro19. The b5i subunit was kept. The
preparation was performed with Schrödinger’s Maestro [29] mod-
ule and consisted of filling the missing atoms and loops, deleting
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waters, optimizing the hydrogen bond network and alleviating
steric clashes with constrained minimization. The minimized
structure was used for ligand docking to achieve starting structure
for both the thermodynamic integration and QM/MM MD simula-
tions. The grid for docking was generated by selecting the centre of
mass of Ro19 as the centre of the grid having 25x25x25 Å3 outer
and 10x10x10 Å3 inner box volume. Once the grid was generated,
ligand HT1146 was docked into the b5i subunit and the ten best
poses were saved. The most feasible structure of the HT1146-b5i
complex was selected by visual inspection and was used for further
examinations. Both grid generation and docking were performed
with Glide [30-32].

2.2. Calculation of the non-covalent binding free energy differences
using thermodynamic integration

Ligands complexed with the b5i subunit were generated by
modifying the docked HT1146 into the actual ligand structure,
assuming the same binding mode for all the examined oxathia-
zolones. Construction of the MD system and thermodynamic inte-
grations were carried out by the AMBERtools18 software package
[33] following the dual-topology protocol. Both the ligands and
the complexes were immersed into an octahedral TIP3P [34] water
box using tLEaP. System neutralization was achieved by adding
sodium or chloride ions depending on the overall charge of the
constructed system. The solvent box preparation was followed by
a multistep relaxation protocol, namely 1000 steps of steepest des-
cent minimization, 50 ps of NVT heating to 310.15 K and 1 ns of
NPT equilibration. The above steps were performed for the sol-
vated ligand and complex systems including their recharge,
decharge and vdw (see below) structure at the k value of 0.5
(Figures S1 and S2). The alchemical transformation during the
thermodynamic integration involved 3 steps: the removal of the
softcore atoms’ partial charge (decharge), modification of the neu-
tral softcore atoms into the perturbed structure (Van der Waals,
vdw step), and reintroduction of the partial charges into the per-
turbed atoms (recharge) (Figure S1). Each step used windows with
evenly separated lambda coupling parameter values ranging from
0.0 to 1.0 with 0.1 increment. The windows were consisted of
two substeps: a 20 ps long heating to 310.15 K and a 1 ns long ther-
modynamic integration in NVT ensemble. SHAKE [35] was enabled
for the non TI region atoms, while NOSHAKE was applied for the
softcore hydrogens. Every above-mentioned MD simulation was
performed with 1 fs time step using the FF14SB [36] force field.
The evaluation of the DDG free energy differences from the
resulted outputs was carried out with the analyse.sh [37] script
available at AMBER’s website. For temperature regulation, the Lan-
gevin thermostat was applied with the collision frequency of
2 ps�1, while pressure was maintained by the Berendsen barostat
with 2 ps relaxation time. Details of thermodynamic integration
steps and their results are shown in Figure S3 and Table S1.

The estimation of the binding free energy difference between
HT1146 and HT2004 in cPS was performed similarly. Structure of
the cPS was extracted from PDB 4R67. The covalently bound ligand
was deleted and the neutral form of Thr1 was rebuilt. Binding
poses of HT1146 and HT2004 in cPS were imported from the iPS
enzyme-ligand complexes after structure alignment of iPS and
cPS by Maestro’s built-in tool. The following steps were identical
to those described above for the thermodynamic integration in iPS.

2.3. Selectivity calculation by thermodynamic integration with
sidechain mutation

Following our previously developed protocol [19] we estimated
the binding free differences of selected ligands between iPS and
cPS by thermodynamic integration using Gln53Ser sidechain muta-
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tion. The structure of the ‘‘hybrid cPS” was prepared by mutating
the Gln53 residue to Ser53 in the previously used non-covalent
iPS structure. The thermodynamic integration followed a single
topology model, in which the sidechain is modified directly in
one step, both with and without the inhibitor molecules. The over-
lapping backbones of the original and mutant proteins were
merged with ParmEd, both systems were immersed in an octahe-
dral box of TIP3P waters and relaxed by the same protocol as
described for iPS above. The 1 ns, NVT productive MDs were car-
ried out after 20 ps NVT heating and equilibration for each k win-
dow. k was varied from 0.0 to 1.0 with 0.1 increment. The
evaluation of the DDG between the complex and apo forms were
carried out as described above for iPS.

2.4. Error estimation in thermodynamic integration

The errors of the TI simulations were estimated by a transfor-
mation loop starting with HT1146 and returning to it through a
sequence of ligand modifications using TI simulations. The error
is given as the sum of the DDG values of the cycle’s TI steps, as
the theoretical value of the DDG in such a cycle is 0 kcal/mol.
Detailed results of the TI error estimation are shown in
Figures S4-S5 and Table S2.

2.5. Inhibitory mechanism of HT1146 by QM/MM MD simulations

The HT1146-enzyme complex obtained by docking (see above)
was immersed into an octahedral water box of TIP3P waters. The
constructed system was subject to the following relaxation proto-
col: 1000 steps of steepest descent minimization with constrained
heavy atoms, 1000 steps of steepest descent minimization without
constraint, 100 ps NVT heating to 310.15 K and 4 ns NPT equilibra-
tion at 310.15 K. All these steps were performed using FF14SB MM
force field. QM/MM mixed potential was introduced in a following
100 ps NVT MD also at 310.15 K. The QM region was described
with DFTB3 potential [38] and composed of the ligand, the Thr1
residue and the CaH-NH fragment of the Thr2 residue (Figure S6),
while the rest of the atoms were treated by FF14SB force field. The
link atom approach was used to separate the QM and MM subsys-
tems. The relaxed structure was subjected to a series of 50 ps back
and forth QM/MM steered molecular dynamic (SMD) simulations
using the PLUMED [51] patch to control the bias potentials applied
to the reaction coordinates during the simulations. The spring con-
stant was set to 300 kcal/(mol∙Å2). After forward–backward-
forward SMD simulations, structures were extracted at 0.1 Å incre-
ments along the reaction coordinate (RC) from the second forward
pulling and used as starting structures for the umbrella sampling
(US) windows. Further information belonging to the SMDs, reac-
tion coordinates and frame extractions are available in
Figures S7 and S8. QM/MM MD US simulations were performed
in NVT ensemble with 40 ps long simulation windows with
300 kcal/(mol∙Å2) force constant. The increments between the
center of the windows were 0.1 Å RC value, the overlap between
windows was inspected by histogram analysis. The first 5 ps of
every window was discarded as relaxation, while the output
of the rest of the simulations was used to generate the potential
of mean force (PMF). The weighted histogram analysis method
[39] (WHAM) was used to construct the PMFs of the reaction steps.
The number of bins was set to three times the number of windows,
while the tolerance parameter was set to 0.0001. The force con-
stant in the wham metafile was set to 300 kcal/(mol∙Å2) as
PLUMED - in contrast to AMBER – defines the force constant in
the same way as WHAM [40]. Statistical uncertainties were esti-
mated by the bootstrapping algorithm using ten fake data sets with
correlation time set to 140 derived from the auto-correlation func-
tions of previous simulations. The complete continuous free energy
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profiles of the two examined reaction mechanisms were con-
structed by joining the consecutive reaction steps’ PMFs; The PMFs
of the subsequent steps were joined at their minima and this pro-
cedure was justified by the inspection of the structural continuity
between the reaction steps.

2.6. PMF calculation of the rate-determining step for other compounds

Structure of the product state of the first step of the carbonate
mechanism obtained with HT1146 was extracted from the
RC = 1.5 window’s final frame. The solvent molecules were deleted,
and the ligand was modified into the inhibitor structure to be
examined. The new ligand-enzyme complex was treated with a
shortened relaxation protocol, including 1000 steps of steepest
descent minimization, 20 ps NVT heating to 310.15 K and 100 ps
NPT equilibration at 310.15 K. The QM/MM approach was applied
for all three steps. Interatomic distance constraints were applied to
preserve the arrangement of the ligand inside the binding pocket.
Back and forth, SMD simulations were performed for the rate-
determining step in the same manner as it was described for
HT1146 above. (Figure S9) The final trajectory was used for frame
extraction for umbrella sampling. The US simulation and the PMF
construction was identical to what was already described for
HT1146 above.

PMF calculations of the rate determining step for HT1146 and
HT2004 in cPS were performed similarly to those in iPS. The previ-
ously used non-covalent structure of cPS derived from PDB 4R67
was modified by deprotonating the Oc and protonating the termi-
nal amino group. The starting pose of ligand molecules were
extracted from the iPS-ligand complexes after protein structure
alignment. System preparation, relaxation, steered molecular
dynamics and umbrella sampling were performed as described
above for iPS.

2.7. QM corrections

QM correction for the DFTB3 potential was performed with the
Gaussian 16 program package [41]. After the construction of the
full PMF of the two reaction mechanisms, the reactant, intermedi-
ate, product and transition state (TS) structures were extracted as
the last frame of the simulation window belonging to the RC of the
minima or the TS. The non-QM atoms, and selected QM atoms were
deleted keeping the size of the system at the minimum for the
high-level QM calculations. The geometry of the extracted struc-
tures were optimized with B3LYP functional and 6-31G++(d,p)
basis set using the implicit PCM solvent model. For stable struc-
tures, the OPT keyword was used to perform geometry optimiza-
tion, while for transition states, the bond lengths forming the
reaction coordinate were frozen using the OPT = modredundant
keyword of Gaussian. This was followed by single point calcula-
tions at the DFTB3 and xB97XD/aug-cc-PVTZ levels of theory in
vacuum, as no PCM model is available for DFTB3 in Gaussian.
The correction was calculated as the difference between the
xB97XD and DFTB3 energies.
3. Results and discussion

The covalent inhibition of the immunoproteasome by an exten-
sive set of oxathiazolone compounds was experimentally charac-
terized in ref. [17]. The inhibition constant Ki of noncovalent
binding and the rate constant kinact of covalent binding are pre-
sented for several compounds, while the kinact/Ki ratios are
reported for some less potent inhibitors. These data provide a
sound basis to validate computational studies aiming at a detailed
description of the mechanism of oxathiazolone binding to the
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immunoproteasome. The calculation of Ki characterizing the non-
covalent binding is relatively straightforward by thermodynamic
integration, although it should be noted that no experimental
structure of the binding mode before the chemical reaction is avail-
able; rather, it must be predicted computationally. The calculation
of the rate constant kinact is more challenging since the mechanism
of the chemical reaction is unknown. Here, the first step is to
explore the reaction mechanism and to identify the rate-
determining step, or steps, that most affect kinact.

The experimental Ki and kinact values are related to the binding
free energy (DGb) and to the reaction barrier (DG�), respectively, by
Eqs (2) and (3).

DGb ¼ RT ln Kið Þ ð2Þ
DGz ¼ �RT ln
kinact

kbT=h

� �
ð3Þ

where R is the universal gas constant, T is the absolute temper-
ature, kb is the Boltzmann constant, and h is the Planck constant.
Binding free energy differences and reaction barrier free energies
can be calculated and converted into Ki and kinact values using
Eqs (2) and (3), respectively. In the forthcoming discussion, we first
present our results concerning the covalent step—namely, the reac-
tion mechanism exploration and kinact calculations. This is followed
by the results of the Ki determinations and the comparison of the
experimental and computed quantities. The iPS versus cPS selectiv-
ity was also evaluated and compared for two ligands. Finally, we
analyse the inhibitory mechanism and the role of the two consec-
utive steps in determining inhibitory activities and selectivities.
3.1. Exploration of the covalent reaction mechanism

Two mechanisms were proposed for covalent inhibition by
compounds with oxathiazolone warheads [16]. Both mechanisms
(Fig. 2) start with the activation of the hydroxyl group of Thr1 by
abstracting its proton by the terminal amine group of the residue.
The reaction pathway branches at the nucleophilic attack of nega-
tively charged oxygen. Depending on which bond breaks during
the reaction, C-S or C-O, we label the route as the carbonate or car-
bonthioate route, respectively. Both routes include proton transfer
from the Thr1 terminal NH3

+ group. It is followed by a second nucle-
ophilic attack, in which the amine nitrogen attacks the elec-
trophilic carbon, while the remaining bond between the ligand
and the enzyme, C-O in the carbonate and C-S in the carbonthioate
route, breaks. Proton transfer from the amine to the leaving group
yields the same product structure for both pathways. After the oxa-
zolidinone ring is formed, the residual compound decomposes into
an amide while the sulfur atom leaves the molecule; however, this
does not affect the binding events. It also has been proposed [16]
that the hydrolysis of both INT2 and INT20 can lead to the decom-
position of oxathiazolone, while the enzyme preserves its activity.
In the current study, we focus on the inhibition mechanisms
shown in Fig. 2.

The reaction of the Thr1 residue of the proteasome with several
ligands has been investigated, and varying protonation states of
the active site residues have been proposed [42]. The nucleophilic
attack of Thr1 Oc is accompanied by proton transfer either to the
Ne of Lys33 [43,44] or to the terminal amine of Thr1 [45,46]. The
proton transfer between the OcH and NH2 groups of Thr1 can pro-
ceed either directly or via a water molecule. The relative positions
of the OcH and NH2 groups are compatible with both direct and
water-mediated proton transfer. Previous theoretical studies of
the human proteasome suggest a ligand-dependent proton transfer
mechanism; peptide hydrolysis starts with water-mediated proton
transfer [47], while the first step in covalent inhibition by syringo-



Fig. 2. Examined reaction mechanisms of HT1146 with IPS. Atom numbering is shown in the overall reaction scheme on the top.
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lin A [46] and epoxomicin [45] is direct proton transfer. The anal-
ysis of the 4 ns MD trajectory of the HT1146-IPS noncovalent com-
plex showed that the proximity of a water molecule to the Thr1
residue is very rare, and we investigated only the direct proton
transfer between the OcH and NH2 groups of Thr1. This is in line
with the proposed proton transfer in the presence of other covalent
inhibitors [45,46]. We found that the DFTB3/FF14SB potential
yields a stable activated Thr1 residue with deprotonated Oc inter-
acting with the protonated Thr1 NHþ

3 and Lys33 NHþ
3 groups. The

free energy profile for this proton transfer yielding INT1 is shown
in Fig. 3 and is similar to that obtained with B3LYP/6–31++G**:
FF14SB potential [45,46].

3.1.1. Carbonate route
The formation of the second intermediate (INT2) includes O8-

C9 bond formation and proton transfer from N5 to S14 (Fig. 2).
SMD work curves for this step were generated with reaction
coordinates created as various combinations of the relevant atom
Fig. 3. Calculated PMF curves for the carbonate (blue) and carbonthioate (red)
pathways of HT1146. Structure labels are identical to those in Fig. 2. Statistical
errors are represented with error bars. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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distances. Simulations yielded work curves corresponding to an
asynchronously concerted process in which the formation of the
O8-C9 bond is fairly advanced when the proton moves from N5
to S14. Equivalent results were obtained with umbrella sampling
simulations using structures from two-dimensional SMD simula-
tions along the (C9-S14)�(O8-C9) and (N5-H22)�(S14-H22) dis-
tance combinations (Figure S10). The next step, the
transformation of INT2 into the product (PS), involves the attack
of N5 on C9 and proton transfer from N5 to N13. We observed that
N5-C9 bond formation and C9-O11 bond breaking are followed by
a rotation along the C15-C12 bond that brings N5 and N13 into a
relative position, facilitating proton transfer between them. The
driving force of the rotation around the C15-C12 bond appears to
be the interaction between the O11 carbonyl oxygen and the pos-
itively charged amine group of Lys33. This interaction stabilizes
the transient formation of excess negative charge on the leaving
group in the ring formation reaction.
3.1.2. Carbonthioate route
This mechanism differs from the carbonate route starting at the

transformation of the first intermediate (INT1) to the second inter-
mediate (INT20). O8 of the activated threonine Thr1 attacks C9 sim-
ilarly to the analogous step in the carbonate route, but INT20 is
formed by the breakage of the C9-O11 bond and by proton transfer
from N5 to N13 (Fig. 2). Proton transfer asynchronously occurs in
the same step with C-O bond formation, analogous to what was
found in the carbonate route. The transformation of INT20 into PS
starts with N5 attack on C9, just as in the carbonate route; how-
ever, the proton transfer from N5 to the leaving group needs no
conformational rearrangement, as the S14 atom is in a proper posi-
tion to accept the proton. Nevertheless, N5-C9 bond formation is
advanced with respect to N5-S14 proton transfer.
3.2. Reaction free energy profiles

Once full trajectories for both mechanisms were available by
SMD simulations, we performed QM/MM MD umbrella sampling
calculations. The potential of mean force (PMF) curves constructed
with WHAM are shown in Fig. 3.



Fig. 4. Original (dashed line) and QM corrected (straight line) free energy profiles
for the reaction of HT1146 with IPS calculated on the carbonate (blue) and
carbonthioate (red) pathways. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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The formation of INT1 is identical in both pathways, as it is the
common threonine activation step. This proton transfer from O8 to
N5 has a significant barrier and is endothermic. The reaction
between INT1 and INT2 corresponds to nucleophilic attack by
deprotonated oxygen coupled with proton transfer from N5. The
formation of the O8-C9 bond is accompanied by the breakage of
the C9-S14 or the C9-O11 bond in the carbonate and carbonthioate
routes, respectively. It is common in the two routes that proton
transfer (either to N13 or to S14) follows bond formation, but no
intermediate is formed in either case. For both routes, the barriers
are slightly higher than that of the first proton transfer, and the
second intermediates (INT2 and INT20) have slightly higher free
energy than INT1. The reaction between INT2 and PS includes
nucleophilic attack by the amine group of the Thr1 residue and
final proton transfer. In both routes, these steps are consecutive
without a well-defined intermediate state, as no local free energy
minimum is observed between INT2 and PS (Fig. 3). However,
the carbonate route includes a conformational rearrangement
required to bring the N13 atom into an appropriate position to
accept a proton from N5.

The PMF curves of the carbonate and carbonthioate routes pre-
dict different reaction free energies, although the overall reaction
free energy must be equal for the two routes. The reason for this
reaction free energy difference is the structural differences at the
product state; the alternative reaction routes and the different con-
formations of the products accompanied by varying enzyme-
solvent environments explain the modest numerical difference in
the reaction free energies. It must also be observed that the
obtained reaction energies are positive for both routes. We also
note that the experimental kinact value of HT1146 (9.3�10–4 s�1)
[17] corresponds to a barrier of 22.4 kcal�mol�1, and this is largely
overestimated by the calculations. These shortcomings of the com-
puted free energies can be attributed to the inaccuracies of the
approximate DFTB3 method. Several studies have shown [48-50]
that QM/MM free energy calculations using DFTB3 for the QM
region can be efficiently corrected to obtain free energy profiles
in accordance with experimental data.

3.3. QM corrected free energy profiles

Free energies obtained for the reaction state, transition states,
intermediate states and product states were included in the correc-
tion. PMF corrections were obtained as the difference between
xB97XD and DFTB3 single point energies calculated for the atoms
directly participating in the chemical reactions (see the details in
the Methods section). The results of the QM calculations and the
corrected PMF are shown in Table 1 and in Fig. 4.

The correction by high-level QM calculations significantly
change the free energy profile of the reactions. The corrected
Table 1
Results of the QM correction calculations. All entries are energies in kcal�mol�1 units. The

Carbonate route

Structure RS TS1 INT1

wb97xd SP 0.0 27.1 45.7
DFTB3 SP 0.0 34.7 61.1
Difference 0.0 �7.5 �15.4
PMF 0.0 21.9 16.7
Corr. PMF 0.0 14.4 1.3

Carbonthioate route
Structure RS TS1 INT1
wb97xd SP 0.0 27.1 45.7
DFTB3 SP 0.0 34.7 61.1
Difference 0.0 �7.5 �15.4
PMF 0.0 21.9 16.7
Corr. PMF 0.0 14.4 1.3
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barrier and reaction energy levels suggest that the carbonate
mechanism is favoured over the carbonthioate mechanism. Inter-
estingly, the transition barrier of the third step in both cases is low-
ered so that the second step—namely, the nucleophilic attack of the
activated Thr1 oxygen and the accompanying proton transfer—is
the rate-determining step. The corrected barrier height for the car-
bonate route is 19.8 kcal�mol�1. This value is lower than the
22.4 kcal�mol�1 obtained from the experimental kinact value, but
it indicates sensible reaction free energy profiles after QM
correction.
3.4. Free energy barrier of the rate-determining step of other
oxathiazolones

Further umbrella sampling calculations were carried out for
oxathiazolone compounds (Fig. 5) to compute the kinact values
using Eq. (3). These compounds from ref. [17] were selected to
maximize the range of inhibitory activity as expressed with the
kinact/Ki ratio. As the activation step of the Thr1 residue is
considered to be ligand independent, only the barrier of the rate-
determining step was calculated. This barrier was corrected by
the QM correction derived for the same step for HT1146 and was
added to the reaction free energy of the first step. The resulting
PMF curves are shown in Figure S11, and the corresponding DG�

values are presented in Table 2. The calculated DG� values are
higher for the less active compounds HT1071 and HT2210, show-
ing that the activity drop for these compounds is connected with
amount of correction is the difference between the xB97XD and DFTB3 energies.

TS2 INT2 TS3 PS

12.0 3.6 9.3 �22.9
19.9 8.8 36.9 �1.5
�7.9 �5.2 �27.6 �21.4
27.7 19.8 44.9 2.9
19.8 14.6 17.3 �18.5

TS20 INT20 TS30 PS
33.2 �9.1 �12.7 �21.4
38.5 �0.2 3.8 �0.4
�5.3 �8.9 �16.5 �21.0
33.6 20.0 35.3 9.8
28.3 11.1 18.7 �11.1



Fig. 5. Investigated IPS inhibitors.
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lower kinact—i.e., lower reactivity—and this is more pronounced for
HT2210.
3.5. Binding free energies of the noncovalent complex

The calculation of the inhibitory activity and the complete free
energy profile of the two-step binding mechanism of covalent inhi-
bitors requires the evaluation of the binding free energy of the
noncovalent binding preceding the covalent binding step, as shown
by Eq. (1). To characterize the noncovalent step, classical MD cou-
pled with thermodynamic integration was used. All examined inhi-
bitors (Fig. 5) are equipped with an oxathiazolone warhead and
inhibit the immunoproteasome by covalently binding to Thr1.
The X-ray structure of the b5i subunit of the immunoproteasome
complexed with Ro19 (PDB: 5M2B) was used. Docking of
HT1146 into the protein was used to generate the enzyme-ligand
complex. Note that only ligand HT1146 was docked into the active
site, as it was used as a reference molecule, and the starting posi-
tions of further compounds were constructed by modifying it
inside the binding pocket. The scheme of the transformation steps
and the complete description of the TI method can be found in the
Methods section and in the SI.

The calculated binding free energies together with the experi-
mental noncovalent binding energies are shown in Table 2. Binding
free energy differences obtained by thermodynamic integration
were converted into binding free energies by minimizing the
root-mean-square deviation (RMSD) from the experimental
results. This shift does not bias the correlation between the calcu-
lated and experimental data and does not affect the compound
ranking. The calculated Kis together with the kinact values were
used to characterize the inhibitor binding as described below.
Table 2
Experimental inhibition constants for the noncovalent binding (Ki), corresponding binding
(kinact), corresponding free energy barriers (DG�) and experimental log(kinact/Ki) values. Ca
calculated log(kinact/Ki)calc values for the selected immunoproteasome inhibitors.

Compound Ki

[lM]
DGb

[kcal/mol]
kinact
x 103 [s-1]

DG� [kcal/mo

HT1146 7.90 -7.2 0.93 22.4
HT2004 1.4 -8.3 1.54 22.1
HT1042 0.42 -9.0 0.38 23.0
HT1213 1.1 -8.5 0.26 23.2
HT1071
HT2210

a kinact is in s�1, and Ki is in M units
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3.6. Selectivity between iPS and cPS

HT1146 exhibited slight selectivity with kinact/Ki = 118 and
31.3 M�1s�1 for iPS and cPS, respectively, while HT2004 was vastly
more active against iPS, as shown by kinact/KI = 1093 and 0.23M�1s�1

for iPS and cPS, respectively. To analyse the significant selectivity
of HT2004 and the difference in selectivities between HT1146
and HT2004, we performed further calculations. We note that
the differences in kinact/Ki can be expressed with free energy
differences in the following way:

log
kinact A½ �
Ki A½ �

� �
� log

kinact B½ �
Ki B½ �

� �

¼ log eð Þ
RT

�G# B½ � þ G# A½ � � Gb B½ � þ Gb A½ �� �

¼ log eð Þ
RT

�DG# � DGb
� � ð4Þ

where G# A½ � and Gb A½ � are the activation free energy and the
noncovalent binding free energy for compound A, respectively.
The free energy difference obtained from the experimental data
by Eq. (4) can be compared to the calculated free energy differ-
ences obtained with QM/MM umbrella sampling simulations for
the barriers and with thermodynamic integration for the noncova-
lent binding free energy difference. Note that Eq. (4) refers to dif-
ferent compounds in the same protein; however, an analogous
equation can be written for a compound that binds to two similar
proteins. In this latter case, thermodynamic integration includes
mutation of the protein, in our case mutation of iPS to cPS.

The barriers of the rate-determining step in iPS were formerly
calculated, and they were complemented by barriers in cPS for
both compounds using QM/MM umbrella sampling simulations.
The difference in the noncovalent affinity of HT1146 and HT2004
towards iPS was formerly evaluated (Table 2). The HT1146 to
HT2004 mutation was also performed in cPS. Experimentally
derived and calculated free energies for the HT1146 to HT2004
mutation are shown in Table 3.

The transformation of iPS to cPS in water and in complex with a
ligand provides us with a binding free energy difference of the
ligand towards the two proteins. We selected the Gln53Ser muta-
tion to transform the b5i iPS binding pocket into the b5c cPS bind-
ing pocket. Although these pockets have identical amino acid
sequences, the different conformations of Met48 in b5i and b5c
render the S1 pocket more spacious in b5i than in b5c [27,28].
The Met48 conformation was proposed to be affected by the
Gln53Ser mutation; the interaction between Gln53 and Met48 in
iPS is beneficial in an extended Met48 conformation that opens
some space for the ligand between Ala49 and Met45.

Thermodynamic integration with the Gln53Ser mutation was
performed in water and with the HT1146 and HT2004 complexes.
The calculated binding free energy differences and previously cal-
culated barrier free energies for covalent complex formation made
free energies (DGb), experimental inhibition rate constants for the covalent reaction
lculated binding free energies (DGb,calc), calculated free energy barriers (DG�

calc) and

l] log kinact
Ki

� �
a DGb,calc

[kcal/mol]
DG�

calc

[kcal/mol]
log kinact

Ki

� �
calc

a

2.1 -7.3 19.8 4.0
3.0 -9.3 19.0 6.0
3.0 -8.2 21.7 3.2
2.4 -8.3 21.6 3.4
1.3 -6.8 22.5 1.7
1.9 -7.8 24.1 1.3



Table 3
Comparison of experimental and calculated free energy differences between HT1146
and HT2004 binding (top two rows) and between binding to iPS and cPS (bottom two
rows).

Experimentala Calculatedb

Transformation �DG#�DGb

[kcal/mol]
DGb,calc [-DG#-DGb]
[kcal/mol]

HT1146->HT2004 iPS �1.4 �2.0 [0.0c-2.0]
HT1146->HT2004 cPS 3.0 4.5 [5.0d-0.5]
HT1146 iPS->cPS 0.8 0.4 [2.0e-1.6]
HT2004 iPS-> cPS 5.1 6.7 [7.0f-0.3]

a The sum of �DG#�DGb is obtained from the experimental log(kinact/Ki) differ-
ence using Eq.(4)

b The barrier (DG#) for the rate-determining step and binding free energy dif-
ferences (DGb) are separately calculated. The sum and its components are shown as
the difference between the barriers of HT2004 (11 kcal/mol) and HT1146
(11 kcal/mol) in iPS.

d Obtained as the difference between the barrier of HT2004 (18 kcal/mol) and
HT1146 (13 kcal/mol) in cPS.

e Obtained as the difference between the barrier of HT1146 in cPS (13 kcal/mol)
and iPS (11 kcal/mol).

f Obtained as the difference between the barrier of HT2004 in cPS (18 kcal/mol)
and iPS (11 kcal/mol).
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it possible to compare experimentally derived and computed free
energies related to the inhibition of iPS and cPS by HT1146 and
HT2004 (Table 3).

3.7. Evaluation of the overall proteasome inhibition

The experimental Ki and kinact values when converted to binding
free energies (DGb) and reaction barrier free energies (DG�) cover
narrow ranges of 2 kcal�mol�1 and 1 kcal�mol�1, respectively. The
free energies corresponding to the log(kinact/Ki) values—namely,
�DGexp

bind � DGzexp—also cover a narrow range of slightly over
1 kcal�mol�1 (top 4 entries in Table 2). This range is somewhat
broader when less active compounds (HT1071 and HT2210) are
also considered. Therefore, we also calculated the Ki and kinact val-
ues for these compounds, and log(kinact/Ki)-s were compared to the
experimental values (Table 2 and Fig. 6). (No individual Ki and kinact
were experimentally determined for these latter compounds.) The
calculated and experimental log(kinact/Ki) ratios show a reasonable
correlation with R2 = 0.555 (p(R) = 0.089) for the six investigated
oxathiazolones. It was also observed that experimental log(kinact/Ki)
is correlated with calculated log(1/Ki); the high coefficient of deter-
mination (R2 = 0.770, p(R) = 0.022, Figure S12) is notable and
shows that the differences in the noncovalent binding primarily
affect the variation of the iPS inhibitory activity for these com-
pounds. They have an identical warhead, and there is virtually no
Fig. 6. Comparison of calculated and experimental log(kinact/Ki) (kinact in s�1 and Ki

in M units).
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electronic crosstalk with the noncovalent parts. Therefore, they
should show similar reactivity that suggests the influence of non-
covalent recognition. Indeed, the low calculated affinity for nonco-
valent complex formation by HT1071 explains the low inhibitory
activity, which is actually the lowest among the compounds inves-
tigated. However, the modest activity of HT2210 is a result of lim-
ited noncovalent binding affinity and, more importantly, the low
reactivity of this compound in the binding site of iPS. This observa-
tion indicates the potential effect of the binding mode on the reac-
tivity, and its manifestation is discussed below in connection with
iPS versus cPS selectivity.

The noncovalent complex of oxathiazolones places the carbonyl
group in a position close to the OcH group of Thr1 and orients the
substituent of the oxathiazolone ring towards the S1 binding
pocket. This binding pocket is larger in the immunoproteasome
[27] than in the constitutive proteasome, and we investigated
how this structural difference together with our computational
results can explain the observed similar inhibitory activity of
HT1146 towards iPS and cPS and the significant activity difference
of HT2004 towards these proteins. First, it is worth mentioning
that the calculated free energy changes reasonably agree with
the experimental free energy changes derived from activities
(Table 3). The comparison is made for the cumulative process of
noncovalent and covalent binding, as experimental data for the
separate binding processes are not available for cPS. However,
the good agreement between the experimental and calculated val-
ues makes confidence in the analysis of the computed components,
DGb, the binding free energy difference of the noncovalent binding
and DG#, the free energy barrier of the covalent bond formation.
Computational results show that HT2004 selectivity is primarily
governed by different DG#s in iPS and cPS. While noncovalent
complex formation proceeds with minimal binding free energy
alteration in iPS and cPS (-0.3 kcal/mol), the computed barrier is
7 kcal/mol higher in cPS than in iPS. An analysis of the transition
state structures (Fig. 7) shows that HT2004 binds to iPS with the
proximal phenyl ring partially penetrating the extended space
available in iPS. This extra space between Met45 and Ala49 is
due to the extended conformation of Met45 and leads to a position
of the oxathiazolone ring highly similar to that of HT1146. In con-
trast, Ser53 in cPS (Gln53 in iPS) forms an H-bond with the back-
bone carbonyl of Ala49 and does not allow Met45 to adopt the
extended conformation and to open the space between Met45
and Ala49. Therefore, the proximal phenyl ring of the HT2004-
cPS complex has a position shifted with respect to that in the
HT2004-iPS complex and resembles that seen in the HT1146-cPS
complex. However, HT2004 is slightly rotated around the proximal
phenyl ring to avoid steric clash between the terminal benzene
ring and Val31. This rotation moves the oxathiazolone into a
position different from its positions seen in the HT1146-iPS,
HT1146-cPS and HT2004-iPS complexes. As a result of this shift
of oxathiazolone, proton transfer to sulfur is hindered in the
rate-determining step. The sulfur is shifted further from the attack-
ing H atom; moreover, the interactions of the negatively charged
sulfur atom with Thr21 amide and alcoholic hydrogens hamper it
from approaching the proton donating nitrogen (Fig. 8). (Further
representative structures of the stationary points of the reaction
free energy curves are shown in Figures S13-S15.)

Our results show that the altered binding mode of HT2004 in
cPS has little effect on the noncovalent affinity, but it strongly
affects the covalent reaction barrier. Remarkably, compounds with
similar intrinsic reactivities may exhibit highly different reactivi-
ties in the protein binding pocket owing to small binding mode
variations. The resulting changes in the position and interactions
of atoms can significantly affect reactivity. This phenomenon has
important implications for the affinity and selectivity of designed
covalent inhibitors.



Fig. 7. Representative structures from umbrella sampling simulations around the transition states of the rate-determining step: HT1146-iPS (top left); HT1146-cPS (top
right); HT2004-iPS (bottom left); HT2004-cPS (bottom right). The position of the oxathiazolone ring of HT2004 in cPS is shifted owing to the lack of space between Met45 and
Ala49 and to avoid steric clash with Val31.
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4. Conclusions

The reaction mechanism leading to the irreversible inhibition of
the immunoproteasome by compounds with oxathiazolone war-
heads was explored. Two formerly proposed mechanisms were
investigated. Both start with the activation of the Thr1 residue by
proton transfer between O8 (Oc) and N5, the terminal NH2 group
of Thr1, and produce an intermediate (INT1) stabilized by neigh-
bouring residues, most notably protonated Lys33. The second step
starts with the nucleophilic attack of O8 on C9, the carbonyl carbon
of the oxathiazolone ring. The carbonate route that includes the
C9-S14 bond breaking after this nucleophilic attack exhibits a
lower barrier and is more likely than the carbonthioate route
where the C9-O11 bond breaks. O8-C9 bond formation in the car-
bonate route is followed by proton transfer between N5 and S14,
resulting in the second intermediate (INT2). The reaction com-
pletes with oxazolidinone ring formation and detachment of the
leaving group, leading to irreversible covalent inhibition of the tar-
get. DFTB3/FF14SB calculations with xB97XD correction yield a
free energy profile for the reaction with the formation of the sec-
ond intermediate (INT2) as the rate-determining step.

The rate-determining step of covalent bond formation was sim-
ulated for five other oxathiazolone derivatives to obtain calculated
barriers and corresponding kinact values. The binding free energy of
the noncovalent complex formation was also evaluated for the
same compounds using classical forcefield-based thermodynamic
integration. Binding free energies were converted into Ki equilib-
rium constants and calculated, and experimental Ki and kinact val-
ues were analysed. The inhibitory activities of the compounds
were characterized by log(kinact/Ki), and a reasonable correlation
(R2 = 0.555) between the experimental and calculated values was
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found. It was also observed that inhibitory activity variation is
more affected by differences in the noncovalent affinity than in
the reactivity. No individual Ki and kinact were measured for less
active compounds; however, computed Ki and kinact values allow
the contributions of the noncovalent and covalent complex forma-
tions to the inhibitory activity to be estimated.

The experimentally observed selectivity of oxathiazolone-based
inhibitors for the immunoproteasome versus the constitutive pro-
teasome can be rationalized by the binding mode and mechanism
of these compounds. Their favourable binding mode places the
oxathiazolone warhead in a position that facilitates nucleophilic
attack by Thr1 Oc and extends the substituent on the oxathia-
zolone ring towards the S1 binding pocket. This pocket is larger
for the immunoproteasome than for the constitutive proteasome.
The smaller HT1146 compound fits similarly into the binding
pocket of iPS and cPS and shows similar inhibitory potency for
the two enzymes. In contrast, the more extended HT2004molecule
adopts a moderately different binding mode in iPS versus cPS,
which leads to a small difference in the noncovalent affinity but
significantly affects the covalent reactivity. Thus, the two com-
pounds with equivalent intrinsic reactivities show striking selec-
tivity differences, which is attributed to the effect of the binding
mode variation on the reactivity with the activated Thr1.

In summary, a plausible reaction mechanism for the covalent
inhibition of the immunoproteasome by oxathiazolone derivatives
was proposed. The identification of the rate-determining step
allowed the calculation of the reaction barrier for several com-
pounds. The binding free energy of the noncovalent binding was
also evaluated. The complete energetic characterization of the
binding made it possible to analyse the contribution of the nonco-
valent and covalent binding steps for compounds without experi-



Fig. 8. HT2004-iPS (top) and HT2004-cPS (bottom) complex structures between
the nucleophilic attack and the proton transfer of the rate-determining step.
Distances between the ligand’s sulfur atom and Thr21 Hc and H are shown with
yellow dashed lines. The distance between the transferred proton and the sulfur
atom is shown with a red dashed line. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
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mentally determined individual Ki and kinact values. The iPS versus
cPS selectivity was attributed to reactivity differences caused by
modest binding mode variation within the active sites.
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