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A B S T R A C T   

Employees who have legitimate access to an organization’s data may occasionally put sensitive 
corporate data at risk, either carelessly or maliciously. Ideally, potential breaches should be 
detected as soon as they occur, but in practice there may be delays, because human analysts are 
not able to recognize data exfiltration behaviors quickly enough with the tools available to them. 
Visualization may improve cybersecurity situation awareness. In this paper, we present a dash-
board application for investigating file activity, as a way to improve situation awareness. We 
developed this dashboard for a wide range of stakeholders within a large financial services 
company. Cybersecurity experts/analysts, data owners, team leaders/managers, high level ad-
ministrators, and other investigators all provided input to its design. The use of a co-design 
approach helped to create trust between users and the new visualization tools, which were 
built to be compatible with existing work processes. We discuss the user-centered design process 
that informed the development of the dashboard, and the functionality of its three inter-operable 
monitoring dashboards. In this case three dashboards were developed covering high-level over-
view, file volume/type comparison, and individual activity, but the appropriate number and type 
of dashboards to use will likely vary according to the nature of the detection task). We also 
present two use cases with usability results and preliminary usage data. The results presented 
examined the amount of use that the dashboards received as well as measures obtained using the 
Technology Acceptance Model (TAM). We also report user comments about the dashboards and 
how to improve them.   

1. Introduction 

While there have been considerable advances in hardening perimeters and protecting sensitive data from external attacks, it is more 
challenging for organizations to protect against data loss from the actions of insiders (who may be careless or malicious but damaging 
in either case). In one survey, around 27% of cybercrime was conducted by insiders (either employees or people masquerading as 
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employees), with the results of insider attacks being potentially more severe than outside attacks [1]. 
Employees have a legitimate need to use data as part of their work role and it is often challenging to identify illegitimate, but 

infrequent, data usage. Due to the potential harm of data exfiltration, administrators should quickly detect and investigate potentially 
harmful employee activity. Detecting problems with insiders is particularly challenging since harmful activities may be performed by 
employees with legitimate access. Current insider anomaly detection tools typically [2,3] use one of three approaches 1) automated 
machine learning (ML); 2) data visualization and interactive dashboards; 3) a combination of approaches 1 and 2. 

Given the threats and challenges, organizations need tools that can improve their situation awareness of how employees are 
transferring confidential and proprietary files, as part of a larger threat detection process. The most common ML approach for threat 
detection uses statistics and mathematical models to detect any abnormal deviation from the normal activity records based on single- 
point estimates of threat likelihood [4]. Activity-based detection requires a clear detection goal or a prediction target variable to train 
and evaluate the result [5]. However, employee behavior frequently changes due to factors such as daily workload, individual working 
style, access availability, and the nature of the task being performed. Activity-based models can only flag events as potentially ma-
licious, resulting in high levels of false positive errors [6,7]. While the use of rules and heuristics may reduce the number of false 
positives, it is difficult to keep rule sets up to date in response to a rapidly changing threat environment [6–8]. 

ML algorithms work best with well-ordered, continuous, and non-sparse data. However, log files relevant to data exfiltration 
typically contain a lot of textual information (e.g., Device and Path Names), but include relatively few continuous variables other than 
file size), which can constrain the performance of an ML algorithm. For data transfers to external storage devices (e.g., copying to USB 
devices), limited data in log files may make automated ML system development infeasible or unreliable. 

Data visualization methods are used by many enterprises for daily activity monitoring and detection. Visualizations can provide 
overviews of large amounts of data in the cybersecurity domain [9]. While visualization may not be needed for events that are easy to 
label automatically as suspicious (e.g., an unauthorized user attempted to log in to a sensitive database), it is potentially useful for 
monitoring USB file copying. This is because situations that look anomalous may arise for many reasons, most being legitimate. Thus, 
with respect to USB copying, visualization can be used for exploration and verification, and for the collection of supporting evidence 
[10]. 

The main difficulty with existing security visualization strategies is poor collaborative decision-making [11]. For instance, current 
strategies do not consider variations in data usage by people in different roles, or with different missions, and they tend to be designed 
for skilled analysts, rather than Field Domain Specialists (FDSs) such as product managers. The lack of collaboration among those with 
potentially relevant knowledge increases the possibility of missing potentially harmful patterns of behavior that signal anomalies 
worthy of investigation. 

In designing an insider file copying activity monitoring dashboard, our overall goal was to provide assistive tools to generate 
insights that facilitate informed decision-making. The methods that we developed for visualizations to monitor file copying should also 
be beneficial in the development of other security tools. 

2. Related work 

In this section, we discuss useable security visualization, noting the deficiencies of current security dashboard design. We review 
past research on the importance of situation awareness in cybersecurity and previous file transfer visualization approaches supporting 
anomalous behavior detection. 

2.1. Situation awareness in cybersecurity 

Situational awareness is traditionally defined as “the perception of the surroundings and derivative implications critical to 
decision-makers in complex, dynamic areas such as military command and security” [12]. Maximizing situational awareness may 
guarantee “operational risks to be mitigated, managed, or resolved prior to a mission or during operations” [13]. Barford et al. [14] 
introduced the term “cyber situational awareness”, to refer to the application of situational awareness in cybersecurity. There are seven 
major requirements that describe what stakeholders should be aware of to increase their awareness and to make their cyber network 
safe (we consider the following four requirements relevant to our concern with the construction of detection models).  

• Awareness of the current situation (also known as situation perception): This includes identification of where the attack is coming 
from, who is conducting the attack, what vectors are used, which vulnerabilities are being exploited, and what the targets are.  

• Awareness of adversary behavior (the trend of the attack): This may help understand the motivation and targets of the adversary. 
This information can be gathered from logs and endpoint behavioral data.  

• Awareness of quality and trustworthiness (of the collected situation awareness information items and the knowledge-intelligence 
decisions derived from these information items).  

• Awareness of plausible future evolution (of the current situation): This involves the prediction function of ML models. 

In this paper we examine the role/usability of visualization dashboards in addressing the current problem of low situation 
awareness in cybersecurity applications. 
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2.2. Useable security visualization 

Accessible and useable security system design should be informative, reliable, interpretable, assistive, functional, navigable, 
responsive, adaptive, and easy to learn [15]. Whitten [16] claimed that a useable security tool should allow users to 1) be aware of 
tasks they need to perform, 2) perform the task 3) avoid dangerous errors and 4) be comfortable with using it again. A useable security 
product should also enable users to make informed decisions in a specific business context [17,18]. Staheli [19] discussed some di-
mensions for evaluating security visualization for human-machine collaborative systems, including user experience and preference, 
usability and learnability, effect on collaboration, insights generation, task demands, cognitive workload, and component interop-
erability. In the research reported in this paper we focused on whether the visualization supported a variety of user tasks, and the 
extent to which the tool had a positive impact on situation awareness in representative contexts. 

Security experts and IT consultants typically determine security practice according to the business impacts of security controls, 
without considering usability, or impacts on users, fully [20]. Design for usability in security visualization has often focused on 
distancing users from details to avoid the system becoming confusing and overwhelming [17]. However, detailed, and consumable, 
insights and actionable evidence are needed to aid effective anomaly detection. 

2.3. Visualization for insider file transfer 

Pfleeger et al. [21] defined insiders as people who can legitimately access an organization’s network and digital device, and defined 
insider threats as actions, conducted by an insider, that might put organizations’ data or resources at risk. 

File, or data, exfiltration involves not just copying or transferring proprietary information by employees, but crucially, the transfer 
of that information outside the organization. The existence of exfiltration depends on the context since some transfers of information 
outside the organization may be legitimate. Exfiltration events are particularly salient in the financial industry, where information 
leakage of personal sensitive data will sabotage consumer trust and violate privacy obligations. Effective internal risk management 
systems are key to securing safe daily operations within a company. Risk management involves the ability to define malicious cases, 
detect malicious events, and prevent anomalies from happening [22,23]. 

Many different types of visualization have been used for cybersecurity data, including line graphs, pie charts, cumulative distri-
bution charts, ranked lists, tables of descriptive statistics, activity timelines, and risk scoring [24]. Pattern-based visualization iden-
tifies abnormal activity from comparison with historical records in an interpretable way, and threats may be assessed by examining the 
latest data with the employee’s normal behavior or with the behavior of a relevant comparison group [25,26]. Gamachchi et al. [27] 
used histograms and frequency line graphs to visualize individual logon-logoff behavior, while Legg et al. [28] used circular heatmaps 
with color indicators to visualize login frequencies. Hanniel et al. [29] used dot maps to visualize anomalous user activity based on 
time. 

In the following discussion, the design of visualization dashboards is presented, where the focus is on the detection of data 
exfiltration. For more details on the design of the dashboards see Ref. [30]. 

3. Requirement analysis 

Requirements analysis was carried out using interviews and a focus group as described below. The analysis procedure was 
approved by the University of Toronto ethics review board (Ethics protocol number 39752). 

3.1. User groups and detection process 

Semi-structured interviews were carried out with four people who have been involved with the manual detection from the security 

Fig. 1. Standard detection process for USB file copying anomalies at the financial company studied in this research (Fig. 2 in Ref. [30]).  
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analytics team in the company studied to understand the current file activity detection process and the stakeholders. Further details 
about the interview results are provided by Ref. [30]. They found that there were five main types of stakeholders with respect to USB 
copying (cybersecurity analysts/experts; file owners; team leaders; high-level administrators; other investigators). 

Prior to our research, a decision as to whether an activity currently under scrutiny is a potentially malicious event worthy of more 
detailed investigations was typically made using the standard processing shown in Fig. 1. 

The figure shows a three-stage process where different stakeholders are involved in each of the sequential stages in the process. 

3.2. Harmful anomalies and the detection objective 

After the initial round of exploratory user research reported in the previous section, the second round of interviews and focus group 
studies were performed to define detection goals, so as to identify malicious use cases of concern, and design requirements for USB file 
copying monitoring and detection of abnormal events. 

A total of 17 participants participated in the interviews. The questions were co-designed with a cybersecurity expert and verified by 
the AVP of the security analytics department, and a list of use cases was updated after each interview. The sample included two 
department directors, two risk division VPs, three team managers, three security data analysts, two non-technical supporting in-
vestigators (HR division) and the five people in a team that was involved in developing internal security monitoring and alerts for the 
financial company. 

Interviews identified the following characteristics of file transfers that were regarded as anomalous, e.g., transfers with high spikes 
in volume and frequency of.  

• A series of semantically related sensitive files  
• Timestamps outside of working hours (less effective as an indicator when employees working from home)  
• Locations involving more than one computer  
• Irregular behavior in comparison with other colleagues at the same job position and seniority (Time of events, volume of transfer, 

type of file transfer)  
• Irregular behavior in comparison with other colleagues in the same team or branch (Time of events, volume of transfer, type of file 

transfer)  
• Irregular behavior in comparison with the person’s own historical records (Time of events, volume of transfer, USB device, type of 

file transfer) 

Based on their tacit knowledge about human behaviour and job roles, the interviewees also recommended that the following groups 
of employees with out-of-date USB transfer access should receive particular attention.  

• Employees near their employment termination date  
• Employees with administrative control access  
• Employees with special employment type (agent, temporary, casual, vendor, contractor, fixed term) 

4. Dashboard design 

4.1. Interactive filters 

The process of designing the visualization dashboards is described by Ref. [30]. This process included the design of interactive 
filters that made it easy to define customized views of the data. These filters can be identified as follows.  

1. Employee Name/ID: Employee Identification  
2. Business Group: Department and associate region  
3. Job Role: Work position title and seniority  
4. Manager: Team lead by a specific leader  
5. Employee Type: Type of employment (e.g., regular, temporary, casual, fixed term, etc.)  
6. Employee Status: Whether the employee is active or inactive  
7. Admin: Whether the employee has full administrative access to their company laptop  
8. GCE: Whether the employee has access to government-related data  
9. USB Exemption: Type of USB access (e.g., read write, transfer, etc.)  

10. Termination: whether the employee will leave the company within 90 days  
11. High-Risk File Type: True or False filter, where high-risk categories are defined by the company including all Microsoft file 

types, data files, zip files, etc.  
12. Outside Working Hours: Whether the activity is done outside the working hours/date 

The 12 filters that were developed helped different users carry out the tasks relevant to them. For example, using the manager filter, 
the team leader could view all the employees within a team and detect abnormal activities by comparing the characteristics of a 
possibly anomalous event against the background activities of other team members. The assumption and rationale behind each filter in 
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the dashboard can be found in Appendix A of this paper. 
Additionally, analysts could combine filters to filter out activities with a higher risk, before alerting other stakeholders. An example 

of high-level (aggregated) filtering of this sort is using filters #5, #11, and #12 in combination to filter out a) “temporary” employees; 
b) those who extracted a high volume of files outside working hours; c) one week before the termination date. 

4.2. Anomaly investigation dashboards 

The tool we developed includes 3 interoperable dashboards that highlight suspicious characteristics that may be used for sup-
porting reliable anomaly detection. 

The first dashboard, illustrated in Fig. 2, shows a high-level overview of USB file copying events customized by the filter inputs over 
a selected period. The core value of the dashboard is that it illustrates an aggregated and customized view of file transfer status over a 
defined period, allowing analysts to identify suspicious activities that might need further investigation using the other two dashboards. 

The first view at the top of Fig. 2 is a “Summary of USB file transfer activities”, which shows the total number of employees who 
have copied files to USB, along with the total count of files, and the total file size. The second view is an ordered bar chart that il-
lustrates the aggregated file transfer file size and frequencies for an employee. The role of the employee is also shown, since it may be 
informative. For example, it might be reasonable for a conference-attending employee to extract a lot of files for event preparation, but 
it may be suspicious if a junior financial analyst ranked high in the chart (without a similarly obvious reason). The third view uses a red 
dot indicator to identify employees who transferred files from more than one computer with their corresponding business tile, 
computer IDs, count of files and sum of file size extracted from each computer. 

As shown in Fig. 3, the second dashboard allowed users to examine the volumes of USB file transfers. More details about this 
dashboard can be found in Ref. [30]. One of the features of this dashboard that is noted here is that color coding is used to indicate the 
degree of anomaly (e.g., a red circle indicates a value that is 3 or more standard deviations from the mean of the property being 
viewed). 

Fig. 2. The USB file transfer overview dashboard.  
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Fig. 3. The USB file transfer volume dashboard (Fig. 3 in Ref. [30]).  

Fig. 4. Tooltip of the Job-family based File-size plot.  
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The final two dashboards shown here (Figs. 4 and 5) focus on job roles (Fig. 4) and individuals (Fig. 5), respectively. When the user 
hovers over a circle or bar in Fig. 4 a tooltip appears. The tooltip provides specific information related to this incident, including 
username, job role, file name, and file size. For comparison purposes the final three lines in the display show statistical reference 
values. Tooltip information boxes are embedded in all of the dashboards, when applicable, providing additional information intended 
to help users make quicker and more reliable decisions. 

The dashboard that focuses on individuals (Fig. 5) includes 4 plots and a user input function. The Employee Information Summary 
includes username, job role, business tile, direct managers, and the basic statistics of USB file transfers. The File Info Summary plot 
displays all the files transferred by an individual over a selected period and shows a percentage over the average value to visualize how 
far incidents deviate from the average file size for each file type. An individual time tracking plot shows file transfers against the time of 
day, with color coding indicating how atypical the size of file transfer is for a particular time of day. The Employee USB Login Pattern 
graph plots plugin duration with different colors indicating different USB devices used. 

5. Dashboard use cases 

The following examples show how the designed dashboards can be used to provide interpretable information that enables in-
vestigators to make reliable decisions in a short time. Interaction and visualization design are easy to navigate and interpret, which 
allows all defined stakeholders to access the information without needing data analytic skills. 

Fig. 5. Dashboard of USB file transfer individual view.  
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5.1. Anomaly detection 

Our first evaluation used interviews and anecdotal observations to provide qualitative feedback on how the dashboards were 
perceived. One of the key issues was how easy the dashboards would be to understand and use for non-technical staff. The general 
feedback was that the dashboards were easy to understand and use. It was felt that the visualization reports were relatively intuitive to 
understand and could potentially reduce the amount of time necessary to investigate potential anomalies. Based on this promising 
initial feedback a quantitative evaluation of dashboard use and acceptance was carried out, as reported in Section 6 of this paper. 

In this subsection, an example is provided of how the dashboard can support true anomaly detection, in a short period of time, with 
the collaboration of security analysts and team managers. 

Security analysts could use the USB File Transfer Overview Dashboard to monitor high-level patterns and to identify employees 
with high spikes of file copying. For instance, Fig. 6 shows how employee “Ann”, from the quality assurance team, ranked first in the 
volume count plot across the company. The value is significantly higher than any other employees ranked, and there are no other 
employees from the same job family ranked highly in this chart. Therefore, “Ann” is worth reviewing using another dashboard, as 
shown in Fig. 7. 

Managers can use the File transfer Volume dashboard (shown in Fig. 7) to visualize the daily activities of “Ann”. The figure shows 
the view that results after selecting the employee using a filter combined with a search on the term “result” (entered into the search 
field shown in the top right of the figure). As shown in Fig. 7, high volumes of copying occurred during weekends, and all the files are 
“result” files from a special project. Based on the information presented in this visualization, and the implicit knowledge of managers, it 
appears that the copying activities of “Ann” are anomalous and potentially problematic. 

5.2. False positive screening 

Anomaly detection tends to have a high rate of false positives because outliers are detected based on one variable at a time, and thus 
many outliers are detected when there are a high number of variables. As shown in the following example, dashboards should help to 
reduce the number of false positives by including more potential users in the validation process and by using contextual information 
visualization to reduce the time and effort needed to screen false positives. 

When security analysts want to monitor the file activity of irregular employees, (e.g., Temporary, Contractors, Vendor, Fixed 
Termed, etc.), they can use the employment role/family filters in each dashboard to customize the view. In the example shown in 
Figs. 8 and 9, an analyst discovered a temporary employee, “Bob” who had a high frequency of USB activities and who copied many 
files with similar filenames. If only technical analysts were investigating, they might assume that the activity was malicious. However, 
if the direct manager reviewed this information, she could check if the risk level of file transfers was consistent with the work being 
performed by Bob. In this case, employee “Bob” was about to go on an international business trip (a fact known to his managers), and 
he requested temporary USB transfer access so that copying files to his PC before attending a conference was seen to be appropriate, 
and not a problematic anomaly. 

6. Evaluation 

After developing the dashboards through iterative dashboard design and testing within the design team, we carried out a task-based 
evaluation, followed by an evaluation of the dashboards with other stakeholders. The task-based evaluation of testing protocols is 
shown in Appendix B. Since the dashboard was designed for monitoring internal security problems, the number of target users was 
relatively low, and it was hard to carry out observations with them due to their busy schedules. Therefore, we designed a relatively low- 
impact 2-week remote pilot testing protocol based on the Technology Acceptance Model (TAM) [31]. The testing procedure included 3 
stages, 1 h demo presentation, 2-week remote testing, and a feedback debrief. We followed this with usage observations after the 
implementation of our tool. 

Fig. 6. Number and Files Sizes of USB File Transfers with most active Employee “Ann” highlighted for transfer. The plot again focuses on atypical 
behavior, relative to job roles and time of day. 
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6.1. Evaluation methodology 

We evaluated the dashboards’ usability, and the intention to use (for target stakeholders) using TAM. We adopted the adjusted TAM 
form of this popular methodology and added system compatibility into the model in evaluating perceived usefulness (PE), perceived 
ease of use (PEOU), and intention to use. 

The TAM assumes that user behavioral intentions to use a system are determined by two main factors, a) perceived usefulness; b) 
perceived ease of use [32,33]. Perceived usefulness indicates whether users believe that the system can help them perform their tasks, 
and ease of use indicates whether users are able to learn and use the technology without too much effort [32]. These two constructs are 
affected by external variables and by internal motivation. The determination of specific constructs is assumed to depend on the context 
of the research [34,35]. Aside from predicting whether the user will use the designed services, TAM can also be used to uncover the 
reasons for technology adoption and the perceived risk of accepting such technology [36–38]. 

Fig. 7. Plot of file transfers on different days showing that employee “Ann” copied to USB a lot of files containing “result” in the file name, 
on weekends. 

Fig. 8. “Bob” is a non-regular (Temporary) employee who copied files to his personal USB Device.  
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In the context of internal USB file activity monitoring, perceived usefulness (PE) refers to the degree to which the stakeholders 
believe the dashboards could improve detection and monitoring performance and efficiency. 

We also considered individual factors, social factors and organizational factors that contribute to behavior intention (BE) to adopt 
the system after deployment. The individual factor that we considered was self-efficacy, i.e., the extent to which the system as designed 
matched user skillsets and whether they were confident in using the system to find the relevant information or not. The social factor 
used was subjective norm, which examined the importance of file activity monitoring in their work. Organizational factors included 
system accessibility and system compatibility with respect to the current workflow. The factors described the sub-dimensions of PE, 
PEOU, and BE, which attempt to describe why individuals choose to adopt or not adopt our dashboard in performing file activity 
monitoring and detection tasks. 

Specific questions and indicators for each construct were designed according to the definition and design objectives, presented in 
AppendixC. The questionnaire items used a seven-point Likert scale, from 1 = “Strongly Disagree” to 7 = “Strongly Agree”. 

6.2. Participants 

Participants in the evaluation were selected based on the following inclusion criteria.  

1. Never involved in the design process (to avoid designer bias)  
2. Authorized to access and analyze employees’ personal information and activity records 

Fig. 9. Plot of employees having a high rate of USB transfers, showing high spikes of USB copying for Bob.  
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3. Knowledgeable about the characteristics of the stakeholder group identified in Section 3 

Due to the sensitivity of the data used in developing the dashboard, we were only able to include six participants in the evaluation. 
The participants included one team manager, two security division leaders and three cybersecurity analysts from the “blue” team who 
were tasked with defending the company against cybersecurity threats. The final questionnaires were submitted anonymously after 
obtaining consent from both the employee participants, the company and the University Toronto research ethics board. 

Group A “Team Manager” represented user groups who had knowledge in work and employees under their supervision, sufficient 
skills in using digital devices, but limited skills in data management and security analysis • This included user group “Direct Man-
agers”, “High-level Administrators”, and “Other Investigators” 

Group B “Security Division Lead” This included user groups “Direct Managers”, “High-level Administrators”, and “Other In-
vestigators” which represented user groups who had knowledge in security management, and sufficient skills in digital devices but no 
knowledge of specific work role or of employee characteristics that were not recorded in company records.  

• This included user groups “File Owner” and “High-level Administrators” 

Group C “Security Analyst” conducted the security analysis and monitored the internal employees’ file activity currently. They 
were proficient in security analysis, data analytic and security visualization but had little knowledge of the work roles.  

• This included the user group “Security Analysts” 

6.3. Evaluation procedure 

In stage one of the evaluation, the explanatory demo session was held, where we described and demonstrate the scope, motivation, 
functionality and use case of the dashboards. The demo was followed by an interview that focused on the following two issues.  

• Usability of the design and deficiencies existed in the current design  
• Feasibility of putting the technology into their current security analysis workflow 

After discussing the issues, the interviewees were asked to suggest security problems/domains that can be solved using visuali-
zation tools. 

In stage two of the evaluation, the dashboard was published on the internal Tableau server. All participants received the Tableau 
server link of the dashboard with the user guide for a remote 2-week pilot testing. At the end of remote testing, they were asked to 
submit the TAM questionnaire (shown in Appendix C), which was designed based on the Adjusted Technology Acceptance Model, with 
some adjustments (as is typically done with the TAM) to customize the questions for the specific technology use under consideration. In 
stage three of the evaluation, the final round of evaluation collected feedback on user experience with the dashboard in the real along 
with user feedback on why they made their questionnaire responses. 

7. Results 

The interview results (stage one evaluation) indicated that participants understood the dashboard visualization and navigation. 
They believed that they could perform the monitoring task (Appendix B) and identify malicious events using the dashboard. In 
addition, potential design deficiencies were identified along with solid recommendations for future changes. 

Participants suggested that some insights generated from one dashboard should be populated into the next dashboard automati-
cally. For instance, filter settings should be applied uniformly to all dashboards once an entry has been made; and, if a user identified an 
employee as anomalous in the Overview Dashboard, the information should be reflected/highlighted in the Individual View 
Dashboard. 

Another recommendation was that in-depth ticket analysis should be considered to identify the mismatch between file transfer 
activities and access request content. For instance, if an employee requests temporary USB transfer access to download files for client 
presentations, but the actual activity involves extracting ongoing project-related files, alerts should be visually presented to analysts. 

Participants also noted that the risk classification of job families might consider other characteristics. Currently, employees with 
full administrative access and government-related data access are closely monitored using the dashboard, however, people with client 
personal information access are another risky group, and inappropriate behavior from that group could bring significant damage to 
consumer trust. The current dashboard only allowed users to identify malicious individuals or activities and group them into risk 
groups by the Tableau grouping function. A further consideration was that the dashboard should have a function to label the anomaly 
after analysis so that the labelled data would be available for future automated ML algorithm development. 

Participants suggested that some insights generated from one dashboard should be populated into the next dashboard automati-
cally. For instance, filter settings should be applied uniformly to all dashboards once an entry has been made; and, if a user identified an 
employee as anomalous in the Overview Dashboard, the information should be reflected/highlighted in the Individual View 
Dashboard. 

Another recommendation was that in-depth ticket analysis should be considered to identify the mismatch between file transfer 
activities and access request content. For instance, if an employee requests temporary USB transfer access to download files for client 
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Table 1 
Defining different aspects of threat modeling.  

Construct Measurement Instrument Group 1 Mean (S =
1) 

Group2 Mean (S =
2) 

Group3 Mean (S =
3) 

Perceived ease of 
use 

I find the visualization dashboards easy to use (E1) 7 6.5 6.67 
Learning how to use the visualization dashboards would be easy for me. (E2) 5 5 4.33  
It is easy to become skillful at using the visualization system. (E3) 6 5.5 6 

Perceived 
Usefulness 

The exploratory visualization dashboard would improve my performance in USB file activity monitoring and anomaly 
detection. (U1) 

7 6.5 6 

The exploratory visualization dashboard would increase productivity. (U2) 3 3 5.67 
The exploratory visualization dashboard would enhance my effectiveness at security analysis work. (U3) 3 3.5 5  
The exploratory visualization dashboard would make it easier to do my work. (U4) 4 3.5 5  
I found the various functions in the dashboard were well integrated. (U5) 7 6.5 6.33 

Attitude Anomaly detection and activity monitoring through exploratory visualization system is a good idea. (A1) 7 7 6.33  
I am positive towards the system and its future implementation. (A2) 6 5.5 6 

Behavioral Intention I intend to use the exploratory visualization dashboards frequently. (B) 4 3.5 4.67 
Self-Efficacy I feel confident in finding information in the dashboard. (S1) 5 5.5 6 

I feel confident in identify malicious cases in the dashboards. (S2) 6 5 5  
I have the necessary skills for using the dashboard without technical support. (S3) 6 6 6.33 

Subjective Norm Anomaly detection and file activity monitoring is important for me as a security analyst. (N1) N/A 4 7  
To improve my security analytical task performance, more effective detection strategy is necessary. (N2) 7 4.5 6 

System Accessibility I have no difficulty accessing the tableau server to use the dashboards. (SA) 7 7 7 
System 

Compatibility 
Using this dashboard fits my current workflow. (C1) 3 5.5 5 
Using the exploratory visualization system is compatible with most aspects of the detection process for USB file activity 
monitoring. (C2) 

3 4.5 5 

Using the system fits well with the way that I intend to monitor USB file activity. (C2) 6 5 5  
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presentations, but the actual activity involves extracting ongoing project-related files, alerts should be visually presented to analysts. 
Participants also noted that the risk classification of job families might consider other characteristics. Currently, employees with 

full administrative access and government-related data access are closely monitored using the dashboard, however, people with client 
personal information access are another risky group and inappropriate behavior from that group could bring significant damage to 
consumer trust and benefits. The current dashboard only allowed users to identify malicious individual or activities and group them 
into risk group by the Tableau grouping function. A further consideration was that the dashboard should have a function to label the 
anomaly after analysis so that the labelled data would be available for future automated ML algorithm development. 

The results from the seven-point Likert scale questionnaire are shown in Table 1. The mean of each participant group is calculated 
separately. 

As can be inferred from the results shown in Table 1, the dashboard is accessible, understandable, and easy to use for all user 
groups, and non-tech participants can navigate the dashboards without the presence of assistance (E1 = [7,6.5,6.67]; U1 = [7,6.5,6], 
U5 = [7,6.5,6.33], SA = [7,7,7]). Interviewees also stated that the tool’s functions are well integrated and that visualizations are easy 
to interpret. Participants held a positive attitude (A1 = [7,7,6.33], A2 = [6,5.5,6]) towards using visualization as an effective aiding 
tool in anomaly detection, and they found it easy to carry out security analysis tasks on USB file transfer used with the dashboards. 

Participants in group C (security analysts), found the risk factors covered in the dashboard to be comprehensive and insightful, 
suggesting that some of the design results could also be applied to other internal security problems, such as screenshots and VPN access 
activity monitoring. Although the perceived usefulness and ease of use were high, the intention to use in the future was relatively low 
(B = 4.67). Since the scope of the dashboard was extremely narrow, a more integrated system that could monitor would be needed 
before some stakeholders would adopt the technology into their workflow. 

Participants in groups B and (team managers and high-level security leaders) also noted that a wider range of security problems 
should be addressed before they adopt the system. They acknowledged the effectiveness of anomaly detection using visualization 
strategies, especially for users with limited technical and data analysis skills (U1(GroupA)) = 7, N1(GroupA) = 7). The perceived usefulness 
for them in improving their productivity and reducing their workload was lower than for the security analysts since security moni-
toring is not one of their main work roles (C1 = [3,5.5,5],C2 = [3,4.5,5]). Thus, more sophisticated alerting and flagging systems would 
need to be developed to support a wider range of investigators in the detection process. 

7.1. Usage report 

In addition to the usability and intention to use evaluation above, observational data on the initial use of our dashboards in the 
organization are shown in Fig. 10. Usage numbers are shown by the department and by month in Figs. 10 and 11 (with detailed usage 
statistics being shown in Appendix D). Fig. 10 shows the usage count of the dashboard for each relevant department of the company in 
2021. As presented in this figure, the security analytic team accessed the dashboard most frequently, as it was designed to support their 
day-to-day job functions. 

Fig. 11 demonstrates the monthly usage count of the dashboards. In the first 2 quarters, stakeholders visited frequently to inspect 
anomalous USB file transfer activities. In the latter part of 2021, a strict control policy was implemented across the company to restrict 
all USB device uses at any endpoint, which then yield a massive drop in usage of the dashboard. 

While the usage declined in later 2021, stakeholders at the company were aware of the excessive number of anomalies detected and 

Fig. 10. Dashboard usage count by department.  
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visualized, which directly facilitated a policy update that USB sticks could no longer be used in the organization, thereby preventing 
potential threats. In addition, the concept and design lessons learned from building this dashboard tool led to similar dashboards being 
developed to monitor printing activities, email activities, VPN activities, DLP monitoring, etc. In general, the functionalities, inter-
activity, and learnability were well-received by the target user group and have improved the current detection strategies used by the 
company. 

8. Discussion and limitation 

Prior to the availability of our designed dashboard tool, alerts generated by cyber security experts or automated tools often con-
tained a high rate of false positives. One of the reasons for this high rate was insufficient participation by all stakeholders in the 
preliminary investigation process. Thus in this study dashboards were developed which accommodate non-technical staff, improving 
their awareness of potentially malicious events, and making it easier to bring implicit knowledge to bear in detecting anomalies. 

Another driving factor for using visualizations is that traditional alerts are incident-based. Expertise is thus required to form hy-
potheses and to conduct investigations, to aggregate multiple potentially relevant incidents together so as to detect a sequence of 
malicious events associated with a concerted exfiltration campaign. The new dashboard enabled high-level analysis based on file 
content and individual behavior during a selected period, reducing the number of alerts (sent to other investigators) and the likelihood 
of reporting false positives. 

In the present study we focused on usage, and intention to use as the key outcome measures and we were driven by an urgent need 
to improve processes within the company. Due to these pressures, we did not measure the usability of the dashboards, except through 
the use of the TAM questionnaire, and we did not carry out finer-grained evaluations of the effectiveness of the dashboards. One 
consequence of this study was that the dashboards allowed the company to get detailed feedback (for the first time) on how USB sticks 
were being used. Management was surprised to find the extent to which the use of the USB sticks was potentially questionable and was 
generating anomalous behaviors. This led to two major impacts of the research reported here. First, the company hired one of the 
investigators (a graduating student) to build more dashboards that could be used to visualize its operations. Second, the company 
banned the use of USB sticks. Thus, it was not possible to carry out further studies on USB data exfiltration and it may be difficult to 
carry out similar studies with other companies, due to increased awareness about the risks that the use of USB sticks poses for large 
organizations. The present research is “a victim of its own success” and increased awareness of the risks associated with USB data 
transfers is likely restricting opportunities for future research on visualizing USB data in large organizations. However, the strategy 
used here for developing the dashboards, and the types of dashboards developed, can be generalized to other modes of data 
exfiltration. 

9. Conclusion and future work 

The research reported in this paper shows how visualization can be used to support the detection of possible data exfiltration 
anomalies in an industry setting. In this particular case, we developed a set of dashboards and filters to support the review of USB file 
transfer activity in a large financial services company. This work is important because proposed innovations in cybersecurity research 
need to be evaluated in practical settings. In this study not only did we construct visualization and filtering tools and collect user 
comments and suggestions for improvement, but we also used the technology acceptance model (TAM) to quantify the willingness of 
different types of users to use the novel visualization tools going forward. 

The proposed visualization system addressed the needs of a wide range of stakeholders through a co-design approach. The 
dashboards we designed used integrated data visualization and interaction design, to permit nontechnical users to interpret otherwise 

Fig. 11. Dashboard usage count and trendline by month.  
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overwhelming volumes of security data (collected through monitoring tools) without needing help from scarce security analyst re-
sources. The early participation of all user groups in the design and preliminary investigation process improved detection performance, 
created better situational awareness, and produced lower error rates and shorter investigation times. Thus, visualization dashboard 
tools can provide actionable insights to a wide range of investigators and the dashboards designed here represent a first step toward the 
development of more intelligent and integrated detection tools. 

Dashboard design should be just the first step in a more comprehensive defense against data exfiltration that is also AI-driven. 
Visualization tools can be used to efficiently label malicious events using an Interactive Machine Learning (iML) approach [39]. 
Visualization and iML can be combined to improve the efficiency of training and the ultimate accuracy of anomaly detection models. 
Another recommended strategy for use with visualization dashboards is to use computer monitoring tools on this platform to collect 
information on the work behavior of different user groups, develop comprehensive task analyses and improve the performance and 
associated interactive machine learning algorithms [40]. 
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Appendix A. Assumption and rationale of each filter designed for the dashboards  

# Filter Assumption and Rationale 

1 Employee Name/ 
Employee ID 

Since employees would typically behave in keeping with their historical records, the filter should enable individual-based 
aggregation and comparison 

2 Business Group Employees should behave similarly with colleagues in the same department; thus, the filter should enable division-based 
aggregation and comparison 

3 Job Role Employees should behave similarly with colleagues in the same role; thus, the filter should enable role-based aggregation and 
comparison 

4 Manager Employees should behave similarly with colleagues in the same team; thus, the filter should enable team-based aggregation and 
comparison 

5 Employee Type USB transfers carried out by non-regular employees (i.e., temporary, contractor, fixed-term, ven- dor, casual employees) are 
assumed more likely to be malicious than transfers by regular/full-time employees. 

6 Employee Status USB file transfers by inactive employees are assumed to be potentially malicious. 
7 Admin Access Admin users have access to read, write, and transfer critical corporate information as part of their job, which needs to be 

monitored carefully. 
8 USB Exemption USB transfers done by employees without authorized access are potentially malicious. 
9 GCE Access Abnormal file transfers done by employees with governmental-related data access are potentially more damaging to the 

company and should be monitored carefully. 
10 High-Risk File Type File transfer of high-risk file types, such as data files, zip files, are assumed to be riskier than other file types, such as.mp4 or. 

temp files. 
11 Outside Working Hours USB File transfers outside normal business hours are of concern, unless the transfers are done by a person who is working in a 

different time zones with different business hours. 
12 Termination Date Files extracted by employees close to their termination date are worth investigating to avoid infor- mation leaks due to the 

employee being disgruntled or opportunistic.  
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Appendix B. Task-based usability testing protocol 

Security analysts 

Analysts are the main users of the dashboard, who regularly monitor file copying events, give suggestions, and generate potential 
anomaly alerts, export data visualization reports for managers and investigators. The goal of the testing is to verify whether the ana- 
lysts can use the dashboard to complete their anomaly detection and monitoring tasks and generate real-time reports for the other 
investigators. 

Part 1: Ask the participant to complete two of the analytics tasks and one exploratory task and generate a report to a manager 
with specific requirements. 

●How many employees transferred files to their own device in your own team? 
●How many files have been transferred to a personal USB device in the last week in a department? 
●Identify top 3 employees with the highest amount of USB file transfers. 
●Search who transferred files related to keywords “xxx”? 
●Identify employees who transferred files to their personal devices outside working hours. 
●Identify employees who transferred files from more than one computer. 
●Identify employees who transferred files to more than one USB Device. 
●Explore the USB file transfer activity of a specific employee that you know. 
●Explore the USB file transfer activities of employees near the termination date. 
●Export the data visualization report for your manager (under special requirements). 

Part 2: SUS + Survey question. 
Answer the following question after the usability testing. 

●Does the dashboard so far provide all the information you need on the topic? If not, what is missing? 
●Was the navigation smooth and clear? If not, why?  

F0B7 Do figures seem correct to you? If not, please list the potential errors you have spotted. 
●Does the tool help you to explain the reason for malicious to other roles? 
●Does the tool help you to generate informative report to other roles, such as to department manager? Complete the following 
System Usability Scale (SUS) 

This is a standard questionnaire that measures the overall usability of a system. Please select the answer that best expresses how you 
feel about each statement after using the website today. 

Other Stakeholders 

The team leader, file owner, high-level administrators and other investigators will receive the regular activity reports to 
monitor the USB Activities, or validate any anomalous incidents identified by security analysts and use the dashboard to further 
investigate the individual if needed. The goal of the testing is whether they can understand the static report and whether they can 
complete explor-atory analysis on their own. 

Part 1: Ask the participant to answer 2 questions from looking at a static report and complete one exploratory task: 
Answer the following question by looking at the report. 

●Who transferred the most files last week?  
F0B7 How many employees transferred files to their own device in your own team?  
F0B7 How many files have been transferred to a personal USB device in the last week in a department?  
F0B7 Identify employees who transferred files to their personal devices outside working hours.  
F0B7 Identify employees who transferred files from more than one computer.  
F0B7 Identify employees who transferred files to more than one USB Device. 

Exploratory Tasks 

●Explore the USB file transfer activity of a specific employee that security analysts identified as malicious. 
●Explore your team’s USB File activities in the XXX project timeline. 

Part 2: In addition to the general survey questions and SUS assessment, we should also verify whether the other stakeholders can 
un-derstand the static report generated from the dashboard. 

●Does the report so far provide all the information you need on the topic? If not, what is missing? 
●Can you understand why this individual was identified as malicious from the static report? If not, which part is confusing? 
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Appendix C 

Adjusted Technology Acceptance Model Questionnaire 

Appendix D. Dashboards Usage Report  

Month Department - User Count 

January Security Analytics 4 12 
February Security Analytics 1 4 

Security Analytics 4 8 
March Security Analytics 1 12 

Security Analytics 4 7 
Operational Risk Initiatives 1 23 
Operational Risk Initiatives 2 4 

April Operational Risk Initiatives 2 5 
May Security Analytics 4 1 
June Security Analytics 1 6 

Security Analytics 3 8 
Cyber Security Defense 1 2 
Database Security and Data Protection 1 6 

July Cyber Security Investigations 1 10 
Security Analytics 2 39 
Security Analytics 4 5 
Cyber Security Defense 1 5 
Database Security and Data Protection 1 2 

August Cyber Security Investigations 1 3 
September N/A 0 
October Security Analytics 1 1 
November Security Analytics 2 2 
December Security Analytics 2 6  
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