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Objective: We developed, tested, and validated machine learning algo-
rithms to predict individual patient-reported outcomes at 1-year follow-
up to facilitate individualized, patient-centered decision-making for
women with breast cancer.
Summary of Background Data: Satisfaction with breasts is a key outcome
for women undergoing cancer-related mastectomy and reconstruction.
Current decision-making relies on group-level evidence which may lead
to suboptimal treatment recommendations for individuals.
Methods: We trained, tested, and validated 3 machine learning algo-
rithms using data from 1921 women undergoing cancer-related mastec-
tomy and reconstruction conducted at eleven study sites in North
America from 2011 to 2016. Data from 1921 women undergoing cancer-
related mastectomy and reconstruction were collected before surgery and
at 1-year follow-up. Data from 10 of the 11 sites were randomly split into
training and test samples (2:1 ratio) to develop and test 3 algorithms
(logistic regression with elastic net penalty, extreme gradient boosting
tree, and neural network) which were further validated using the addi-
tional site’s data. AUC to predict clinically-significant changes in sat-
isfaction with breasts at 1-year follow-up using the validated BREAST-Q
were the outcome measures.
Results: The 3 algorithms performed equally well when predicting both
improved or decreased satisfaction with breasts in both testing and val-
idation datasets: For the testing dataset median accuracy = 0.81 (range
0.73–0.83), median AUC = 0.84 (range 0.78–0.85). For the validation
dataset median accuracy = 0.83 (range 0.81–0.84), median AUC = 0.86
(range 0.83–0.89).

Conclusion: Individual patient-reported outcomes can be accurately
predicted using machine learning algorithms, which may facilitate indi-
vidualized, patient-centered decision-making for women undergoing
breast cancer treatment.
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treatment, machine learning, shared decision-making
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O ne in 8 women will be diagnosed with breast cancer during
their lifetime.1 Advances in treatments, screening, and

awareness have led to continually decreasing breast cancer-
related mortality rates in the past decades. Though women
diagnosed with breast cancer are more likely than ever to survive
their diagnosis, many must contend with the long-term effects of
their treatment on quality of life including body image, physical,
psychosocial, and sexual function.

Many women with breast cancer do not have access to
sufficient information to make fully informed decisions about
mastectomy and reconstruction treatment options.2 Impact on
body image can be an important factor in women’s decision-
making and reconstruction after mastectomy can help minimize
the impact of mastectomy on a woman’s body image.3,4 Patient-
reported outcome (PRO) data makes it possible to accurately
quantify a woman’s body image and satisfaction with her breasts

DOI: 10.1097/SLA.0000000000004862

From the *Patient-Reported Outcomes, Value & Experience (PROVE) Center,
Harvard Medical School & Brigham and Women’s Hospital, Boston, Massa-
chusetts; †Department of Plastic & Reconstructive Surgery, Memorial Sloan
Kettering Cancer Center, New York, New York; ‡Department of Surgery, Uni-
versity of Michigan, Ann Arbor, Michigan; and §Department of Symptom
Research,TheUniversity ofTexasMDAndersonCancerCenter,Houston,Texas.

✉cgibbons@mdanderson.org.
Preliminary results presented as part of a Poster Discussion Session at 2020

ASCO Annual Meeting, abstract number 520.
Preliminary results presented at the International Society for Quality of Life

Research Annual conference 2019, oral presentation “Cutting edge research
plenary” on Monday, October 21, 2019, San Diego.

Supported by the National Cancer Institute Grant No. R01 CA152192 and in
part by the National Cancer Institute Support Grant No. P30 CA008748 to
A.L.P. and E.M.

Appropriate institutional review board or research ethics board approval was
obtained from all sites.

Clinical trial information: NCT01723423.
Andrea L. Pusic: Patents, Royalties, Other Intellectual Property: Andrea L.

Pusic is a co-developer of BREAST-Q and receive royalty payments when it
is used in industry-sponsored trials.

The BREAST-Q is owned by Memorial Sloan Kettering Cancer Center and the
University of British Columbia. A.L.P. is a co-developer of the BREAST-Q and
receives royalties when it is used in for-profit industry-sponsored clinical trials.

Authors contributions: Conception and design: Chris Sidey-Gibbons,
André Pfob, AndreaL. Pusic, Edwin G. Wilkins, Collection and
assembly of data: Chris Sidey-Gibbons, André Pfob, Andrea L. Pusic,
Edwin G. Wilkins; Data analysis and interpretation: Chris Sidey-
Gibbons, André Pfob; Manuscript writing: All authors; Final approval
of manuscript: All authors; Accountable for all aspects of the
work: All authors; Writing assistance: No writing assistance was
provided.

Data Availability: Reasonable request should be directed to cgibbons@mdan-
derson.org.

To gain access, data requestors will need to sign a data access agreement.
The authors report no conflicts of interest.
Supplemental Digital Content is available for this article. Direct URL

citations appear in the printed text and are provided in the HTML and
PDF versions of this article on the journal’s website, www.annal-
sofsurgery.com.

This is an open access article distributed under the terms of the Creative
Commons Attribution-Non Commercial-No Derivatives License 4.0
(CCBY-NC-ND), where it is permissible to download and share the work
provided it is properly cited. The work cannot be changed in any way or
used commercially without permission from the journal.

Copyright © 2021 The Author(s). Published by Wolters Kluwer Health, Inc.
ISSN: 0003-4932/23/27701-e144
DOI: 10.1097/SLA.0000000000004862

ORIGINAL ARTICLE

e144 | www.annalsofsurgery.com Annals of Surgery � Volume 277, Number 1, January 2023

Copyright © 2021 Wolters Kluwer Health, Inc. All rights reserved.



both pre- and postsurgery.5,6 These measures have been used as
end-points in observational studies to provide insight into the
capacity of reconstructive surgeries to maintain or even improve
women’s body image after mastectomy.7–9 Such studies have
shown that autologous reconstruction is associated with
improved satisfaction with breasts compared to implant-based
reconstruction at both 1- and 2-year follow-up.7,8

Clinical trials are the leading paradigm for identifying
superior treatments and establishing of healthcare policy but
they are not without limitations.10 One limitation is that indi-
viduals may experience a better or worse outcome than those
suggested from the analysis of group-level data. Machine
learning refers to a set of artificial intelligence techniques that
seek to predict outcomes at an individual level. Thus’ machine
learning has the potential to augment evidence from group-level
studies and meaningfully contribute to decision-making by
providing individually-tailored outcome.11

In this manuscript’ we develop accurate prediction algo-
rithms for women undergoing mastectomy and reconstruction
for breast cancer. We analyze the way these algorithms make
decisions to provide insight into the factors which are associated
with changes in satisfaction with breasts after mastectomy or
reconstruction. These algorithms could facilitate individualized,
patient-centered’ data-driven clinical decision-making allowing
care to be optimized to the characteristics of the individual
patient.

METHODS

Patient Recruitment
Patients were recruited as part of the multicenter pro-

spective Mastectomy Reconstruction Outcomes Consortium
study (NCT01723423). This project involved 57 plastic surgeons
at 11 sites across the United States and Canada. Nine of the 11
centers were academic institutions and 2 were private practices.
Appropriate institutional review or research ethics board
approval was obtained from all sites. Further details on this
study population are published elsewhere.7,8

Women were eligible to participate in the Mastectomy
Reconstruction Outcomes Consortium study if they were age
18 years or older and undergoing first-time, immediate or
delayed, bilateral or unilateral postmastectomy breast recon-
struction for cancer treatment or prophylaxis. Women under-
going reconstruction after previous failed attempts were
excluded because of potential confounding effects. Choice of
reconstructive procedure was based on patient and surgeon
preference and was not randomly assigned. Patients were
excluded if they did not complete a preoperative baseline quality
of life questionnaire.

Variables and Analysis Data
We included 7 clinical variables, 4 patient variables, 5

PROs, and 5 socioeconomic/ethnic variables which were col-
lected at baseline as training variables for our predictive models
(see Supplemental Table 1, http://links.lww.com/SLA/D41). We
used feature scaling to normalize the value range of all items.12

To address the rising issue of racial bias by clinical algorithms13

we developed each algorithm with and without socioeconomic/
ethnic variables. Additionally, algorithm performance was
assessed separately for all ethnic groups.

The original cohort study and our present analysis did not
include the surgeon as independent variable for several reasons:

first’ although the surgeons may have been of unequal skill’
reconstructions were performed by a total of 57 surgeons which
balances the influence of the single surgeon. Second, trying to
categorize a different level of skill is rather subjective (caseload,
years of experience, patient satisfaction) and may lead to even
more bias.

The full analysis data for the training, test, and additional
validation set was composed of all women with complete data
for baseline variables and 1-year follow-up for breast satisfaction
and who underwent immediate breast reconstruction (exclusion
of delayed reconstruction due to possible confounders in the
meantime).

Algorithms
We trained, tested, and validated 3 machine learning

algorithms with increasing complexity: logistic regression with
elastic net penalty, Extreme Gradient Boosting (XGBoost) tree,
and neural network. We hypothesized that more complex algo-
rithms (XGBoost tree, neural network) would show a higher
performance compared to a less complex algorithm (logistic
regression with elastic net penalty) by identifying complex rela-
tions within the data. Choice of algorithm and reporting on it
was informed by guidelines on how to use machine learning in
medicine14 and diagnostic tests15 and previously published
research by our group.11,16,17 We provide a short decription of
the algorithms below and a detailed description of the algorithm
development and evaluation of our study according to these
guidelines14,15 in the online Supplementary Appendix (see online
Supplement “Algorithm development” http://links.lww.com/
SLA/D47).

� Logistic regression with elastic net penalty.12,18 A key
advantages of this algorithm is their interpretability and their
ability to attenuate the influence of certain predictors on the
model, leading to greater generalizability to new datasets.

� Extreme Gradient Boosting (XGBoost) tree model.19,20

Gradient boosting refers to a machine learning technique
where the final prediction model consists of an ensemble of
several models.19 This allows for identification of more
complex inter-variable relations while still being interpretable
in terms of variable importance.

� Single neural network with 5 hidden units using a logistic
activation function21’22 and resilient backpropagation.23

Neural networks are inspired by the structure of the human
brain and consist of connected units (“Neurons”) - these state-
of-the art algorithms can detect even the most complex inter-
variable relations.24

To provide insights into the predictions made by the
models we provide Shapley additive explanations25 for the
XGBoost tree and local interpretable model-agnostic explan-
ations26 for the neural network.

Data from 10 of the 11 sites were randomly split into
training and test samples (2:1 ratio) to develop the algorithm
which was further validated using the additional site’s data
(Fig. 1).

“R” programming language and computing software was
used for all analyses.

Outcomes
The primary outcome was accuracy in predicting whether

women would experience either greater or worse satisfaction
with reconstructed breasts at 1-year follow-up.

We measured this outcome using the BREAST-Q “Sat-
isfaction with Breasts” subscale, a gold-standard measure for
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assessing PROs for women with breast cancer.5,6 The scale
provides a linear score between 0 and 100 where 100 represents
maximum satisfaction with breasts. Using these measures, we
defined 3 types of outcome: worsened satisfaction, improved
satisfaction’ or stable satisfaction. Both worsening and improv-
ing were defined as a clinically-meaningful negative or positive
change in postoperative scores compared to baseline
(preoperative).

To measure the outcome we used change greater than the
minimal clinically important difference (MCID) for the ques-
tionnaire (1 = MCID, 0 = no MCID).27 We provide point
estimates of the outcome along with 95% confidence
intervals (CIs).

We evaluated the performance of both algorithms among
each individual study site and tested for possible differences in
performance by the corrected Friedman test.28

The development of our methods was informed by the
Prediction Model Study Risk of Bias Assessment Tool
(PROBAST).29

RESULTS

Enrollment
A total of 3058 women meeting the study criteria were

enrolled. The analysis dataset comprised 1921 women (1034
training, 517 testing, and 370 validation). Of the 1137 women
who were excluded from the analysis, 282 did not receive an
immediate reconstruction after mastectomy and 885 had missing
data either as baseline or 1-year follow-up for breast satisfaction
(Fig. 1: Flow of participants).

There were significantly more patients with flap recon-
struction in the analysis dataset compared to all enrolled patients
(P < 0.01). No differences due to exclusion were observed for
the other variables.

Baseline and Clinical Characteristics
Baseline patient demographics and clinical characteristics are

shown in Supplemental Table 1, http://links.lww.com/SLA/D41.

FIGURE 1. Flow of participants.

TABLE 1. Evaluation of Algorithms Trained to Predict Satisfaction With Breasts at 1-yr Follow-up

1-yr Follow-up Satisfaction Lower Than Baseline 1-yr Follow-up Satisfaction Higher Than Baseline

Accuracy (95% CI) AUC (95% CI) Accuracy (95% CI) AUC (95% CI)

Logistic regression with elastic net penalty
Test set (n = 517) 0.83 (0.80–0.86) 0.85 (0.81–0.89) 0.76 (0.72–0.80) 0.84 (0.80–0.87)
Additional validation set (n = 370) 0.82 (0.78–0.86) 0.89 (0.86–0.92 0.84 (0.79–0.87) 0.86 (0.81–0.90)

XGBoost tree
Test set (n = 517) 0.83 (0.79–0.86) 0.85 (0.81–0.89) 0.75 (0.71–0.79) 0.81 (0.78–0.85)
Additional validation set (n = 370) 0.83 (0.79–0.87) 0.88 (0.84–0.92) 0.84 (0.79–0.87) 0.85 (0.81–0.89)

Neural network
Test set (n = 517) 0.81 (0.77–0.84) 0.79 (0.75–0.84) 0.73 (0.69–0.77) 0.78 (0.74–0.82)
Additional validation set (n = 370) 0.82 (0.77–0.85) 0.84 (0.79–0.88) 0.81 (0.76–0.85) 0.83 (0.79–0.88)

AUC indicates area under the receiver operating characteristic curve; CI, confidence interval.
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The mean age at baseline was 49 years (SD 10). Most
mastectomies were performed due to already diagnosed breast
cancer (n = 1693, 88.1%) with the remainder conducted pro-
phylactically because of genetic risk.

Of the 1921 women, 571 (29.7%) experienced a clinically
meaningful reduction in breast satisfaction at 1-year follow-up
whilst 696 (36.2%) experienced a clinically meaningful increase
in breast satisfaction.

Training, Testing, and Validation of Algorithms
Table 1 shows a summary of the logistic regression with

elastic net penalty, the XGBoost tree, and the neural network
algorithm we trained to predict satisfaction with breasts at 1-year
follow up without socioeconomic and ethnic data. All 3 algo-
rithms showed equally high performance to predict whether
women would experience improved or worsened satisfaction
with breasts compared to baseline. ROC curves are shown in
Figure 2.

In the validation set, the logistic regression with elastic net
penalty showed an accuracy of 0.82 (304 of 370; 95% CI, 0.78–
0.86) to predict worsened satisfaction and 0.84 (309 of 370; 95%
CI 0.79– 0.87) to predict improved satisfaction; AUC was 0.89
(95% CI 0.86– 0.92) for worsened satisfaction and 0.86 (95% CI
0.81–0.90) for improved satisfaction.

In the validation set, the XGBoost tree showed an accuracy of
0.83 (307 of 370; 95% CI, 0.79–0.87) to predict worsened satisfaction
and 0.84 (309 of 370; 95% CI 0.79–0.87) to predict improved

satisfaction; AUC was 0.88 (95% CI 0.84–0.92) for worsened sat-
isfaction and 0.85 (95% CI 0.81–0.89) for improved satisfaction.

In the validation set’ the neural network showed an
accuracy of 0.82 (302 of 370; 95% CI, 0.77–0.85) to predict
worsened satisfaction and 0.81 (299 of 370; 95% CI 0.76–0.85) to
predict improved satisfaction; AUC was 0.84 (95% CI 0.79–0.88)
for worsened satisfaction and 0.83 (95% CI 0.79–0.88) for
improved satisfaction.

Performance between test and validation set did not differ
significantly. There was no difference in algorithm performance
among the individual study sites (for all algorithms P > 0.05).
Detailed cross tabulations for all algorithms are provided in the
online supplement (see Supplemental Table 2, http://links.lww.
com/SLA/D42).

When socioeconomic and ethnic data were included as
training features, the algorithm performance did not differ sig-
nificantly (see Supplemental Table 3, http://links.lww.com/SLA/
D43). In addition, the algorithms without socioeconomic and
ethnic data performed equally well among all ethnic groups in
the test and validation set (see Supplemental Table 4, http://links.
lww.com/SLA/D44): median accuracy for White when predict-
ing worsened (improved) satisfaction with breasts was 0.83,
range 0.80 to 0.84, (0.81, range 0.72–0.88); for African Ameri-
cans 0.87, range 0.73 to 0.90, (0.87, range 0.69–0.93); for Asians
0.87, range 0.75 to 1.00, (0.83, range 0.65–0.96). Most accuracies
for American Indians could be calculated due to low numbers of
patients.

FIGURE 2. Receiver-operating characteristics curve of the elastic net regression and the neural network to predict worsened (A)
and improved (B) satisfaction with breasts at 1-yr follow-up.
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Predictive Coefficients and Insights into Variable
Importance

The coefficients for the logistic regression with elastic net
penalty (see Supplemental Table 5, http://links.lww.com/SLA/
D45) clearly demonstrate the importance of baseline satisfaction
with breasts in the determination of postoperative outcome,
showing that a high baseline satisfaction was associated with a
poorer outcome at 1-year follow up (regularized β = 8.74) and
that a low baseline satisfaction was associated with a better
outcome (regularized β = –7.50).

Variables related to different clinical treatments were also
important in determining the predictions, though to a lesser
extent:

Radiation after reconstruction increased the risk of a
poorer outcome (regularized ß = 0.71), whereas no radiation
lowered the risk of a poorer outcome (regularized ß =–0.05).

Implant-based reconstructions with tissue expanders or
direct-to-implant increased the risk of a poorer outcome (regu-
larized β = 0.08, 0.34, respectively), whereas most autologous
reconstruction techniques lowered the risk of a poorer outcome:
transverse rectus abdominis flap (TRAM) (regularized ß = –
0.92), deep inferior epigastric perforator flap (DIEP) (regularized
ß = –0.66), latissimus dorsi flap (regularized ß =–0.11), super-
ficial inferior epigastric artery flap (SIEA) (regularized ß =–1.50).
Gluteal artery perforator flap flaps, however, increased the risk
of a poorer outcome (regularized ß = 0.59), and mixed implant
and autologous reconstruction procedure (regularized ß = 0.04).

Figure 3 provides insights into the variable importance of
the extreme gradient boosting tree when predicting worsened
satisfaction with breasts: a higher baseline satisfaction with
breasts was the most important variable for predicting worsened
satisfaction with breasts. Radiation after reconstruction was
associated with worsened satisfaction, as were implant based
reconstruction with tissue expanders or direct-to-implant –
autologous reconstruction with DIEP, TRAM, or SIEA, no
radiation, simple mastectomy, and bilateral reconstruction low-
ered the risk of a poorer outcome.

Figure 4 provides insights into the variable importance of
the neural network: a higher baseline satisfaction with breasts was
the most important variable for predicting worsened satisfaction
with breasts. Among the other most important variables, autolo-
gous reconstruction with SIEA, no radiation, simple mastectomy,
and bilateral reconstruction lowered the risk of a poorer outcome.

When socioeconomic and ethnic data were included as train-
ing features, the coefficients for the logistic regression with elastic net
penalty illustrate the drivers related to this data for determining sat-
isfaction with breasts (see Supplemental Table 6, http://links.lww.
com/SLA/D46): Being separated or divorced increased the risk of a
poorer outcome (regularized ß = 0.34, 0.10, respectively), and being
unable to work (regularized ß = 0.37). Full-time employment and a
White ethnical background lowered the risk of a poorer outcome
(regularized ß =–0.32,–0.45, respectively) whereas an annual house-
hold income of <25,000$ lowered the chance of an improved out-
come (regularized ß =–0.41, -0.32, respectively).

Figure 2 (Continued).
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The effects observed for patient and clinical variables and
PROs at baseline were comparable for the models with and
without socioeconomic and ethnic data.

DISCUSSION
We demonstrate that individual PROs at 1-year follow up

of women undergoing breast cancer treatment can be accurately
predicted using machine learning algorithms. About 30% of
patients in our sample experienced a clinically meaningful
reduction in breast satisfaction at 1-year follow-up - a majority
of these women could have been identified using our predictive
algorithms and alternative treatments for these individual
patients could have been recommended. Thus, our results chal-
lenge the notion that different treatment procedures are asso-
ciated with certain outcomes for all patients and suggest that a
“one-size-fits-all” approach for clinical decision-making fails to
achieve optimal outcomes for individual patients. Our algo-
rithms facilitate individualized predictions for women consider-
ing mastectomy and reconstruction.

The current gold standard in clinical decision-making
is to counsel patients based on physician preference and

group-level evidence, which may not offer optimal choice of
treatment for individuals and often cannot objectively incor-
porate patients’ individual characteristics and needs. The key
take-away for clinicians may be that instead of relying on
generalizing, group-based evidence, clinicians may use algo-
rithms like ours to confidently tailor treatment recom-
mendations to the individual patient - this may also apply to
other fields than breast cancer. The strength of these algo-
rithms is that an outcome predication for each individual
patient is made based on the patient,s individual situation (in
our example characterized by the 7 clinical, 4 patient’ and 5
PROs). Thus, our research provides a basis for the develop-
ment of truly individualized, patient-centered, and data-driven
tools to support clinical decision-making. There is evidence
that patients benefit from preoperative decision aids30 and we
anticipate that the utilization of our predictive models will
allow patients to more confidently make decisions (eg, about
mastectomy and reconstruction) and allowing physicians to
assuredly recommend the course of action that will maximize
the benefit of the individual patient in their care.

Our models suggest that findings from previous studies
may be more nuanced than they first appeared. Postoperative

FIGURE 3. Insights into variable importance for the extreme gradient boosting tree model to predict worsened satisfaction using
local interpretation methods. Shapley additive explanations (SHAP) summary plot of the extreme gradient boosting (XGBoost) tree
model. Positive SHAP values on the x-axis indicate that the variable was important for predicting worsened satisfaction with
breasts; negative values indicates that the variable was important for predicting no worsened satisfaction with breasts. Purple
indicates a high variable value (eg, radiation after reconstruction: yes; baseline PRO - satisfaction with breasts: higher values);
yellow indicates a low variable value (eg, radiation after reconstruction: no; baseline PRO - satisfaction with breasts: lower values).
The values on the y-axis represent the overall global variable importance. PRO indicates patient-reported outcome.
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outcomes are influenced more heavily by baseline PROs than by
type of reconstructive surgery. This finding warrants further
investigation and may have an important impact on decision-
making and usefulness of observation studies with appreciable
baseline differences in primary outcomes. In cases such as these,
where complicated relationships exist between surgeries and
related outcomes, machine learning can be used to facilitate
precise estimates of individual risk, rather than relying solely on
group-based statistics which may not produce ideal recom-
mendations for individuals.31 Although previous group-level
evidence suggests that autologous reconstruction is superior to
implants,7,8 individual patients might benefit from alternative
treatments (implant-based instead of autologous reconstruction
if the algorithm predicts better PROs for the alternative treat-
ment procedure). Also, our results suggest that not all autolo-
gous procedures are generally associated with better outcomes:
although TRAM, DIEP, latissimus dorsi flap, and SIEA flaps
generally lowered the risk of a poorer outcome, gluteal artery
perforator flap flaps and mixed implant-autologous procedures
increased the risk of a poorer outcome (see Supplemental
Table 5, http://links.lww.com/SLA/D45).

Regarding the effect of radiation on the outcome of breast
reconstruction, results from previous research are inconsistent.32

There is a general notion that radiation impairs satisfaction with
reconstructed breasts9 but the timing of radiation therapy (before or
after reconstruction for either implant or autologous reconstruction)
is under intense debate and scrutiny.32 Our results suggest that on a
group-level, radiation after breast reconstruction increases the risk
of a poor outcome, whereas radiation before reconstruction has no
effect on the outcome. However, the inconsistent results from pre-
vious studies clearly show the need for individualized outcome
predictions instead of general group-based evidence.

Regarding the effect of mastectomy type on satisfaction
with breasts, a recent single institution analysis of ~1900 women

concluded that nipple-sparing mastectomy offers no benefits
over simple mastectomy.33 Interestingly, after the insights into
the predictions made by the XGBoost tree model and the neural
network (Figs. 3 and 4) our results show that simple mastectomy
actually lowers the risk of a poorer outcome compared to nipple-
sparing mastectomy; although we acknowledge that we have no
more detailed information (ie, incision type, preoperative breast
ptosis). The finding regarding nipple-sparing mastectomy may
have an important impact on policy for breast reconstruction as
nipple-sparing mastectomy is currently seen as state-of-the-art
surgical technique in breast cancer reconstruction.

Recently, awareness has been raised to the issue of racial
bias in clinical algorithms commonly used to guide health care
decisions.13 Incorporating socioeconomic and ethnic data as
training variables in a clinical prediction model may lead to
algorithms learning to make predictions based on implicit biases
inherent in dataset. Our results indicate that for a model which
incorporates baseline PROs the decision whether or not to include
socioeconomic and ethnic data as training variables had no effect
on the model performance (see Table 1 and Supplemental Table 3,
http://links.lww.com/SLA/D43); also the main patient and clinical
drivers for the predictions made remained the same (see Supple-
mental Table 5, http://links.lww.com/SLA/D45 and Supplemental
Table 6, http://links.lww.com/SLA/D46). In addition, the algo-
rithms without socioeconomic and ethnic data performed equally
well among all ethnic groups in the test and validation set (see
Supplemental Table 4, http://links.lww.com/SLA/D44). The
incorporation of baseline PROs may have enabled the algorithms
to account for known individual differences among ethnic groups
in terms of body image34 without specifically knowing the ethnic
background and thus to maximize the individual PRO while
avoiding racial bias by the algorithm.

Our group has recently developed other algorithms to
identify women at risk of experiencing financial toxicity related

FIGURE 4. Insights into variable importance of the neural network model to predict worsened satisfaction using local inter-
pretation methods. Local interpretable model-agnostic explanations (LIME) summary plot for the neural network and its pre-
dictions on the test set. Blue indicates that the variable was important for predicting worsened satisfaction with breasts; red
indicates that the variable was important for predicting no worsened satisfaction with breasts.
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to their breast cancer surgery.17 We believe that by combining
those algorithms with those described here, care could be opti-
mized for individuals around both PROs and financial burden.

Our study was limited by a number of factors. Although we
used data from a large prospective study, the small number of
operations for some procedure types limits the generalizability of
our findings. In addition, although the dataset we used is the largest
of its kind, in the scale of big data research, this is a small sample
with a limited range of both features and cases. We hope that data-
sharing initiatives will allow future research to combine more cases
with a greater number of variables to improve the accuracy of such
tools further. The fact that type of reconstruction was not
randomized but chosen upon patient and surgeon preference may
have limited the predictive accuracy, too. Another potential risk of
bias is that our full analysis set consists of only 62% of the enrolled
patients, however, this was mainly caused by missing information
in the 1-year follow up’ which is a known problem with PROs at
long term follow-ups’ and did not significantly alter the distribution
of the study cohort (except for more patients with autologous than
implant-based reconstruction).

Our population also had somewhat limited racial and
ethnic diversity and the majority of the study sites were high-
volume academic centers all located in North America. This may
be reflected in the greater-than-average number of bilateral
mastectomies (>50%) compared to trends in the United States
and around the world. Future validation is recommended to
assess the effectiveness of these tools in diverse populations.

Finally’ although we examined outcomes which are known
to be important to women with breast cancer, we did not assess
all relevant outcomes. It is also known that different types of
reconstruction may impact physical well-being. Other, non-
PROs, such as risk of complications are also important, though
incorporating these was beyond the remit of the current study.
Thus, the choice of outcome poses a possible risk of bias as
assessed by the PROBAST tool,29 though satisfaction with
reconstructed breasts is a recommended key outcome by the
International Consortium for Health Outcomes Measurement.
All other aspects of our study would not seem to be at risk of
bias when assessed by PROBAST tool, though further inde-
pendent evaluation would be welcomed.

CONCLUSIONS
Machine learning algorithms trained with clinical, patient,

and PRO data to predict postoperative outcomes have the
potential to support clinical patient-centered decision-making and
personalized care. This study demonstrates the ability to predict
postoperative PROs for women undergoing mastectomy and
breast reconstruction at 1-year follow up with high accuracy. Our
examination of these algorithms reveals new insights into the
drivers of posttreatment satisfaction with breasts for women
undergoing cancer treatment. Specifically, we demonstrate that
differences in baseline PRO scores have far greater influence on
postoperative satisfaction with breasts than treatment decisions.
The algorithm may also identify individual patients that might
benefit from alternative treatments than suggested by group-level
evidence (eg, implant-based vs autologous reconstruction). Fur-
ther research is warranted to assess whether use of the algorithm
leads to improved care and outcomes in a clinical setting.
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