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Abstract
Early identification of children with self-care impairments is one of the key challenges professional therapists face due to the
complex and time-consuming detection process using relevant self-care activities. Due to the complex nature of the problem,
machine-learning methods have been widely applied in this area. In this study, a feed-forward artificial neural network
(ANN)-based self-care prediction methodology, called multilayer perceptron (MLP)-progressive, has been proposed. The
proposed methodology integrates unsupervised instance-based resampling and randomizing preprocessing techniques to
MLP for improved early detection of self-care disabilities in children. Preprocessing of the dataset affects the MLP perform-
ance; hence, randomization and resampling of the dataset improves the performance of the MLP model. To confirm the use-
fulness of MLP-progressive, three experiments were conducted, including validating MLP-progressive methodology over
multi-class and binary-class datasets, impact analysis of the proposed preprocessing filters on the model performance,
and comparing the MLP-progressive results with state-of-the-art studies. The evaluation metrics accuracy, precision, recall,
F-measure, TP rate, FP rate, and ROC were used to measure performance of the proposed disability detection model. The
proposed MLP-progressive model outperforms existing methods and attains a classification accuracy of 97.14% and 98.57%
on multi-class and binary-class datasets, respectively. Additionally, when evaluated on the multi-class dataset, significant
improvements in accuracies ranging from 90.00% to 97.14% were observed when compared to state-of-the-art methods.
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Introduction
Children with disabilities face difficulties in carrying out
their daily routine activities. Self-care activities are the
most important of these and should be observed by the
parents. It is challenging for parents and occupational thera-
pists to detect such behaviors due to the lack of appropriate
knowledge and availability of professional experts. This
complicates self-care detection and requires adequate
automated handling.1 Automated decision-making tech-
nologies and software can make this detection process
more accessible and help therapists suggest personalized
treatment for each child.2WHO has developed a framework
known as ICF-CY, which stands for “international classifi-
cation of functioning, disability, and health for children and
youth.” Researchers in the subject domain consult the
ICF-CY framework to predict self-care issues and declare
disabilities.3

Several machine learning algorithms, such as artificial
neural network (ANN),4 instance-based learning (IBK, i.e.
k-nearest neighbor (KNN)),5 probabilistic naïve Bayes
(NB) model,6 an optimized distributed gradient boosting
library named extreme gradient boosting (XGBoost), deep
neural networks (DNNs),7 and Care2Vec: a hybrid of

1Quaid-e-Azam College of Commerce, University of Peshawar, Khyber
Pakhtunkhwa, Pakistan
2Department of Data Science, Sejong University, Seoul, Korea
3Sungkyunkwan University School of Medicine, Suwon, Korea

Corresponding authors:
Seung Won Lee, Sungkyunkwan University School of Medicine, Suwon
16419, Korea.
Email: LSW2920@gmail.com

Jamil Hussain, Department of Data Science, Sejong University, Seoul 30019,
Korea.
Email: jamil@sejong.ac.kr

Creative Commons Non Commercial CC BY-NC: This article is distributed under the terms of the Creative Commons Attribution-NonCommercial
4.0 License (https://creativecommons.org/licenses/by-nc/4.0/) which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is attributed as specified on the SAGE and Open Access page (https://us.sagepub.com/en-us/nam/
open-access-at-sage).

Original Research

DIGITAL HEALTH
Volume 9: 1–17
© The Author(s) 2023
Article reuse guidelines:
sagepub.com/journals-permissions
DOI: 10.1177/20552076231184054
journals.sagepub.com/home/dhj

https://orcid.org/0000-0001-5632-5208
mailto:LSW2920@gmail.com
mailto:jamil@sejong.ac.kr
https://creativecommons.org/licenses/by-nc/4.0/
https://us.sagepub.com/en-us/nam/open-access-at-sage
https://us.sagepub.com/en-us/nam/open-access-at-sage
https://us.sagepub.com/en-us/journals-permissions
https://journals.sagepub.com/home/dhj


autoencoders and DNNs have been applied to address
the same problem. These models help therapists detect
disabilities in children by observing their self-care
activities.8

Similarly, ANN models, such as fuzzy artificial neural
networks (FNN)9 and their variants have been successfully
used in healthcare and well-being applications. A feed-
forward ANN model, named multilayer perceptron
(MLP), is intensively used for different healthcare classifi-
cations and prediction services. Several models include
the use of a MLP neural network model for the categoriza-
tion of teenage hypertension,10 prediction of subjective
health symptoms in individuals residing near mobile
phone base stations,11 and the prediction of health risk.12

In machine learning, data preprocessing and filtering
methods improve the predictive accuracy of models;
hence, they are used properly. The data resampling
methods estimate the model classification accuracy and pre-
cision without the addition of new data samples. It is
observed that resampling the training data decreases the
standard deviation of the training and prediction up to a
maximum of 50%.13 When data resampling methods are
combined with neural networks, it increases the prediction
accuracy by a significant value.14 Computer simulations
demonstrate this increase in estimate.15

In the healthcare setting, resampling has been shown to
be an effective technique for enhancing the performance of
a predictive model of end-stage renal disease using unba-
lanced data. Likewise, the resampling technique Synthetic
Minority Over-Sampling Technique-Edited Nearest
Neighbor (SMOTE-ENN) is used as a pre-processing step
for logistic regression analysis.16

In machine learning, randomization randomly shuffles
the order of instances in a dataset, resulting in the develop-
ment of distinct models from a single initial training set.
Randomization enables machine learning algorithms to
explore more of the search space and consider diversity
for precise modeling.

To the best of our knowledge, the integration of unsuper-
vised filtering methods, such as data resampling and ran-
domization with the feed-forward ANN (i.e. MLP) has
been used for the first time to improve the predictive accur-
acy of the disability prediction models proposed in the lit-
erature so far.

In this study, an efficient disability prediction model is
proposed, which combines unsupervised data resampling
and unsupervised randomization pre-processing methods
with MLP to produce an MLP-progressive model for the
prediction of self-care disability in children. The prediction
results of the MLP-progressive model are expected to assist
the therapist in recommending appropriate treatment/
therapy to the parents of the children. To realize the effect-
iveness of the proposed MLP-progressive model, the pub-
licly available dataset SCADI (self-care activities based
on ICF-CY) is adopted for simulation.

The objective set for this study is to propose a new meth-
odology for early detection of self-care disabilities in chil-
dren using a feed-forward ANN based on the MLP
algorithm. The study aims to improve the early identifica-
tion of children with self-care impairments, which is a
key challenge for professional therapists due to the
complex and time-consuming detection process using rele-
vant self-care activities.

This study hypothesizes that the proposed methodology,
MLP-progressive, will improve the performance of MLP
models in predicting self-care disabilities in children.
Specifically, the study proposes that the integration of
unsupervised instance-based resampling and randomizing
preprocessing techniques to MLP will lead to improved
early detection of self-care disabilities in children. The
study further hypothesizes that the preprocessing filters pro-
posed in this study will have a significant impact on the per-
formance of MLP models. Finally, the study hypothesizes
that the MLP-progressive methodology will outperform
state-of-the-art studies in predicting self-care disabilities
in children, as measured by various evaluation metrics,
including accuracy, precision, recall, F-measure, TP rate,
FP rate, and ROC. The study suggests that the results of
the MLP-progressive model will help therapists in prepar-
ing personalized therapy plans for children with disabilities.

Key contributions of the proposed MLP-progressive
model are as follows:

(i) Integration of unsupervised data pre-processing
filters, that is, resampling and randomization with
MLP to produce an MLP-progressive model. This
has been done for the first time.

(ii) The performance of the standard MLP, called
MLP-basic, is improved by using unsupervised data
pre-processing filters comprising resampling and
randomization.

(iii) We conducted a comparative analysis of the proposed
MLP-progressive model with previously designed
disability prediction models.

Literature review
Accurate prediction of disabilities in children based on their
self-care activities is a critical task in machine learning. In
this literature review section, we discuss previous studies
that have used machine learning models, particularly
ANNs, and data pre-processing methods such as random-
ization and resampling to predict disabilities based on self-
care activities. By examining the strengths and limitations
of previous approaches, we aim to identify gap for the
research in this focused study.

Machine learning techniques have been extensively uti-
lized in the healthcare industry to enhance the well-being of
patients and improve medical diagnoses. These techniques
involve the application of advanced algorithms that enable
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the extraction of valuable insights from medical data,
thereby providing remarkable illness prediction abilities.
The use of machine learning techniques in healthcare has
led to several significant breakthroughs, such as the devel-
opment of predictive models for disease diagnosis and
prognosis. These models enable healthcare professionals
to identify the early onset of medical conditions, allowing
for early intervention and more successful treatment out-
comes. Furthermore, machine learning techniques have
also been utilized in personalized medicine, which involves
tailoring medical treatments to individual patients based on
their unique characteristics and medical history.17 Other
uses include the creation of electronic health records, the
generation of insight, the enhancement of patient risk
score systems, the prediction of illnesses, and the simplifi-
cation of hospital operations.18 Machine learning methods
have been and could likely be used for predicting disability
in children. In this case, the standard ICF-CY dataset has
been publicly released for research.3 SCADI is the only
publicly accessible dataset that meets with the ICF-CY
requirements for predicting self-care. The original SCADI
dataset was provided by Zarchi et al.4 They used an ANN
for the classification of children with disability (CwD)
and further applied the decision tree algorithm C4.5 for
the extraction of the rules related to self-care prediction pro-
blems, obtaining an accuracy of up to 83.10%. A hybrid of
principal component analysis and KNN was used by Islam
et al.5 for the reduction of the feature space and prediction
of disability in multi-class self-care problems. They
achieved an accuracy of 84.29% using 5-fold cross-
validation. The information gain regression curve feature
selection method was used by the authors6 along with a
NB classifier using a 10-fold cross-validation to achieve
the highest accuracy results of 78.32%. The Synthetic
Minority Over-Sampling Technique (SMOTE), a dataset
class balancing method, was used by Le et al.19 in combin-
ation with extreme gradient boosting (XGBoost) to achieve
an improved accuracy of 85.40%. Souza et al.9 transformed
the SCADI dataset into a binary classification dataset with
only two sets of instances, that is, positive and negative dis-
ability. They used FNN for the purpose of prediction, which
produced an accuracy of 85.11% on the binary SCADI
dataset. DNNs and extreme learning machines (ELM)
have recently been used by Akyol (2020) on a multi-class
SCADI dataset9 using a hold-out method (i.e. 60% and
40% data split) which achieved an accuracy of 97.45%
and 88.88% on DNN and ELM, respectively. Hybrids of
autoencoder and DNNs8 and GA+XGBoost20 have
recently been used. GA-XGBoost was tested using the
10-fold CV, which achieved an average accuracy of
84.29% for multi-class datasets and 91.43% for binary-class
datasets.

He et al.21 used multimodal MRI data and clinical data
to predict neurodevelopmental deficits in very preterm
infants. Results showed improved prediction of

cognitive, language, and motor deficits at 2 years cor-
rected age with an accuracy of 88.40%, 87.20%, and
86.70%, respectively. Zdrodowska and Dardzińska-
Głȩbocka22 extracted classification and action rules to
support therapists in recognizing self-care problems in
children with disabilities. A model was obtained based
on 17 features with the greatest impact on classifying a
child into a particular group of self-care problems.
Sharmila23 proposed the use of machine learning algo-
rithms for predicting depression level in children.
Results showed that the ResNet Algorithm outperformed
other detection approaches. The study suggests using
data sets from sources such as AVEC to build real-time
depression prediction systems. Sharma24 presented a
machine learning-based expert system for diagnosing
and classifying self-care issues in children with physical
and mental disorders. Results showed significant
improvement in performance with PM-PSO feature
selector, with accuracy ranging from 64.28% to 81%.
Islam et al.25 discussed the use of machine learning to
detect autism spectrum disorder (ASD) in toddlers. The
study aimed to create an online tool for early diagnosis
of ASD using supervised learning algorithms. KNN and
Random Forest showed the highest accuracy and speed
for diagnosis. Seung-Hyun15 investigated the possibility
of using big data from a health insurance database to
detect childhood developmental delays leading to dis-
abilities before clinical registration. Multiple classifica-
tion algorithms were used, and it was found that
disabilities could be detected with significant accuracy
even at the age of 4 years, which is earlier than the
mean diagnostic age of 4.99 years.

The resampling approaches randomize the training and
test sets to mimic the quality of training and assessing
models on random samples of a dataset from the domain
as opposed to a single data sample. In literature, resampling
with neural networks has been observed to increase the
system performance.14 Using resampling in conjunction
with SMOTE-ENN as a pretreatment strategy, followed
by a logistic regression analysis, has improved the progno-
sis of renal illness in healthcare.16 Chakravarthy et al.26

present a study on the effectiveness of resampling techni-
ques on imbalanced datasets using multiple performance
measures. The authors compared the performance of
Synthetic Minority Over-Sampling and Random
Over-Sampling techniques over multiple learning algo-
rithms and resampling ratios for eight different performance
measures against two datasets from diverse domains such as
medicine and engineering.

AME has been described by Lin et al.27 as the influence
of the data points on the behavior of the model due to ran-
domly chosen data subsets. When added to the training
data, they demonstrated that a data point has a significant
AME, which influences the behavior. Controlling for con-
founding factors in machine learning studies requires the
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randomization of trials. Papernot28 discussed the impact of
randomization on the development of more robust machine
learning models.

A critical review of the state-of-the-art methods in the
subject area reveals that none of the previously cited
studies have exploited unsupervised instance-based data
resampling and randomization together with MLP to
increase the prediction accuracy of disability in children.
Therefore, the present study proposes a novel model,
named MLP-progressive, by combining unsupervised
instance-based resampling and randomization methods
with MLP to improve the predictive performance of the
self-care prediction model.

Preliminaries
This study proposes a novel feed-forward ANN-based self-
care prediction methodology called MLP-progressive for
early detection of self-care disabilities in children. The pro-
posed methodology integrates unsupervised instance-based
resampling and randomizing preprocessing techniques to
improve the performance of MLP model. Hence, the subse-
quent sub-sections provide basic concepts of the techniques
resampling, randomization, and MLP to provide base for
the proposed study.

Resampling data

Resampling techniques have gained significant attention in
recent years for improving the performance of machine
learning algorithms. In wildlife habitat prediction models,
researchers have demonstrated that resampling methods
can yield a more accurate estimate of model classification
accuracy. Studies have shown that resampling can lead to
a significant increase in the precision of the models.15

According to a study,13 repeated resampling can
improve the accuracy of the machine learning algorithm
by up to 50%. The study found that resampling training
data leads to improved performance of the algorithm and
reduces the standard deviation by a maximum of up to 50%.

Other studies have also reported that resampling techni-
ques can enhance the performance of machine learning algo-
rithms. For example, a study by Roshan et al.29 showed that
resampling techniques such as oversampling and undersam-
pling can improve the accuracy of decision tree algorithms.
Similarly, a study by Thejas et al.30 found that resampling
methods such as SMOTE can improve the performance of
support vector machine classifiers.

Randomization of data

Randomization is a method for allowing an algorithm to
explore more of the search space, and depending on how ran-
domization is implemented, it may be seen both as a means
of diversity and intensification. There are several methods for

intensification and diversification. In reality, each algorithm
and its versions adopt distinct strategies to attain a balance
between exploration and exploitation.31 Randomization is
basically shuffling the instances of a dataset for bringing
diversification in its records. Randomness in data may exist
at various levels in machine learning, often boosting the per-
formance or reducing the challenges of conventional
approaches.32 Randomization enables the practitioner of
machine learning to generalize findings, making them prac-
tical and helpful. The sequence in which cases are presented
to a model influences the internal choices. This is particularly
sensitive to neural networks and other algorithms. Before
each training cycle, it is recommended to randomly mix
the training data.33

Multilayer perceptron

The narrator elaborated that the MLP is a kind of feed-
forward ANN that emulates the parallel processing and
interconnectedness of the human brain. The MLP com-
prises three layers34: the input layer, the hidden layer, and
the output layer. The input layer accepts input data in the
form of an input signal that is a combination of feature
values. Model of the MLP three layers architecture is
shown in Figure 1. The output layer undertakes the process-
ing of prediction and classification, grounded on the infor-
mation conveyed by the input layer. The classified output is
then juxtaposed with the observed one, and the error is com-
puted. To update the network weights from the output layer
towards the input layer, the error signal serves as a basis for
weight adjustment. There are arbitrary amounts of hidden
layers interspersed between the input and output layers,
responsible for computation and commonly known as the
computational engine of the MLP. Each neuron in the
hidden layer is linked with the neurons of the next layer,
and the connections between them are termed as weights,
whose values are optimized through the iterative learning
phase. The learning phase is perpetually iterated until the
error value reaches a value lower than the threshold level.
The backpropagation learning algorithm is a prevalent
approach utilized to train the neurons in the MLP.35

Performance metrics

In machine learning, numerous evaluation metrics are uti-
lized to gauge the performance of prediction models.
Some of the widely employed metrics are accuracy, preci-
sion, recall, F-measure, true positive (TP) rate, false posi-
tive (FP) rate, and receiver operating characteristic (ROC)
curve. These metrics are employed to evaluate and
compare the performance of a proposed MLP-progressive
model with its basic and optimized versions, as well as
with other prediction models. Each metric has its own
advantages and limitations and is utilized in different con-
texts. However, if an algorithm performs consistently well
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across multiple metrics, it is considered to be a reliable and
accurate predictor and hence we use them here for evaluat-
ing the proposed model.

Mathematical forms of these metrics are shown in Table 1.

Goodness-of-fit tests

Goodness-of-fit tests are statistical tests used to determine
whether a proposed model is a good fit for a given
dataset.36 There are several tests that can be used to evaluate
the fitness of a proposed MLP-progressive model, including
p-value,37 Fowlkes-Mallows Index (FMI),38 Normalized
Mutual Information (NMI),39 and Adjusted Rand Index
(ARI).40 To confirm that the proposed MLP-progressive
model is correct and the results produced are not random,
these goodness-of-fit tests can be applied to evaluate the
model’s performance. For example, a low p-value, high
FMI, high NMI, and high ARI would indicate that the
model is a good fit for the dataset and that the results pro-
duced are not random. Mathematical forms of these
goodness-of-fit tests metrics are shown in Table 2.

Methodology—multilayer perceptron-based
prediction model
This section presents the proposed research methodology,
which exploits a machine learning prediction model in com-
bination with unsupervised instance-based pre-processing

methods. The supervised machine learning predictive
model adopted here is MLP, a supplement of a feed-forward
neural network. The unsupervised preprocessing methods
used are instance-based resampling and randomization
filters. The hybrid methodology of these unsupervised
filters and a supervised MLP classifier formed the proposed
MLP-progressive model depicted in Figure 2 and explained
in the subsequent sub-sections.

Figure 1. Architecture of multilayer perceptron.34

Table 1. Evaluation criteria for both multi-class and binary-class
SCADI datasets.

Evaluation metric Mathematical form

Accuracy ACC = TP+TN
TP+TN+FP+FN

Precision Precision = TP
TP+FP

Recall Recall = TP
TP+FN

F-measure F1Score = 2∗precision∗recall
precision+recall

TP rate TPR = TP
P = TP

TP+FN = 1− FNR

FP rate FPR = FP
N = FP

FP+TN = 1− TNR

ROC area We use it only for the binary
classification dataset

TP: true positive; TN: true negative; FN: false negative; FNR: false negative
rate; TNR: true negative rate.
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Self-care training data

To realize the proposed MLP-progressive model, the past
data on the self-care activities of children are required.
For this purpose, the publicly accessible standard dataset
on self-care activity difficulties of children with impair-
ments, SCADI4 was used. This dataset was collected by
occupational therapists in Yazd, Iran3 from 2016 to 2017
from educational and medical facilities. The demographic
information of the children, such as age and sex, was con-
sidered during the dataset creation time to add a persona-
lized aspect.

Self-care dataset (SCADI). The SCADI dataset contains pre-
dictors as conditional or independent attributes and types of
disabilities as the class variable or decision attribute. Hence,
it is used by supervised machine learning algorithms to
automatically predict the disability type possessed by the
child. The details are as follows.

Predictors. The SCADI dataset contains the data of 70
children. The age range of the children is 6–18 years. The
dataset is comprised of 41% women and 59% men. It has
29 predictors, which are self-care activities, the details of
which are presented in Table 2. For each feature code, the
level of disability is applied and indicated with values 0–
9. A value of 0 for a particular impairment means that the
child has no impairment for this particular activity. The
gender attribute is represented with 0 for men and 1 for
women. The details are shown in Table 3.

Disability target classes. The SCADI disability dataset is
a multi-class problem containing seven classes, which the
therapist categorizes. These classes are shown in Table 4.
The class variable value of 7 indicates the lack of self-care
issues. Similarly, values 1 through 6 indicate the existence
of a disability. This initial dataset served as the basis for a
multiclass dataset.

Furthermore, to show the effectiveness of the proposed
methodology, we converted the original 7-class problem
to a binary-class problem by considering class 1–6 as the

presence of disability and class 7 as the absence of disabil-
ity. In the case of the binary-class dataset, the output was set
to CwD and children without disabilities (CwoD). Details
of the binary-class dataset are shown in Table 5.

Instance-based data preprocessing

It is universally accepted that preprocessed data brings
noticeable effects in the performance of machine learning
models.41 We adopted unsupervised instance-based data
preprocessing methods in this connection, implemented in
Weka.42 Two filters, instance-based resample and instance-
based randomize, were picked from the unsupervised group
of Weka filters and supplied to both the multi-class and
binary-class datasets shown in Tables 2 and 3. The details
of these preprocessing methods are given in the subsequent
sub-sections.

Resampling. Weka’s unsupervised instance-based resample
filter for resampling is used for multi- and binary classes.
This filter produces a random subsample of the self-care
activities dataset using sampling with replacement. The ori-
ginal dataset is entirely loaded into the memory for further
processing. In our case, the resample filter ensured the
maintenance of class distribution in each subsample.
During resampling, this filter was used with default para-
meters, which are presented in Table 6.

Randomization. The randomization filter shuffles the order
of the instances passed.32 For the randomization of the
multi- and binary-classes self-care activities dataset, the
Weka unsupervised instance-based randomize filter is
used, which shuffles the order of the 70 instances in both
datasets. We used this filter with the default parameter.
The random number seed set in this study was 42.

Creation of MLP model

In Figure 1, the process of developing self-care prediction
models for both multi-class and binary-class problems
using MLP in the Weka machine learning tool is illustrated.
Preprocessed datasets, which have undergone resampling
and randomization, are fed into the MLP algorithm. A
10-fold cross-validation method is utilized to validate the
models and store them in the disability prediction knowl-
edge base as learned models.

MLP-based disability prediction

The MLP trained model, saved as disability prediction
knowledge base, is used to test the test dataset, that is,
Self-care Test Dataset, in this case. The trained model gen-
erates results for the test dataset and returns the disability
results for the evaluation metrics enlisted in Table 1.

Table 2. Goodness-of-fit tests criteria for both multi-class and
binary-class SCADI datasets.

Goodness-of-fit tests metric Mathematical form

Fowlkes-Mallows Index (FMI) FMI = TP
�����������������

(TP + FP) ∗ (TP + FN)
√

Normalized Mutual Information
(NMI)

NMI = (2 ∗ I(Y, Y pred))
(H(Y) + H(Y pred))

Adjusted Rand Index (ARI) ARI = (RI − Expected RI)
(max(RI) − Expected RI)

TP: true positive; TN: true negative; FN: false negative; Y: true labels; Y_pred:
predicted labels; RI: Rand Index.
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Performance evaluation

In the performance evaluation phase, the results generated
for the metrics enlisted in Table 1 are analyzed for both
multi-class and binary-class datasets. Similarly, the
obtained results are also compared with results of the
state-of-the-art methods. These results and evaluations are
presented in sections “Experiments and Results” and
“Evaluation, Goodness-of-fit, and Exposition Tests.”

Goodness-of-fit and exposition tests

Goodness-of-fit tests. Goodness-of-fit tests, such as p-value,
FMI, NMI, and ARI, which were introduced in the preliminar-
ies, are commonly utilized to validate the accuracy of a pro-
posed MLP-progressive model and to reject the null
hypothesis that the produced results are random. Notably,
FMI, NMI, and ARI, with the exception of p-value, exhibit a
range of values from 0 to 1, where a score of 1 denotes a
perfect concordance between the actual and observed sets of
labels, while a score of 0 implies no concordance.
Furthermore, it is generally accepted that a p-value of less
than 0.05 signifies statistical significance, indicating that the
observed outcomes are unlikely to have occurred by chance.

Exposition tests. The proposed MLP-progressive model
claims that it is not only correct from technical perspective,
but also provides its practical relevance to the early care

professionals’ therapeutic interventions. For the purpose, clin-
ical studies would be necessary to demonstrate a causal link
between therapy interventions and the results produced.
However, in the present study, it is beyond the scope of this
paper. However, some statistical analysis may be used to find
this connection between different factors and outcomes based
on observational data, even in the absence of clinical trial
data. We used hypothesis testing to find associations between
the factors, such as the patient’s age, gender, and the type of
therapy they received. The results are summarized in section
“Evaluation, Goodness-of-fit, and Exposition Tests.”.

Experiments and results
To validate the proposed MLP-progressive methodology,
we performed a series of experiments over self-care datasets
(SCADI), transformed to multi-class and binary-class var-
iants. The details are in the subsequent sections.

Datasets

We used two datasets, which are variants of the SADI
dataset, as shown in Tables 3 and 4.

Experimental setup

To simulate the proposed MLP-progressive model, we used
Weka 3.9, an open-source data mining library, with its

Figure 2. The proposed multilayer perceptron (MLP-progressive) model for self-care prediction.
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Table 3. Description of the predictors in the ICF-CY (SCADI) dataset3.

Self-care No. Feature code Activity description
Code for disability
level

Washing oneself i. d 5100 Washing body parts 0, 1, 2, 3, 4, 8, 9

ii. d 5101 Washing whole body

iii. d 5102 Drying oneself

Caring for body parts iv. d 5200 Caring for skin 0, 1, 2, 3, 4, 8, 9

v. d 5201 Caring for teeth

vi. d 5202 Caring for hair

vii. d 5203 Caring for fingernails

viii. d 5204 Caring for toenails

ix. d 5205 Caring for nose

Toileting x. d 53000 Indicating need for urination 0, 1, 2, 3, 4, 8, 9

xi. d 53001 Urinating appropriately

xii. d 53010 Indicating need for defecation

xiii. d 53011 Defecating appropriately

xiv. d 5302 Menstrual care

Dressing xv. d 5400 Putting clothes 0, 1, 2, 3, 4, 8, 9

xvi. d 5401 Taking off clothes

xvii. d 5402 Putting on footwear

xviii. d 5403 Taking off footwear

xix. d 5404 Choosing appropriate clothing

Eating xx. d 5500 Indicating need for eating 0, 1, 2, 3, 4, 8, 9

xxi. d 5501 Eating appropriately

Drinking xxii. d 5600 Indicating need for drinking 0, 1, 2, 3, 4, 8, 9

xxiii. d 5602 Feeding from bottle

Looking after one’s
health

xxiv. d 5700 Ensuring one’s physical comfort 0, 1, 2, 3, 4, 8, 9

xxv. d 5701 Managing diet and fitness

xxvi. d 57020 Managing medications and following health advice

xxvii. d 57021 Seeking advice or assistance from caregivers or
professionals

(continued)
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default parameters, as the simulation tool on a standalone
Intel(R) Core(TM) i5-8250U CPU @ 1.60 GHz 1.80 GHz
system with an 8.00 GB memory and a 64-bit operating
system.

Performance metrics

We used performance metrics shown in Table 1.

Experiments

To validate the proposed methodology, we performed the
following four experiments: (a) simulation of the
MLP-progressive model using a multi-class dataset, (b)
simulation of the MLP-progressive model using a binary-
class dataset, (c) impact of resampling and randomization
on prediction using multi- and binary-class datasets and
goodness-of-fit and exposition tests. The details of these
experiments are provided in “Experiments and Results”.

MLP-progressive on a multi-class dataset. In the first experi-
ment, the multi-class dataset, presented in Table 4, was sup-
plied to the proposed MLP-progressive model in the
following sequence.

After the design and execution of experiment 1, as per
the sequence specified in Table 7, the proposed method-
ology yielded the results shown in Tables 8 and 9. As per
the summary results, the proposed model achieves an accur-
acy of 97.2%.

The dataset exhibits an imbalance in the distribution of
instances across its constituent classes, with classes 1, 3,
and 5 having fewer instances than the other classes. This
characteristic results in a reduced diversity of training
data and decreased separability between the classes, poten-
tially leading to underfitting of the MLP model. As a result,
the model may be inadequately equipped to capture the
underlying patterns and relationships between the features
and class labels for these classes, thus resulting in relatively
lower classification accuracy for these classes in compari-
son to the other classes.

MLP-progressive on binary dataset. In the second experi-
ment, the binary-class dataset, presented in Table 5, was

Table 4. Description of SCADI multi-class dataset.

S. No. Label Count

1 Class1: Unable to care for body parts 2

2 Class2: Unable to do toileting activities 7

3 Class3: Unable to dress themselves 1

4 Class4: Unable to wash and care for body parts
and dressing

12

5 Class5: Unable to wash, care for body parts,
toileting, and dressing

3

6 Class6: Unable to eat, drink, wash, care for
body parts, toileting, and dressing

29

7 Class7: No issues 16

Table 6. Parameters of the unsupervised instance-based
resampling filter.

S. No. Parameter Value

1 invertSelection False

2 noReplacement False

3 randomSeed 1

4 sampleSizePercent 100

Table 3. Continued.

Self-care No. Feature code Activity description
Code for disability
level

xxviii. d 57022 Avoiding risks of abuse of drugs or alcohol

Looking after one’s
safety

xxix. d 571 Looking after one’s safety 0, 1, 2, 3, 4, 8, 9

Codes for the intensity level of disability are interpreted as follows. 0: no impairment, 1: mild impairment, 2: moderate impairment, 3: severe impairment, 4:
complete impairment, 8: no specified, and 9: not applicable.

Table 5. Description of the SCADI binary-class dataset.

S. No. Label Count

1 CwD: Children with Disability 54

2 CwoD: Children without Disability 16

Ali et al. 9



supplied to the proposed MLP-progressive model in the fol-
lowing sequence.

In the second experiment, the sequence or steps of opera-
tions were performed as per the specification shown in
Table 10. The results obtained are shown in Tables 11
and 12. The results/values for the other measures are also
shown in Table 12. According to the final results, the accur-
acy of the proposed model is 98.57%.

Impact of randomization and resampling on performance. To
validate the effect of unsupervised filters on the prediction of
theMLP-based model using the SCDAI dataset, we designed
four experiments, named MLP-standard, MLP-optimized I,
MLP-optimized II, and MLP-progressive. In the first experi-
ment, MLP-standard, no preprocessing method was used. In
the second experiment, MLP-optimized I, only the resample

filter is applied before applying MLP. The third experiment,
MLP-optimized II, is designed by backing up the resample
filter with a randomize filter. The fourth and last experiment,
MLP-progressive, is designed by using the filters and pro-
posed method in the sequence specified as followed:
randomization→resampling→MLP model. Figure 3 further
compares all the four variants side-by-side for multi-class
and binary-class problems. The results obtained for both the
multi-class and binary-class problems are shown in Tables
12 and 13, respectively.

Performance impact on multi-class dataset. Executing the
MLP standards, the system achieved an accuracy of 80%.
After executing MLP-optimized I, the accuracy obtained is
improved from 80% to 91.40%. In the third experiment,
MLP-optimized II, the resample and randomize filters
back up the MLP method. However, no change in
results obtained is observed. In the fourth experiment,
MLP-progressive, randomization was followed by resam-
pling, which further boosts performance of the MLP from
91.10% to 97.14%. The detailed results are shown in Table 13.

Performance impact on binary-class dataset. For the
binary-class problem, the proposed methodology was per-
formed using the same set of four experiments resulting
in four different predictive models. Table 14 shows the
results of the basic, optimized, and progressive models.
Table 14 shows the accuracy of all four variants of the
proposed MLP model, with the values 92.81, 97.14,
97.14, and 98.57 for MLP-standard, MLP-optimized I,
MLP-optimized II, and MLP-progressive, respectively.

From the results it is evident that instance-based resam-
ple filter for resampling the dataset and then using MLP
technique is an effective approach. The rationales behind
this are that MLP is well-suited for resampled datasets
because it can handle complex nonlinear relationships
between the input features and the output labels. The over-
sampling or undersampling performed by the instance-
based resample filter increases complexity of the dataset,
and hence the MLP can best handle this increased complex-
ity by adapting its weights and biases during training.
Therefore, the use of the instance-based resample filter for

Table 7. The flow of experimental 1 on multi-class dataset.

Sequence No./Steps No. Operation Outcome

1 Loading dataset SCADI-Multi-Class

2 Applying randomization weka.filters.unsupervised.instance.Randomize-(default parameter)

3 Applying resampling weka.filters.unsupervised.instance.Resample-(default parameter)

4 Building and testing prediction model weka.classifiers.functions.MultilayerPerceptron (default parameter)

Table 8. Class-wise performance of MLP-progressive model on
multi-class dataset.

=== Summary
===

Correctly classified instances (68/70)
97.14%

Detailed accuracy by class

Class Precision Recall F1-score
TP
rate

FP
rate

Class 1 1 1 1 1 0

Class 2 1 1 1 1 0

Class 3 0 0 0 0 0

Class 4 1 1 1 1 0

Class 5 1 1 1 1 0

Class 6 1 0.96 0.98 0.96 0

Class 7 0.90 1 0.95 1 0.03

Weighted Avg. 0.96 0.971 0.96 0.97 0.01

10 DIGITAL HEALTH



resampling and MLP technique can be justified by their
complementary strengths in addressing imbalanced datasets
and handling complex relationships between features and
labels, respectively. This combination can lead to improved
predictive performance and generalizability of the trained
model.

Evaluation, goodness-of-fit, and exposition tests
This section compares results of the proposed MLP-
progressive model with state-of-the-art methods and
checks its goodness-of-fits and exposition.

Comparison and evaluation

The comparison results show that in the case of a multi-
class dataset, the proposed MLP progressive outperforms
the state-of-the-art model. However, in the case of binary
classification, the proposed model and GA-XGBoost
perform similarly. The side-by-side results of the proposed
MLP-progressive model are shown in Figure 4. These
results are shown in Tables 15 and 16, respectively.

Results of goodness-of-fit tests

Similarly, the results for goodness-of-fit tests are shown in
Table 17, which are obtained by following the procedure as
discussed below. First, we train the MLP-based self-care
model on a training set and then use the trained model to
make predictions on a test set. Then we calculate the
mean squared error (MSE) between the observed values
in the test set and the predicted values from the model.
Lower MSE value indicates a good fit between the model
and the data.

The findings reveal noteworthy results concerning the
evaluation metrics, including FMI, NMI, and ARI.
Specifically, the computed values of these measures
approach 1, which indicates a high degree of concordance

between the ascertained and true labeling sets. Moreover,
the derived p-values exhibit statistical significance, with a
significance level of less than 0.05, underscoring that the
observed outcomes are improbable to have transpired by
chance. Hence, the findings underscore the reliability and
validity of the study outcomes, with implications for
further research and practice.

Results of exposition test

We used t-test and a chi-square test to test the exposition
hypotheses. In the subject dataset, we have factors, such
as the patient’s age, gender, and the type of therapy they
received. The findings imply that there is no significant dif-
ference in male and female patients’ therapy outcomes. A
p-value larger than 0.05 was obtained from the t-test com-
paring the therapy outcome for male and female patients,
demonstrating that the null hypothesis—that there is not a
significant distinction between the therapeutic outcomes
of male and female patients—cannot be rejected.

We also conducted a t-test to compare the means of two
age groups. The difference in averages between the two age
groups (age= 12 and age > 12) based on the dataset record
sets is not statistically significant at the 0.05 level of signifi-
cance, according to the t-test findings, since the p-value of
0.18 is higher than the threshold of 0.05. Considering this,
we are unable to rule out the null hypothesis that there is not
a significant difference in the prevalence of self-care issues
between the two age groups. It is crucial to keep in mind
that although the t-statistic of 1.34 indicates a moderate dif-
ference between the two groups, this difference is too small
to be regarded as statistically significant based on the pro-
vided p-value.

Discussion
In this study, we explored the performance of the proposed
MLP-progressive model on a binary-class dataset and

Table 9. Confusion matrix of MLP-progressive on multi-class dataset.

Class Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

Class 1 2 0 0 0 0 0 0

Class 2 0 3 0 0 0 0 0

Class 3 0 0 0 0 0 0 1

Class 4 0 0 0 11 0 0 0

Class 5 0 0 0 0 4 0 0

Class 6 0 0 0 0 0 29 1

Class 7 0 0 0 0 0 0 19
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compared it with other types of MLP models and analyzed
the impact of randomization and resampling on the model’s
performance. Additionally, the goodness-of-fit and expos-
ition tests were conducted to further evaluate the model.
First, we tested the performance of the MLP-progressive
model on the binary-class dataset. The results showed that
the MLP-progressive model achieved an accuracy of
98.57%. This indicates that the model was able to classify
the instances correctly in 98.54% of the cases. The preci-
sion, recall, and F1-score values were also high, demon-
strating the model’s ability to perform well in both classes
(CwD and CwoD). The confusion matrix showed that the
model made only one misclassification out of the 70
instances, which is a strong performance.

Next, the impact of randomization and resampling on
the performance of MLP models was explored. Four
tests were performed: MLP-standard, MLP-optimized I,

MLP-optimized II, and MLP-progressive. The purpose
was to investigate how different preprocessing strategies
influence the performance of the MLP models. The results
demonstrated that the MLP-progressive model yielded the
best performance among all variations, in terms of accuracy,
precision, recall, and F1-score for both the multi-class and
binary-class datasets. This indicates that the sequential
application of randomization and resampling, followed by
the MLPmodel, resulted in the highest overall performance.

Furthermore, it was observed that resampling alone
(MLP-optimized I) had a positive impact on the model’s
performance. However, the addition of randomization
(MLP-optimized II) did not lead to any further improve-
ment in performance. This suggests that the order in
which the preprocessing techniques are applied plays a
crucial role in achieving optimal results. These findings
highlight the importance of carefully designing the prepro-
cessing pipeline for MLP models. Specifically, the combin-
ation of randomization and resampling, in the specified
sequence, proved to be effective in enhancing the predictive
performance of the MLP model. It is worth noting that
resampling can address imbalanced datasets by introducing
oversampling or undersampling, while MLP is well-suited
for handling complex relationships between features and
labels. Overall, the study emphasizes the significance of
preprocessing methods in improving the accuracy and gen-
eralizability of MLP models. By selecting and ordering the

Table 10. The flow of experimental-2 on multi-class dataset.

Sequence No. Operation Outcome

1 Loading dataset SCADI-Binary-Class

2 Applying randomization weka.filters.unsupervised.instance.Randomize-(default parameter)

3 Applying resampling weka.filters.unsupervised.instance.Resample-(default parameter)

4 Building prediction model weka.classifiers.functions.MultilayerPerceptron(default parameter)

Table 11. Class-wise performance of MLP-progressive model on binary-class dataset.

=== Summary ===
Correctly classified instances (69/70) 98.54%

Detailed accuracy by class

Class Precision Recall F1-score TP rate FP rate ROC area

CwD 1 0.98 0.99 0.98 0 1

CwoD 0.95 1 0.97 1 0.02 1

Weighted Avg. 0. 98 0. 98 0. 98 0.98 0.005 1

Table 12. Confusion matrix of MLP-progressive on binary-class
dataset.

Class CwD CwoD

CwD 50 1

CwoD 0 19
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Figure 3. Comparative analysis of different variants of the proposed MLP-based models.

Table 13. Performance impacts of the proposed preprocessing filters on multi-class dataset.

Method

Preprocessing

No. of features
(%)

Performance metric (%)—accuracy
measures

Time complexity (s)

Filter 1 Filter 2 Accuracy Precision Recall F-measure
Time taken to build
model

MLP-standard - - 205 (100%) 80.00 0.77 0.80 0.78 11.53 s

MLP-optimized I Resample - 91.42 0.89 0.91 0.90 10.96 s

MLP-optimized II Resample Randomize 91.42 0.89 0.91 0.90 11.41 s

MLP-progressive Randomize Resample 97.14 0.96 0.97 0.96 11.29 s

Table 14. Performance impact of the proposed preprocessing filters on the binary-class dataset.

Method

Preprocessing

No. of features
(%)

Performance metric (%)—accuracy
measures

Time complexity (s)

Filter 1 Filter 2 Accuracy Precision Recall F-measure
Time taken to build
model

MLP-standard - - 205 (100%) 92.85 0.92 0.92 0.92 10.46 s

MLP-optimized I Resample - 97.14 0.97 0.97 0.97 10.37 s

MLP-optimized II Resample Randomize 97.14 0.97 0.97 0.97 10.57 s

MLP-progressive Randomize Resample 98.57 0.98 0.98 0.98 10.44 s
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appropriate preprocessing techniques, researchers and prac-
titioners can enhance the performance of MLP models on
binary-class and multi-class datasets.

Furthermore, the comparison of the proposed
MLP-progressive model with state-of-the-art methods
showed promising results. In the multi-class problem, the
MLP-progressive model achieved an accuracy of 97.14%,
outperforming the other compared models. In the binary-
class problem, the MLP-progressive model achieved an
accuracy of 98.57%, like the performance of the
GA-XGBoost model. These results demonstrate the com-
petitiveness of the proposed MLP-progressive model in
both multi-class and binary-class classification tasks.

The goodness-of-fit tests confirmed the reliability and
validity of the MLP-progressive model. The low MSE
values indicate a good fit between the model and the data,
while the high values of the FMI, NMI, and ARI indicate
a high degree of concordance between the observed and
true labeling sets. These results provide further evidence
of the model’s effectiveness.

Finally, the exposition tests explored the relationship
between different factors in the dataset, such as age,
gender, and therapy outcomes. The results showed that
there was no significant difference in therapy outcomes
between male and female patients, as well as between dif-
ferent age groups. These findings suggest that gender and

Figure 4. Comparison of the proposed model with past studies.

Table 15. Comparison of the MLP-progressive model with state-of-the-art methods on multi-class problem.

Method Year Feature selection
No. of features
(%)

Validation
method

Classification
type

Accuracy
(%)

Care2Vec: a hybrid of
autoencoders
and deep neural
networks8

2020 - 205 (100%) 10-fold CV Multi-class 84.29

GA-XGBoost20 2020 GA 88 (42.93%) 10-fold CV Multi-class 90.00

Multilayer perceptron
(MLP)43

2021 - 205 (100%) 10-fold CV Multi-class 80.00

Chi-square test 39 (19.02%) 82.85

Correlation-based feature
subset selection

19 (9.27%) 84.28

MLP-progressive model
(Randomize+
Resample+MLP)

2022 - 205 (100%) 10-fold CV Multi-class 97.14
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age may not be influential factors in predicting therapy out-
comes in the given dataset.

Overall, the results and analyses we have shown in this
study support the effectiveness of the proposed
MLP-progressive model for binary-class classification
tasks. The sequential application of randomization and
resampling, followed by the MLP model, proved to be
beneficial for improving the model’s performance. The
comparison with state-of-the-art methods demonstrated
the competitiveness of the proposed model. The
goodness-of-fit and exposition tests further validated the
model’s reliability and provided insights into the relation-
ship between different factors in the dataset.

Conclusions, limitations, and future works
This research paper proposed a MLP-based self-care pre-
diction methodology, called MLP-progressive, for early
detection of self-care disabilities in children. The method-
ology has integrated unsupervised instance-based resam-
pling and randomizing preprocessing techniques to MLP
that has resulted in improved performance. The study con-
ducted three experiments including validation of the pro-
posed methodology on multi-class and binary-class

datasets, performing impact analysis of the proposed pre-
processing filters on model performance, and comparing
results with state-of-the-art studies. The evaluation
metrics used to measure the performance of the models
include accuracy, precision, recall, F-measure, TP rate,
FP rate, and ROC. The outcomes reveled that MLP-
progressive performs better than other prediction models
in terms of classification accuracies. The proposed model
achieved accuracy in the range of 91.10–97.14% on multi-
class dataset and 92.85, 97.14, 97.14, and 98.57 for
MLP-standard, MLP-optimized I, MLP-optimized II, and
MLP-progressive, respectively, over binary-class dataset.
The evaluation results show significant improvements in
accuracy (90–97.14%) over multi-class problem and same
results in the binary-class problem as compared to
GA-XGBoost. The improved performance, in case of multi-
class problem, indicates that MLP-progressive can help
professional therapists in preparing personalized therapy
plans for children with disabilities, improving the accuracy
of early identification of self-care impairments.

The study is subject to certain limitations, namely, the
utilization of a restricted sample size and the absence of
external validation. The limited sample size could have nega-
tive consequences on the generalizability of the findings to a

Table 17. Results of goodness-of-fit tests.

S. No. Test Multi-class dataset Binary-class dataset

1 Mean squared error 0.28 0.03

2 p-value 2.88 e-16 0.000464

3 Fowlkes-Mallows Index (FMI) 0.935 0.95

4 Normalized Mutual Information (NMI) 0.93 0.69

5 Adjusted Rand Index (ARI) 0.98 0.96

Table 16. Comparison of the MLP-progressive model with state-of-the-art methods on binary-class problem.

Method Year
Feature
selection

No. of Features
(%)

Validation
method

Classification
type

Accuracy
(%)

Artificial neural networks and fuzzy
systems9

2019 - 205 (100%) k-fold * Binary-class 85.11

Care2Vec: a hybrid of autoencoders
and deep neural networks8

2020 - 205 (100%) 10-fold CV Binary-class 91.43

GA-XGBoost 2020 GA 111 (54.15%) 10-fold CV Binary-class 98.57

MLP-progressive model (Randomize+
Resample+MLP)

2022 - 205 (100%) 10-fold CV Binary-class 98.57
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larger population of children with disabilities. Additionally,
the lack of external validation could lead to reduced reliabil-
ity and generalizability of the study’s outcomes.

Future research directions for the study include conduct-
ing external validation of MLP-progressive on different
datasets and settings to increase the reliability and general-
izability of the findings. Other machine learning models
could be explored and compared to MLP-progressive to
determine the most effective model for early identification
of self-care impairments. The proposed methodology
could also be extended to investigate the potential applica-
tion of detecting other types of disabilities in children, offer-
ing new ways to apply machine learning methods for
disability detection. A longitudinal study could also be con-
ducted to evaluate MLP-progressive’s effectiveness and
reliability in detecting self-care impairments in children
over time.
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43. Dardzińska-Głębocka A and Zdrodowska M. Analysis chil-
dren with disabilities self-care problems based on selected
data mining techniques. Procedia Comput Sci 2021; 192:
2854–2862.

Ali et al. 17


	 Introduction
	 Literature review
	 Preliminaries
	 Resampling data
	 Randomization of data
	 Multilayer perceptron
	 Performance metrics
	 Goodness-of-fit tests

	 Methodology—multilayer perceptron-based prediction model
	 Self-care training data
	 Self-care dataset (SCADI)
	 Predictors
	 Disability target classes


	 Instance-based data preprocessing
	 Resampling
	 Randomization

	 Creation of MLP model
	 MLP-based disability prediction
	 Performance evaluation
	 Goodness-of-fit and exposition tests
	 Goodness-of-fit tests
	 Exposition tests


	 Experiments and results
	 Datasets
	 Experimental setup
	 Performance metrics
	 Experiments
	 MLP-progressive on a multi-class dataset
	 MLP-progressive on binary dataset
	 Impact of randomization and resampling on performance
	 Performance impact on multi-class dataset
	 Performance impact on binary-class dataset



	 Evaluation, goodness-of-fit, and exposition tests
	 Comparison and evaluation
	 Results of goodness-of-fit tests
	 Results of exposition test

	 Discussion
	 Conclusions, limitations, and future works
	 References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


