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A topological transition by 
confinement of a phase separating 
system with radial quenching
Tsuyoshi Tsukada & Rei Kurita*

Physicochemical systems are strongly modified by spatial confinement; the effect is more pronounced 
the stronger the confinement is, making its influence particularly important nanotechnology 
applications. For example, a critical point of a phase transition is shifted by a finite size effect; 
structure can be changed through wetting to a container wall. Recently, it has been shown that 
pattern formation during a phase separation is changed when a system is heterogeneously quenched 
instead of homogeneously. Flux becomes anisotropic due to a heterogeneous temperature field; this 
suggests that the mechanism behind heterogeneous quenching is different from that of homogeneous 
quenching. Here, we numerically study the confinement effect for heterogeneously quenched systems. 
We find that the pattern formed by the phase separation undergoes a topological change with stronger 
confinement i.e. when the height of a simulation box is varied, transforming from a one-dimensional 
layered pattern to a two-dimensional pattern. We show that the transition is induced by suppression 
of the heterogeneous flux by spatial confinement. Systems with heterogeneous flux are ubiquitous; 
the effect is expected to be relevant to a wide variety of non-equilibrium processes under the action of 
spatial confinement.

Confining a system to a container of finite size is known to affect both static and dynamic phenomena. This 
includes critical phenomena, phase transitions1–3, glass transitions and crystallization4,5. Understanding the effect 
is important both for elucidating the mechanisms behind non-equilibrium phenomena and for nanotechnology 
applications6, where spatial confinement might extend to length scales approaching the size of molecules. An 
example is a critical point: it is known that the critical point can be shifted or smoothed by spatial confinement 
when the size of the container is close to a correlation length. This so-called finite size effect has been widely 
reported1. In addition, the effect of the wall itself may become significant4,5,7; when one component of a binary 
system has greater affinity to a wall, the local fraction of the component near the wall increases8–11. The smaller 
the container, the larger the surface-to-volume ratio, leads to a more pronounced effect due to wetting. It is also 
known that the mobility of a fluid is modified by the smoothness of a wall7; the mobility is enhanced if the wall is 
smooth and reduced near the rough wall. Even the shape of the container may affect phase transitions e.g. crys-
tallization. In a carbon nanotube, the crystalline structure of water has been recently shown to be distinct from 
that in bulk12.

The effect of the confinement has been studied for a wide range of non-equilibrium phenomena such as phase 
separations, glass transitions etc., however it is yet to be considered for systems phase separating under an inho-
mogeneous quench. The patterns which emerge from inhomogeneous quenching in bulk have been found to be 
different from those formed via homogeneous quenching13–23. In particular, the phase separation with a quench-
ing front propagating in a single direction i.e. a directional quenching method was proposed some decades ago13. 
A front separating quenched and non-quenched regions propagates at a constant velocity V ; this parameter has 
been shown to control the formation of a series of metastable patterns like columns and lamella13–23. The dynam-
ics of phase separation with inhomogeneous quenching is also different, distinct from the model B universality 
class24, despite the final temperature being the same for both homogeneous and inhomogeneous quenching.

Recently, Tsukada and Kurita reported pattern formation by radial quenching (RQ) of a binary fluid with 
realistic boundary conditions in three dimensions. Radial quenching refers to the propagation of the quenching 
front, which propagates in a radial direction from a pre-defined center. In the study, RQ was applied to the bottom 
surface of a container, and the temperature allowed to evolve via thermal diffusion away from the bottom surface 
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i.e. in the z direction25. This is analogous to an actual experiment, where one would control the temperature of the 
bottom surface of a sample using a heating or cooling stage. It was found that a layered pattern was observed in 
the z direction, topologically distinct from the patterns seen for RQ in two dimensions using numerical simula-
tions. During radial quenching via heating/cooling of the bottom surface, the flux of the majority component 
becomes anisotropic due to an inhomogeneous temperature field. The flux in the z direction is larger than the flux 
in the xy plane, as a result, layers are formed. This suggests that anisotropic flux plays an important role for pattern 
formation in inhomogeneous quenched systems. Note that this topological change is brought about by a change 
in dimensionality18,25: this strongly suggests that spatial confinement may have a similar effect i.e. affect aniso-
tropic flux. Thus, the objective of this paper is to study the effect of confinement on a system with inhomogeneous 
quenching. We performed numerical simulations with radial quenching for systems with different simulation box 
heights, giving rise to topologically distinct patterns (see Methods section). We thus aim to clarify the mechanism 
behind the formation of the different patterns and show specifically how the spatial confinement suppresses the 
formation of an anisotropic flux.

Results
Pattern diagram. Firstly, we briefly introduce our simulation method. The inhomogeneous quenching was 
applied to the bottom surface, and that evolution of the temperature was governed by conduction. For an inho-
mogeneous temperature field, a modified Cahn-Hilliard-Cook equation was proposed26. The system studied here 
is initiated with a temperature → = >T r T T( ) ( )c0  at all positions →r . Tc is a critical temperature. We normalize the 
length and the time using the correlation length ξ0 and the characteristic time τ0, respectively. Next, we define a 
normalized temperature ε →r t( , ) as ε → = → − −r t T r t T T T( , ) ( ( , ) )/( )c c0 . We thus obtain normalized equations as 
shown below, and normalized equations are given below,
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where θ and =Le K L( / ) are a random flux and the Lewis number, respectively. We set the mesh size to 1 and the 
time step to 0.01. The simulation box size was x : y : z = 128 : 128 : h; h is a positive integer and the key parameter 
here for investigating the effect of confinement. The mean concentration is set to φ  = 0.1; note that this denotes 
an asymmetric composition. Having set up the simulation in this manner, we start radially quenching outwards 
from a center on the bottom surface with a constant velocity Vxy at =t 0. Details for our simulation method is 
described at the Methods section.

Then we investigate the pattern formed during phase separation for different h and Vxy. Figure 1(a) shows the 
patterns found at later stages of the phase separation process. Symbols in Fig. 1(a) are simulated points and the 
dotted lines are guides for the eye denoting boundaries between each regime. Figure 1(b–e) shows the concentra-
tion fields φ for typical patterns. The upper images of Fig. 1(b–e) show cross sections of φ at z = 0, while the lower 
images show cross sections at y = 64.

We briefly describe each regime in the diagram. When h = 64 and < .V 0 2xy , a layered pattern is formed in the 
z direction; this is denoted as a filled triangle in Fig. 1(a). The observation of layers is consistent with previous 
work25. We note that the dimensionality of the pattern can be reflected in the naming of each pattern. Since φ of a 
layered pattern may be expressed as φ z( ) as shown in Fig. 1(b), we call this a 1 dimensional layer pattern (1D-LP). 
When h = 64 and for > .V 0 2xy , both phases percolate in the z direction, but the positions of both phases are ran-
dom in the xy plane; this is denoted by a square symbol in Fig. 1(a). The pattern is shown in Fig. 1(c); we call this 
a 2 dimensional random droplet pattern (2D-RDP). Note points denoted by a cross on the phase diagram; for 
these, a dendritic pattern is observed in the xy plane, while the pattern percolates in the z direction (Fig. 1(d)). 
The pattern is consistent with simulations in two dimensions with radial quenching18. We call this a 2 dimensional 
dendritic pattern (2D-DP). Finally, we also find concentric circles (Fig. 1(e)), denoted by circles on the diagram, 
seen for small h and a mid-range Vxy. Since the pattern can be determined by rc and r, where rc is the position of 
the predefined center and r is a distance from rc, we call these 2 dimensional concentric circles (2D-CC). The filled 
circles correspond to a coexistence pattern of 2D-DP and 2D-CC.

Here, note that a transition between 1D and 2D patterns is observed not only for different Vxy, but also h. It is 
clear that the effect of confinement plays an important role for determining the boundary between patterns with 
distinct topological characteristics.

2D-RDP regime. Here, we show how 2D-RDP evolves over time. Figure 2 shows the time evolution of the 
pattern at h = 8 and Vxy = 100. Firstly, the system is almost homogeneously quenched since Vxy is quite fast. 
Thermal fluctuations then grow over time since the temperature is in the spinodal decomposition region 
(Fig. 2(a)). After the early stages of phase separation, a minority phase appears as droplets (Fig. 2(b)). The droplets 
become larger as coarsening takes place to decrease interfacial energy. When the size of a droplet exceeds h, the 
minority phase percolates in the z direction. Finally, the interface becomes flat in the xz plane to further decrease 
the interfacial energy, and the pattern becomes 2 dimensional (Fig. 2(c)). Here, we also compute τ , the time it 
takes for the minority phase to percolate in the z  direction for the first time. It is found that τ ∝ h3, as shown in 
Fig. 3. This is consistent with ξ ∼ t1/3 for homogeneous quenching, where ξ is a typical length of the pattern. We 
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Figure 1. (a) Different patterns as a function of Vxy and h. Symbols represent simulated points. Squares 
correspond to a 2 dimensional random droplet pattern (2D-RDP), similar to what is seen in homogeneous 
quenching; filled triangles correspond to 1 dimensional layer pattern (1D-LP), which can be observed at lower 
Vxy and larger h; circles correspond to 2 dimensional concentric circles (2D-CC); crosses correspond to 2 
dimensional dendritic pattern (2D-DP). 2D-CC and 2D-DP are formed at smaller h. (b–e) Cross sections of 
each pattern at t = 1000 and at z = 0 (upper) and at y = 64 (lower). (b) Cross sections of 1D-LP at (Vxy, h) = (0.1, 
8). (c) Cross sections of 2D-RDP at (Vxy, h) = (1000, 3). (d) Cross sections of 2D-DP at (Vxy, h) = (0.1, 3). (e) 
Cross sections of 2D-CC at (Vxy, h) = (0.1, 5).

Figure 2. Time evolution of concentration at y = 64 when Vxy = 1000 and h = 8. t = (a) 10, (b) 50, (c) 700. 
Spherical droplets appear at an early stage, and droplets coarsen over time. Since the droplets percolate in the z 
direction, the pattern becomes a disk at later stages.
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also find that there is no anomaly for τ with changing h. This suggests that the mechanism of the pattern forma-
tion is essentially independent of h.

Transition between 1D-LP and 2D-RDP. Next, we focus on the change in the pattern from 2D-RDP to 
1D-LP with decreasing Vxy when ≤ ≤h8 64. The dynamics of this regime was reported in ref.25; here, we briefly 
review the mechanism behind 1D-LP formation. When Vxy is small, the majority phase appears at the center of the 
quenched region on the bottom surface. Due to the difference in the temperature gradient in the z and xy direc-
tions, flux in the z direction becomes dominant during the phase separation. The majority phase then grows in the 
xy plane while the minority phase appears on the top surface of the bottom phase, eventually leading to a 1 
dimensional layer pattern. Here, we compute the growth velocity parallel to the xy plane Vl  with changing Vxy in 
the early stages of radial quenching. Figure 4 shows Vl  as a function of Vxy at h = 16; the dashed line corresponds 
to =V Vl xy. When Vxy is less than 0.2, it is found that ≈V Vl xy, while <V Vl xy for > .V 0 2xy . We also find that the 
point where Vl  deviates from =V Vl xy is consistent with the boundary between 1D-LP and 2D-RDP ( ∼ .V 0 2xy  i.e. 
the vertical dashed line in Fig. 4). Looking at the bottom region, the bottom phase grows with the expansion of 
the quenched region for smaller Vxy, while it cannot keep up with the quenched region when <V Vl xy; thus, there 
is space in the bulk between the edge of the quenched region and the edge of the bottom phase. This leads to ran-
dom droplets forming far from the center of the quenched region. Note that the relationship between Vl  and Vxy is 
independent of h for ≤ ≤h8 64; this is consistent with the fact that the boundary between 1D-LP and 2D-RDP 
is independent of h, as shown in Fig. 1(a).

Transition between 1D-LP and 2D-CC. Next, we investigate the boundary between 1D-LP and 2D-CC. 
We find that the pattern changes from 1D-LP to 2D-CC with decreasing simulation box height h for < .V 0 15xy . 
The patterns are topologically different, suggesting that the mechanism behind pattern formation is essentially 
different. Figure 5 shows early time evolution when = .V 0 1xy  for h = (a) 5, (b) 6, and (c) 8. When h = 5, the major-
ity phase at the center percolates in the z direction at the beginning; the minority phase subsequently emerges 
next to the percolated majority phase as shown in Fig. 5(a1–a3). Finally, the 2D-CC pattern is formed [also see 
Fig. 1(e)]. When h = 6, near the boundary between 1D-LP and 2D-CC, the formation process is dynamically 

Figure 3. Time τ when the random droplets percolate in the z direction for the first time, as a function of h. The 
solid line corresponds to τ = . h0 98 3.

Figure 4. Vxy dependence of the growth velocity Vl of the bottom layer in the xy plane when h = 16. The dashed 
line shows when =V Vl xy; the dotted red line represents the boundary between 2D-RDP for larger Vxy and 
1D-LP for smaller Vxy. When ∼V Vxy l , the layer grows with the spread of the quenching domain, forming a 1D-
LP. If Vl  is smaller than Vxy, droplets appear randomly.
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distinct from when h = 5, although we still see a 2D-CC pattern at a later stage. Firstly, just like when h = 5, the 
majority phase emerges at the center and percolates in z. After this, a 1D-LP like structure appears next to the 
majority phase as shown in Fig. 5(b1). It is important to note that the next body of minority phase does not per-
colate in the z direction. Since the time evolution strongly depends on local features of the pattern, the layer grows 
in the xy direction as shown in Fig. 5(b2). At the same time, the minority phase coarsens toward the bottom sur-
face parallel to the percolated majority phase at the core. Finally, when t = 450, the minority phase percolates in 
the z direction. Furthermore, the following volume of majority phase also coarsens toward the top surface around 
the percolated minority phase. This process repeats, and the initial 1D-LP like structure finally transforms into a 
2D-CC structure. When h = 8 (Fig. 5(c1)), phase separation occurs at the center in the z direction while the layers 
grow in the xy plane [Fig. 5(c2)], forming layers. The pattern is stable over time, [Fig. 5(c3)] and is notably differ-
ent from when h = 6.

We may also investigate the appearance of the majority phase at the beginning of the radial quench in more 
detail. Figure 6 shows the time evolution of φ as a function of z  at the center until t = 100 for (a) h = 6 and (b) 
h = 8. When h = 6, we find that φ increases for any z and the majority phase percolates at the center. On the other 
hand, when h = 8, φ increases at small z while decreasing for larger z. This decrease of φ when h = 8 triggers the 
phase separation in the z direction. Here we compute the flux →j  at the center on the top surface using 

φ φ φ
→

= ∇ + − ∇j [ ]3 2 . Figure 6(c,d) show the flux from the x direction jx (red dashed line), the flux from the 
z  direction jz (blue dashed line) and | |j j/z x  (green solid line) for h = 6 and h = 8, respectively. We find that jx is 

Figure 5. Time evolution at an early stage for fixed = .V 0 1xy  (a) at h = 5 and t = (a1) 200, (a2) 450, and (a3) 
1000. (b) h = 6 and t = (b1) 200, (b2) 450, and (b3) 1250. (c) h = 8 and t = (c1) 200, (c2) 500, and (c3) 1000. 
When h = 5, droplets are seen to appear in the xy plane at an early stage; on the other hand, when h = 8, a layer 
pattern is formed in the z direction in stead. This early pattern formation strongly affects the pattern at later 
stages. When h = 6, the majority phase percolates at the center followed by another adjacent layer in the z 
direction. Finally, this layer coarsens into the layer in the xy plane.

Figure 6. Time evolution of φ at the center (x, y) = (64, 64) as a function of z when Vxy = 0.1 and (a) h = 6, (b) 
h = 8. The solid line, dashed line and dot-dash line correspond to t = 50, 75, and 100, respectively. When h = 6, 
the minimum of the concentration increases; when h = 8, the minimum decreases. We also show the time 
evolutions of the flux in the xy plane jx (dashed red line), the flux in z direction jz at the center on the top surface 
(dashed blue line), and | |j j/z x  (solid green line) at (c) h = 6 and (d) h = 8. It is found that jz is dominant at h = 8, 
while jx is dominant for ≤h 6.
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dominant for <h 6 and then φ increases for any z . It suggests that jz is suppressed by the confinement before jz 
becomes dominant. Meanwhile, jz overcomes jx for >t 60 for >h 8, thus φ decreases for larger z. Thus, the direc-
tion of the flux changes due to spatial confinement and it induces a topological transition.

The coarsening at later stages of phase separation for both 2D-RDP and 1D-LP may be studied via the interfa-
cial energy ∫σ φ≡ |∇ | dV

V
2 . Figure 7(a) shows σ over time for 2D-RDP when h = 8 and Vxy = 1000 and 1D-LP 

when h = 8 and Vxy = 0.1. We find that the interfacial energy in 2D-RDP is much lower than that in 1D-LP at later 
stages. When h = 8, we also find that σ for 1D-LP remains constant at a high value for >t 1000 as shown in 
Fig. 7(a). This suggests that the 1D-LP is a stable structure over time, even though the pattern is energetically 
unfavorable. This is distinct from when h = 6, as shown in Fig. 7(b). At an early stage, σ increases over time due to 
the formation of a 1D-LP like structure. This is followed by σ drastically decreasing for >t 1000 as the 1D-LP 
structure transforms into 2D-CC pattern. This difference between h = 6 and h = 8 may be understood by consid-
ering the effect of curvature; a key point when considering the stability of a layer pattern is curvature, since coars-
ening is driven by the curvature of the interface27. When h = 6, the interface near the center is curved [see 
Fig. 5(b1)], leading to coarsening in the z direction. When h = 8, on the other hand, the interface is flat [see 
Fig. 5(c3)], making it difficult to overcome the energy barrier, consequently stabilizing the 1D-LP. This suggests 
that the percolation of the majority phase at an early stage is critical for allowing coarsening to transform a 1D-LP 
to a 2D-CC.

Transition between 2D-CC and 2D-DP. Next, we consider the transition between 2D-CC and 2D-DP. The 
boundary between 2D-CC and 2D-DP shifts toward smaller Vxy with increasing h. The transition between 2D-CC 
and 2D-DP is expected to be similar to the transition between a columnar and lamellar pattern during directional 
quenching13,18; just before the appearance of the first minority phase, a lower concentration region exists in the 
vicinity of the majority phase. This low concentration region aggregates in the z direction to lower the local free 
energy. When the aggregation velocity is faster than Vxy, the minority phase appears in the vicinity of the majority 
phase with a droplet shape, rather than a thin layer. Note that the aggregation velocity is related to φ φ φΔ = − m, 
where φm is the concentration minimum in the low concentration region. When Δφ is large, the aggregation 
velocity becomes large. Here, we compute φ r( ) at z = 0 when h = 3, 5, and 8 and Vxy = 0.1, t = 150 as shown in 
Fig. 8(a). Although the temperature field on the bottom is the same, we find that the φ r( ) profiles depend on h. 
Flux at an early stage increases with increasing h, and there is a flux in the z direction to compensate. Thus φm 
increases with increasing h and Δφ decreases as shown in Fig. 8(b). Considering the h dependence of Δφ as 

Figure 7. (a) Time evolution of interfacial energy σ when h = 8. The solid line corresponds to when Vxy = 1000; 
the dashed line corresponds to when Vxy = 0.1. The upper inset corresponds to the cross section at y = 64 when 
Vxy = 0.1 and t = 1000; the lower inset corresponds to the cross section at y = 64 when Vxy = 1000 and t = 1000. 
It is found that the interfacial energy in the 2 dimensional pattern is smaller than that in the 1 dimensional layer 
pattern. (b) σ when h = 6 and Vxy = 0.1. The insets are the cross sections at y = 64, t = 200 (lower), 450 (middle), 
and 1250 (upper). Firstly, σ is seen to increase significantly due to the formation of a layer pattern. Subsequently, 
σ decreases due to transformation of the layer to a 2 dimensional percolated pattern.
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shown in Fig. 8(b), the aggregation velocity decreases for larger h. Since the boundary between 2D-CC and 
2D-DP is determined by a balance between the aggregation velocity and Vxy, this results in a boundary shift 
toward smaller Vxy with increasing h.

Transition between 2D-RDP and 2D-CC. Finally, we focus on the transition between 2D-RDP and 
2D-CC. Previous work using a two dimensional numerical simulation (h = 1) showed that the boundary is 
located at Vxy ~ 0.518. Figure 1(a) shows that the boundary moves toward smaller Vxy with increasing h; this is 
similar in nature to the boundary between 2D-CC and 2D-DP. Firstly, the majority phase emerges at the center at 
an early stage in both systems. In the vicinity of the majority phase, the concentration is lower than that of the 
mean concentration27. This low concentration region is subject to the influence of the radial quenching. If thermal 
fluctuations are larger than the influence of the radial quenching at the edge of the quenched region, phase sepa-
ration may occur with the formation of random droplets. Note that the influence of radial quenching is larger for 
larger Δφ. Figure 8(b) suggests that this influence is smaller for larger h. Thus, a 2D-RDP pattern appears when 
Vxy = 0.5 and h = 4 because thermal fluctuations are dominant near the edge of the quenched region, while a 
2D-CC pattern is found when h = 3 for the same Vxy. This is supported by an additional simulation without ther-
mal noise; a 2D-RDP is not formed even at large Vxy, and only 2D-CC patterns are found.

Discussion
We consider the close analogy between the system simulated here and an experiment. In an actual experimental 
setup, the temperature is usually controlled by the action of a heating/cooling stage on a single side. Controlling 
the spatial temperature profile with high resolution using a heating/cooling stage is non-trivial. We thus consider 
how this might be realistically achieved in the laboratory. Take the use of illumination to control temperature. 
Firstly, we heat the sample by homogeneous illumination with light. We then locally shield the sample from the 
light with a barrier, the size and position of which may be regulated with a computer. The shielded region experi-
ences a local lack of heat; thus, we may freely control the extent and position of a quenched region with excellent 
temporal and spatial resolutions. Preliminary experimental work in our lab has confirmed that this may be used 
to achieve a temperature quench from the center of the system, and that we may expand this region over time, but 
this is beyond the scope of this work.

Summary
To summarize, we investigated the effect of confinement on radial quenching applied to the bottom surface of a 
three-dimensional box filled with a binary, phase separating system. We observed a range of patterns by changing 
h and Vxy, including a 1D layer pattern, 2D random droplet pattern, 2D concentric circles, and 2D dendritic pat-
tern. On top of factors known to influence homogeneous quenching e.g. the finite size effect and wetting, it was 

Figure 8. (a) Concentration profile in the radial direction φ r( ) as a function of distance from the center r at 
z = 0 and t = 150, when Vxy = 0.1. The solid line, dashed line and dot-dash line correspond to φ r( ) when h = 3, 5, 
and 8, respectively. (b) Minimum value φm of φ r( ) and Δφ (=φ φ− m) at t = 150 as a function of h. φm increases 
and Δφ decreases with increasing h. This suggests that coarsening in the azimuthal direction is slower for larger 
h. A 2D-DP is formed when ≤h 4, while a 2D-CC is formed when ≥h 5.
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shown that the dominant flux in the system is changed from z  direction to the xy direction by spatial confine-
ment. This change in the flux direction strongly affects the concentration profile; a wide variety of patterns may be 
observed by changing the confinement h in response. Anisotropic material flux can be ubiquitously observed in 
systems featuring temperature gradients, dissolution processes, evaporation etc. We hope that useful connections 
may be drawn from our interpretation of this system to explaining and control non-equilibrium phenomena for 
technological applications e.g. microfabrication in nanotechnology.

Methods
Time evolution of phase separation with homogeneous quenching is often studied using the Cahn-Hilliard-Cook 
equation27–29. For an inhomogeneous temperature field, a modified Cahn-Hilliard-Cook equation was proposed26.
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Θ → =
→

−
=

− Δ →

−
r T r b

c a T T
T T r

T
T b

c a T T
( ) ( )

[ ( )]
( )

[ ( )]
,

(7)c c
3/2

0
1/2

0

0

0
3/2

0
1/2

where ΔT is the quench depth from T0. Here, we note that J c/  is almost the same as ξ27; thus, ∇ ≈ ΔJ c T T/ . When 
we perform a shallow quench, ΔT T/  is quite small. For example, in a typical phase separation experiment, T  is 
~300 K and Δ ∼T 10 K. In such a case, the temperature gradient terms of Eq. (5) can be considered negligible. 
This is equivalent to saying that concentration transport due to the temperature gradient (Ludwig-Soret effect) is 
negligible30.

We noted above that the quenching was applied to the bottom surface, and that evolution of the temperature 
was governed by conduction.  in the internal regions of the box may thus be computed using the thermal diffu-
sion equation. Normalized equations are given below,

φ φ φ φ θ∂
∂

= ∇ + − ∇ +
t

[ ] (8)
2 3 2

∂
∂

= ∇
t

Le , (9)
2 

where θ = −∇ ⋅ →g . =Le K L( / ) is the Lewis number, where K  is a thermal diffusion constant. When  is positive, 
the mixed state is stable; when  is negative, phase separation occurs. We solved these partial differential equations 
using the Euler method. We set the mesh size to 1 and the time step to 0.01. The simulation box size was 
x : y : z = 128 : 128 : h; h is a positive integer and the key parameter here for investigating the effect of confinement. 
Note that we use a staggered grid for this simulation. The bottom and the top surfaces of the simulation box are 
located at z = −1/2 and −h 1/2, respectively. The temperature of the bottom surface z = −1/2 in the simulation 
is defined by

https://doi.org/10.1038/s41598-019-52037-4
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σ

σ
− =








|→ − →| >

− |→ − →| <
x y t

r r t

r r t
( , , 1/2, )

1 ( )

1 ( )
xy c

xy c

where →rxy and →rc  are position vectors corresponding to positions on the bottom surface and of the center of the 
radial quenching, respectively. σ t( ) is the distance from the center to the front of the quenching region at time t. 
Then, the temperature at each point is defined as   = + + −x y z x y z x y z( , , ) [ ( , , 1/2) ( , , 1/2)]/2. We also set 
a boundary condition for the top surface, given by

∂
∂

= .
= −z

0
z h 1/2

This denotes that the top surface is thermally insulated. A boundary condition is also defined for the concen-
tration as

φ∂
∂

= .
= −z

0
z h0, 1

This implies that the two surfaces are perfectly neutral i.e. no surface field acts on the mixture, unlike the 
problem of surface-directed spinodal decomposition8–11,31–33. We used periodic boundary conditions in the xy 
plane. For simplicity, K  and L were set as constant, and we set Le = 100. Le in realistic materials is much larger 
than 100; however Le = 100 is large enough since the temperature has quickly reached equilibrium before phase 
separation occurs. Then Θ →r( ) is set as constant since we neglect the term ΔT T/ 0. We set Θ → = .r( ) 0 001 at any →r , 
which corresponds to a noise amplitude at → =T r T( ) 0. The mean concentration is set to φ  = 0.1; note that this 
denotes an asymmetric composition. Having set up the simulation in this manner, we start radially quenching 
outwards from a point on the bottom surface with a constant velocity Vxy at =t 0 i.e. σ =t V t( ) xy .

Received: 3 May 2019; Accepted: 11 October 2019;
Published: xx xx xxxx

References
 1. Fisher, M. E. & Barber, M. N. Scaling theory for finite-size effects in the critical region. Phys. Rev. Lett. 28, 1516–1519 (1972).
 2. pin Chen, T. & Gasparini, F. M. Scaling of the specific heat of confined helium near tλ. Phys. Rev. Lett. 40, 331–334 (1978).
 3. Kurita, R. & Tanaka, H. Control of the liquid-liquid transition in a molecular liquid by spatial confinement. Phys. Rev. Lett. 98, 

235701 (2007).
 4. Alcoutlabi, M. & McKenna, G. B. Effects of confinement on material behaviour at the nanometre size scale. J. Phys.: Condens. Matter 

17, R461–R524 (2005).
 5. Alba-Simionesco, C. et al. Effects of confinement on freezing and melting. J. Phys.: Condens. Matter 18, R15–R68 (2006).
 6. Mikami, F., Matsuda, K., Kataura, H. & Maniwa, Y. Dielectric properties of water inside single-walled carbon nanotubes. ACS Nano 

3, 1279–1287 (2009).
 7. Morineau, D., Xia, Y. & Alba-Simionesco, C. Finite-size and surface effects on the glass transition of liquid toluene confined in 

cylindrical mesopores. J. Chem. Phys. 117, 8966–8973 (2002).
 8. Puri, S. & Binder, K. Surface-directed spinodal decomposition: phenomenology and numerical results. Phys. Rev. A 46, 

R4487–R4489 (1992).
 9. Puri, S. & Frisch, H. L. Surface-directed spinodal decomposition: modelling and numerical simulations. J. Phys.: Conden. Matter 9, 

2109 (1997).
 10. Kielhorn, L. & Muthukumar, M. Phase separation of polymer blend films near patterned surfaces. J. Chem. Phys. 111, 2259–2269 

(1999).
 11. Tanaka, H. & Araki, T. Surface effects on spinodal decomposition of incompressible binary fluid mixtures. Eur. Phys. Lett. 51, 154 

(2000).
 12. Kyakuno, H., Ogura, H., Matsuda, K. & Maniwa, Y. Ice nanoribbons confined in uniaxially distorted carbon nanotubes. J. Phys. 

Chem. C 122, 18493–18500 (2018).
 13. Furukawa, H. Phase separation by directional quenching and morphological transition. Physica A 180, 128–155 (1992).
 14. Furukawa, H. Concentric patterns in mesoscopic spinodal decomposition. J. Phys. Soc. Jpn. 63, 3744–3750 (1994).
 15. Liu, B., Zhang, H. & Yang, Y. Surface enrichment effect on the morphological transitions induced by directional quenching for 

binary mixtures. J. Chem. Phys. 113, 719–727 (2000).
 16. Krekhov, A. Formation of regular structures in the process of phase separation. Phys. Rev. E 79, 035302(R) (2009).
 17. Oikawa, N. & Kurita, R. A new mechanism for dendritic pattern formation in dense systems. Sci. Rep 6, 28960 (2016).
 18. Kurita, R. Control of pattern formation during phase separation initiated by a propagated trigger. Sci. Rep. 7, 6912 (2017).
 19. Kulkarni, A. A. et al. Template-directed solidification of eutectic optical materials. Adv. Opt. Mater. 6, 1800071 (2018).
 20. Morinaga, K., Oikawa, N. & Kurita, R. Emergence of different crystal morphologies using the coffee ring effect. Sci. Rep. 8, 12503 

(2018).
 21. Roy, S., Dietrich, S. & Maciolek, A. Solvent coarsening around colloids driven by temperature gradients. Phys. Rev. E 97, 042603 

(2018).
 22. Roy, S. & Maciolek, A. Phase separation around heated colloid in bulk and under confinement. Soft Matter 14, 9326–9335 (2018).
 23. Zhang, K. et al. Gain properties and distributed feedback laser performance of 7f6/poly(styrene) blend films: Potential core material 

for plastic optical fiber expanding the bandwidth to visible region. Macromol. Chem. Phys. 219, 1700527 (2018).
 24. Hohenberg, P. C. & Halperin, B. I. Theory of dynamic critical phenomena. Rev. Mod. Phys. 49, 435–479 (1977).
 25. Tsukada, T. & Kurita, R. Pattern formation during phase separation by radial quenching at the base of a three-dimensional box. J. 

Phys. Soc. Jpn. 88, 044603 (2019).
 26. Jaiswal, P. K., Puri, S. & Binder, K. Phase separation in thin films: Effect of temperature gradients. Europhys. Lett. 103, 66003 (2013).
 27. Onuki, A. Phase Transition Dynamics. (Cambridge University Press, Cambridge, UK, 2002).
 28. Cahn, J. W. & Hilliard, J. E. Free energy of a nonuniform system. i. interfacial free energy. J. Chem. Phys. 28, 258–267 (1958).
 29. Cook, H. E. Brownian motion in spinodal decomposition. Acta Metall. 18, 297–306 (1970).

https://doi.org/10.1038/s41598-019-52037-4


1 0Scientific RepoRtS |         (2019) 9:15764  | https://doi.org/10.1038/s41598-019-52037-4

www.nature.com/scientificreportswww.nature.com/scientificreports/

 30. Platten, J. K. The soret effect: A review of recent experimental results. J. Appl. Mech. 73, 5–15 (2005).
 31. Yan, L.-T., Li, J., Li, Y. & Xie, X.-M. Kinetic pathway of pattern-directed phase separation in binary polymer mixture filmes. 

Macromolecules 41, 3605–3612 (2008).
 32. Krekhov, A., Weith, V. & Zimmermann, W. Periodic structures in binary mixtures enforced by janus particles. Phys. Rev. E 88, 

040302(R) (2013).
 33. Iwashita, Y. & Kimura, Y. Stable cluster phase of janus particles in two dimensions. Soft Matter 9, 10694 (2013).

Acknowledgements
R.K. was supported by JSPS KAKENHI (17H02945).

Author contributions
R.K. designed the idea. T.T. performed the numerical simulations and analyzed the data. T.T. and R.K. wrote the 
manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to R.K.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2019

https://doi.org/10.1038/s41598-019-52037-4
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	A topological transition by confinement of a phase separating system with radial quenching
	Results
	Pattern diagram. 
	2D-RDP regime. 
	Transition between 1D-LP and 2D-RDP. 
	Transition between 1D-LP and 2D-CC. 
	Transition between 2D-CC and 2D-DP. 
	Transition between 2D-RDP and 2D-CC. 

	Discussion
	Summary
	Methods
	Acknowledgements
	Figure 1 (a) Different patterns as a function of and .
	Figure 2 Time evolution of concentration at y = 64 when Vxy = 1000 and h = 8.
	Figure 3 Time when the random droplets percolate in the direction for the first time, as a function of .
	Figure 4 Vxy dependence of the growth velocity Vl of the bottom layer in the xy plane when h = 16.
	Figure 5 Time evolution at an early stage for fixed (a) at h = 5 and t = (a1) 200, (a2) 450, and (a3) 1000.
	Figure 6 Time evolution of at the center (x, y) = (64, 64) as a function of when Vxy = 0.
	Figure 7 (a) Time evolution of interfacial energy when h = 8.
	Figure 8 (a) Concentration profile in the radial direction as a function of distance from the center r at z = 0 and t = 150, when Vxy = 0.




