Lemaire et al. Genome Biology (2019) 20:259
https://doi.org/10.1186/513059-019-1869-y

Characterizing the interplay between gene
nucleotide composition bias and splicing

Genome Biology

Check for
updates

Sébastien Lemaire'", Nicolas Fontrodona', Fabien Aubé'’, Jean-Baptiste Claude', Héléne Polveche?,
Laurent Modolo®, Cyril F. Bourgeois', Franck Mortreux' and Didier Auboeuf'”

Abstract

Background: Nucleotide composition bias plays an important role in the 1D and 3D organization of the human
genome. Here, we investigate the potential interplay between nucleotide composition bias and the regulation of

exon recognition during splicing.

Results: By analyzing dozens of RNA-seq datasets, we identify two groups of splicing factors that activate either
about 3200 GC-rich exons or about 4000 AT-rich exons. We show that splicing factor-dependent GC-rich exons
have predicted RNA secondary structures at 5’ ss and are dependent on U1 snRNP-associated proteins. In contrast,
splicing factor—dependent AT-rich exons have a large number of decoy branch points, SF1- or U2AF2-binding

sites and are dependent on U2 snRNP-associated proteins. Nucleotide composition bias also influences local
chromatin organization, with consequences for exon recognition during splicing. Interestingly, the GC content of
exons correlates with that of their hosting genes, isochores, and topologically associated domains.

Conclusions: We propose that regional nucleotide composition bias over several dozens of kilobase pairs leaves a local
footprint at the exon level and induces constraints during splicing that can be alleviated by local chromatin organization
at the DNA level and recruitment of specific splicing factors at the RNA level. Therefore, nucleotide composition bias
establishes a direct link between genome organization and local regulatory processes, like alternative splicing.
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Introduction

Most eukaryotic genes comprise both exons and introns.
Introns are defined at their 5'-end by the 5" splicing site
(ss), which interacts with the Ul snRNA, and at their 3'-
end, by the branch point (BP; recognized by SF1), the poly-
pyrimidine (Py) tract (recognized by U2AF2 or U2AF65),
and the 3" ss (recognized by U2AF1 or U2AF35) [1]. SF1
and U2AF2 allow the recruitment of the U2 snRNP, which
contains the U2 snRNA that interacts with the BP [1]. Re-
cent large-scale experiments have demonstrated that RNA
secondary structures frequently occur in the vicinity of
splicing sites and gene-by-gene analyses have demonstrated
that RNA structures play a direct role in splicing regulation
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[2]. For example, secondary structures at the 5° ss can hin-
der the interactions between the 5" ss and Ul snRNA and
this structure-dependent constraint can be relaxed by RNA
helicases, such as DDX5 and DDX17 [3-5]. Meanwhile,
secondary structures at the 3'-end of short introns can re-
place the need for U2AF2 [6]. Splicing signals are short
degenerate sequences, and exons are much smaller than
introns. How then are exons precisely defined? How are
bona fide splicing signals distinguished from pseudo-
signals or decoy signals? These questions have been inten-
sively researched but still remain open.

Many (if not all) exons require a variety of splicing fac-
tors to be defined. Splicing factors that belong to differ-
ent families of RNA binding proteins, such as the SR
and hnRNP families, bind to short degenerate motifs
either in exons or introns of pre-mRNAs [7]. Splicing
factor binding sites are low-complexity sequences com-
prising either the same nucleotide or dinucleotide [8—10].
Splicing factors modulate the recruitment of different
spliceosome-associated components [7, 11].
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Spliceosome assembly and the splicing process occur
mostly during transcription [11, 12]. In this setting, the
velocity of RNA polymerase II (RNAPII) influences exon
recognition in a complex manner, as speeding up tran-
scription elongation can either enhance or repress exon
inclusion [13]. RNAPII velocity is in turn influenced by
the local chromatin organization, such as the presence
of nucleosomes [11, 12]. Nucleosomes are preferentially
positioned on exons because exons have a higher GC
content than introns, which increases DNA bendability
[14-17]. In addition, Py tracts (mostly made of Ts) up-
stream of exons may form a nucleosome energetic bar-
rier [14—17]. Nucleosomes influence splicing by slowing
down RNAPII in the vicinity of exons and by modulating
the local recruitment of splicing regulators [11, 12]. In-
deed, depending on their specific chemical modifications
(e.g., methylation), histone tails can interact directly or
indirectly with splicing factors [18]. Therefore, exon
recognition during the splicing process depends on a
complex interplay between signals at the DNA level
(e.g., nucleosome positioning) and signals at the RNA
level (e.g., splicing factor binding sites).

Genes are not randomly organized across a genome,
and nucleotide composition bias over genomic regions
of varying lengths plays an important role in genome
organization at multiple genomic scales. For example,
isochores are large genomic regions (>30kbps) with a
uniform GC content that differs from adjacent regions
[19-21]. Isochores can be classified into five families,
ranging from less than 37% of GC content to more than
53% [19—21]. GC-rich isochores have a higher density of
genes than AT-rich isochores, and genes in GC-rich iso-
chores contain smaller introns than genes in AT-rich
isochores [22-24]. In addition, to be associated with
specific gene features (e.g., intron size), the density of
GC nucleotides in genes has consequences on splicing
site sequences and on the splicing process [25]. For ex-
ample, it has been proposed that splicing of short in-
trons in a GC-rich context may occur through the
intron definition model, while the splicing of large in-
trons in an AT-rich context may occur through the
exon definition model [11, 26]. Collectively, these
observations support a model in which the gene archi-
tecture and gene nucleotide composition bias (e.g., GC
or AT content) influence local processes at the exon
level, such as nucleosome positioning and intron re-
moval. As exon recognition also depends on the bind-
ing to the pre-mRNAs of splicing factors that interact
with compositionally biased sequences, one interesting
possibility is that the nature of these splicing factors
depends at least in part on the gene nucleotide com-
position bias. In this setting, we have recently reported
that exons regulated by different splicing factors have
different nucleotide composition bias [27].
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Here, we have investigated the relationship between
the splicing process, gene nucleotide composition bias,
and chromatin organization at both the local and global
levels. We initially identified sets of exons activated by
different splicing factors and then demonstrated that
analyzing the nucleotide composition bias provided a
better understanding of the interplay between chromatin
organization and splicing-related features, which collect-
ively affect exon recognition. We propose that nucleo-
tide composition bias not only contributes to the 1D and
3D genome organization, but has also local conse-
quences at the exon level during the splicing process.

Results

Splicing factor-dependent GC-rich and AT-rich exons
Publicly available RNA-seq datasets generated after
knocking down or overexpressing individual splicing fac-
tors across different cell lines were analyzed [28-43]
(Additional file 1: Table S1). Using our recently pub-
lished FARLINE pipeline, which allows the inclusion rate
of exons from RNA-seq datasets to be quantified [44],
we defined the sets of exons whose inclusion is acti-
vated by each of the 33 splicing factors that were
analyzed (Additional file 2: Table S2). We focused on
splicing factor—activated exons to uncover the splicing-
related features characterizing exons whose recognition
depends on at least one splicing factor. We identified 10,
707 exons that were activated by at least one splicing
factor from the 93,680 exons whose inclusion rate
was quantified by FARLINE across all datasets (see
the “Materials and methods” section).

As expected, splicing factor—activated exons had weaker
3’- and/or 5’-splicing site (ss) scores as compared to the
median score of human exons (Additional file 3: Figure S1).
We computed the nucleotide composition of each splicing
factor—activated exon (Additional file 3: Figure S2). Note
that we systematically refer to both thymine and uracil as
“T” to simplify our goal of analyzing sequence-dependent
features at both the DNA and RNA levels. In addition,
values obtained from splicing factor—activated exons were
normalized by the median values measured for human cod-
ing exons used as a set of control exons, in order to repre-
sent results in a consistent way. Sets of exons activated by
different splicing factors had a different proportion of GCs
as compared to the median values of control exons (Fig. 1a,
Additional file 3: Figure S3a). Interestingly, the GC content
of splicing factor—activated exons positively correlated with
the GC content of their flanking introns (Fig. 1b, upper
panel, P value <107'® and Additional file 3: Figure S3d).
Accordingly, splicing factor—activated GC- and AT-
rich exons were flanked by GC- and AT-rich
intronic sequences, respectively (Additional file 3:
Figure S3b, c). This result is in agreement with pre-
vious observations [45]. Of note, there was no
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Fig. 1 Splicing factor-dependent GC-rich and AT-rich exons. a Heatmaps representing the relative median frequency of GC and AT nucleotides in
sets of splicing factor-activated exons, as compared to the median values computed from control exons. “*" corresponds to Student’s test FDR <
0.05. b Correlation between the GC or GA content (upper or lower panel, respectively) of splicing factor-activated exons and the GC or GA
content, respectively, of their upstream intron; r = Pearson correlation coefficient. ¢ Correlation between the relative GC content of splicing
factor-activated exons and the size of their flanking introns (upper panel) or the exon size (lower panel); r = Pearson correlation coefficient. d The
x-axis represents the relative median size of the smallest intron flanking splicing factor-activated exons, as compared to the median size of
human introns. The y-axis represents the relative median GC content of splicing factor-activated exons, as compared to the median GC
frequency of control exons; r = Pearson correlation coefficient. e Violin plots representing the GC content (%) of GC exons and AT exons (left
panel), and the logarithmic nucleotide size of the smallest intron flanking GC exons and AT exons (right panel). The red lines indicate the median
values computed for control exons. "***" corresponds to Wilcoxon's test P < 10~ '® when comparing GC exons to AT exons




Lemaire et al. Genome Biology (2019) 20:259

correlation between the purine or pyrimidine content
of exons and that of their flanking introns (Fig. 1b,
lower panel and see the “Discussion” section).

Size analysis of introns flanking splicing factor—acti-
vated exons revealed that different sets of splicing fac-
tor—activated exons were flanked by introns that were
either smaller or larger than the median size of human
introns (Additional file 3: Figure S4a, b). Interestingly,
there was a negative correlation between the GC content
of exons and the size of their flanking introns (Fig. 1c,
upper panel, P value <107'°), as previously reported
[24], but not between exon GC content and exon size
(Fig. 1c, lower panel). Based on these observations, we
defined two groups of exons. The GC-exon group de-
pends on splicing factors activating GC-rich exons that
are flanked by small introns (Fig. 1d, in blue), while the
AT-exon group depends on splicing factors activating
AT-rich exons that are flanked by large introns (Fig. 1d,
in green). We excluded for further analyses exons regu-
lated by SRSF2, SRSF3, or hnRNPC, as these splicing
factors regulate GC-rich exons flanked by relatively large
introns, as well as exons belonging to both groups (see
the “Materials and methods” and “Discussion” sections).
We next analyzed different splicing-related features by
comparing 3182 GC exons to 4045 AT exons, represent-
ing two populations of exons that (i) differ in terms of
both GC content and flanking intron size and (ii) are
activated by distinct splicing factors (Fig. 1d, e and
Additional file 2: Table S2).

Nucleotide composition bias and splicing-related features
We found that exons and their flanking intronic se-
quences had similar nucleotide composition biases when
considering both whole intronic sequences (Fig. 1b,
upper panel, and Additional file 3: Figure S3d) or in-
tronic sequences located just upstream or downstream
exons (Fig. 2a—c). For example, 25 or 100 nucleotide-
long intronic sequences that flank GC exons had a
higher frequency of G and/or C nucleotides as compared
to intronic sequences flanking AT exons (Fig. 2a—c). A
higher GC content was associated with a lower minimum
free energy measured by using the Vienna RNA package
[46] in a 50 nucleotide-long window centered at the 5" ss,
when comparing GC exons to both control exons and AT
exons (Fig. 2d, left panel). This suggests a higher stability
of base pairing between complementary sequences and
that the 5 ss of GC exons are more likely to be embedded
in stable secondary structures than AT exons. A similar
feature was observed at the 3 ss of GC exons when com-
pared to AT exons (Fig. 2d, right panel).

GC exons were impoverished in Ts but enriched in Cs
just upstream of their 3’ ss as compared to control
exons (Fig. 2a, c). Therefore, the pattern of pyrimidines
upstream of GC exons was similar to that of control
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exons (Fig. 2a), although the high density of Cs upstream
of GC exons may have consequences on Py-tract recog-
nition by U2AF2 (see below). Meanwhile, AT exons had
a higher frequency of As upstream of their 3" ss as com-
pared to GC exons or control exons (Fig. 2a, c). We
tested whether this was associated with a larger number
of potential BP sites, which often contain As by using
the pipeline developed by Corvelo et al. [47-49]. Indeed,
a higher proportion of AT exons had more than two
predicted BPs in their upstream intronic sequence, as
compared to GC exons or control exons (Fig. 2e, left
panel). Further, predicted BPs upstream of GC exons
were embedded in sequences that contained a slightly
higher proportion of Cs as compared to AT exons
(Fig. 2f). The interaction between the BP and U2 snRNA
was reported to be more stable when the BP is embed-
ded in GC-rich sequences [47-49]. Accordingly, the
number of hydrogen bonds between BP sites and U2
snRNA was higher for GC exons than for AT exons
(Fig. 2e, right panel).

As there was a higher frequency of As and Ts up-
stream of AT exons as compared to control exons
(Fig. 2a, c), we investigated whether this may interfere
with the number of potential binding motifs for SF1
(which binds to UNA motifs) and U2AF2 (which binds
to U-rich motifs) [1]. As shown in Fig. 2g (left panel),
AT exons contained a larger number of TNA motifs up-
stream of their 3" ss as compared to GC exons. In
addition, AT exons contained a larger number of low-
complexity sequences made of three Ts within a four-
nucleotide window upstream of the Py-tract as com-
pared to GC exons (Fig. 2g, right panel). Supporting the
biological relevance of this observation, the analysis of
U2AF2 CLIP-seq datasets revealed a higher U2AF2-
related signal upstream of AT exons, as compared to
GC exons (Fig. 2h), which extended upstream of the Py
tract of AT exons (green arrows). This is consistent with
the differential pattern of T and C frequency between
the two sets of exons (Fig. 2a) and with the fact that Us
provide higher binding affinity to U2AF2 than Cs [50].

Nucleotide composition bias and dependency for specific
splicecosome components

To investigate the interplay between nucleotide com-
position bias and the dependency of exons on spe-
cific spliceosome-associated factors, we analyzed publicly
available RNA-seq datasets generated after knocking down
a variety of spliceosome-associated factors [28, 51-54]
(Additional file 1: Table S1 and Additional file 2: Table
S2). Exons that were skipped after depletion of SNRPC or
SNRNP70 (two components of the Ul snRNP) were in a
more GC-rich environment as compared to control exons
(Fig. 3a). Likewise, exons that were skipped upon the de-
pletion of the DDX5 and DDX17 RNA helicases (DDX5/
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Fig. 2 (See legend on next page.)
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Fig. 2 Nucleotide composition bias and splicing-related features. a Nucleotide frequency (%) maps in different sets of exons and their flanking intronic
sequences. b Heatmap representing the average frequency (%, as compared to control exons) of A, T, G, or C nucleotides in a window of 25
nucleotides downstream of GC exons (left panel) or AT exons (right panel). “*” corresponds to Wald's test FDR < 0.05. ¢ Heatmap representing the
average frequency (%, as compared to control exons) of A, T, G, or C nucleotides in a window of 25 nucleotides upstream of GC exons (left panel) or
AT exons (right panel). “*" corresponds to Wald's test FDR < 0.05. d Minimum free energy (MFE) at the 5’ ss (left panel) and the 3 ss (right panel) of GC
exons or AT exons. MFE was computed using 25 nucleotides within exons and 25 nucleotides within introns. The red lines indicate the median values
calculated for control exons. “*" and “*” correspond to Tukey's test FDR < 10~ '® when comparing GC exons to AT exons or when comparing GC exons
or AT exons to control exons, respectively. @ Proportion (%) of GC exons or AT exons with at least two or more predicted BPs in a window of 100
nucleotides in their upstream intron (left panel). Number of hydrogen bonds measured between the U2 snRNA and the BP sequence found in the 25
nucleotides upstream of GC exons and AT exons (right panel). The red lines indicate the median values calculated for control exons. “**” and oo
correspond to x* test P < 107'% when comparing GC exons to AT exons or when comparing GC exons or AT exons to control exons, respectively. o
and “*" correspond to Tukey's test P < 0.02 when comparing GC exons to AT exons and when comparing GC exons to control exons, respectively. f
Weblogos generated using sequences flanking the BPs with the best score in a 25 nucleotide-long window upstream of GC exons or AT exons and
the boxplot resuming their GC content. “*” corresponds to Tukey's test FDR < 107'°. g Boxplot representing the number of TNA sequences within the

upstream of the Py tract

last 50 nucleotides of the upstream introns of GC exons and AT exons (left panel). Boxplot representing the number of T-rich low-complexity
sequences in a window between positions — 35 and — 75 upstream the 3" ss of GC exons and AT exons (right panel). The red lines indicate the
median values calculated for control exons. “**" and “**" correspond to Tukey's FDR < 107'® when comparing GC exons to AT exons and when
comparing GC exons or AT exons to control exons, respectively. h Density of peaks obtained from publicly available U2AF2-CLIP datasets generated
from HEK293T (left panel) or Hela (right panel) cells and mapped upstream of GC exons and AT exons. The green arrows indicate peaks that mapped

17), which enhance exon inclusion by favoring Ul snRNP
binding to highly structured 5" ss [4, 5, 55], were in a GC-
rich environment (Fig. 3a). In addition, the 5" ss of exons
dependent on SNRPC, SNRNP70, or DDX5/17 were pre-
dicted to be embedded in stable secondary structures as
compared to control exons (Fig. 3b).

Exons skipped after depletion of SF1, U2AF2, SF3A3,
or SF3B4 (but not U2AF1) that recognize splicing signals
at 3'-ends of introns were in an AT-rich environment as
compared to control exons (Fig. 3a). In addition, a larger
proportion of U2-exons—that is, those activated by the
U2 snRNP-associated factors including SF1, U2AF2,
SF3A3 or SF3B4—contained more than two predicted
BPs in their upstream intron as compared to Ul exons
(e.g., those activated by SNRPC, SNRNP70, and/or
DDX5/17) (Fig. 3¢). In addition, U2 exons contained a
larger number of SF1- and U2AF2-binding sites in their
upstream intron as compared to Ul exons (Fig. 3d, e).
In agreement with the T-frequency pattern (Fig. 3a), a
broader U2AF2-derived signal was observed when com-
paring U2 exons to Ul exons (Fig. 3f).

To summarize, GC exons were predicted to have
stable secondary structures at their 5" ss (Fig. 2a, d), and
the nucleotide composition bias and splicing-related fea-
tures of Ul exons were similar to those of GC exons
(Fig. 3a, b). Additionally, the increased frequency of As
and Ts upstream of AT exons (Fig. 2a) was associated
with increased numbers of potential decoy signals, and
the nucleotide composition bias and splicing-related fea-
tures of U2 exons were similar to those of AT exons
(Fig. 3a, c—f). We therefore hypothesized that GC exons
were more sensitive to Ul snRNP- than to U2 snRNP-
associated factors, in contrast to AT exons. Accordingly,
28% of GC exons and 14% of AT exons were regulated

by Ul-related factors, while 27% of AT exons and 17%
of GC exons were regulated by U2-related factors. In
addition, GC exons were more likely to be affected by
SNRPC, SNRNP70, or DDX5/17 depletion than AT
exons, which were more likely to be affected by SFI,
U2AF2, SF3A3, or SF3B4 depletion (Fig. 3g).

Several publications have already shown that the nega-
tive effect of GC-rich structures on 5 splice site recogni-
tion can be reversed by the helicase activity of DDX5 and
DDX17 [3-5, 55]. To challenge our prediction about the
regulation of AT exons, we selected from the analyzed
RNA-seq datasets three exons that were activated by SF1
and U2AF2, and we tested the effect of several AT-exon
regulating factors such as PTBP1, MBNL1, hnRNPK, and
TRA2 (Fig. 1d). As shown in Fig. 4a, the selected exons
were more excluded in the absence of both SF1 and
U2AF2 (siU2, Fig. 4a) and the depletion of PTBPI,
MBNL1, hnRNPK, or TRA2 had a selective effect on the
different exons (Fig. 4a and b—d). Interestingly, the co-
transfection of 2'-O-methylated antisense RNA oligonu-
cleotides (AONs) targeting potential decoy BPs restored
exon inclusion (Fig. 4b—d). For example, the depletion of
PTBP1 or hnRNPK induced the exclusion of TD52L2
exon 4, which was reversed by the AON_TDP52L2
(Fig. 4b). These results showed that AONs can compen-
sate the absence of AT-exon regulating splicing factors
and are in agreement with a role of splicing factors in
“filling up” or compensate a “surplus” of splicing signals
[48, 53, 56—60] (see the “Discussion” section).

Nucleotide composition bias, gene features, and
chromatin organization

As exons and their flanking intronic sequences have
similar nucleotide composition biases (see Fig. 1b,
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Fig. 3 Nucleotide composition bias and dependency for specific spliccosome components. a Nucleotide frequency (%) maps in different sets of
exons and their flanking intronic sequences. b Minimum free energy (MFE) at the 5’ ss of sets of exons activated by different spliceosome-
associated factors. MFEs were computed using 25 nucleotides within the exons and 25 nucleotides within the intron. The red line indicates the
median values calculated for control exons. “*" corresponds to Student's test FDR < 0.02 when comparing a set of exons activated by a
spliceosome-associated factor to control (CTRL) exons. ¢ Proportion (%) of exons activated by U1 snRNP-associated factors (U1 exons) or by U2
snRNP-associated factors (U2 exons) with two or more predicted BPs in a window corresponding to the last 100 nucleotides in their upstream
corresponds to x* test P < 107" when comparing U1 exons to U2 exons. d Boxplot of the number of TNA sequences in the last 50

" corresponds to Wald's test P value < 107'® when comparing U1 exons to U2 exons. e
Boxplot of the number of T-rich low-complexity sequences in a window between positions — 35 and — 75 upstream the 3’ ss of U1 exons and U2
corresponds to Wald's test P value < 107'® when comparing U1 exons to U2 exons. f Density of peaks obtained from publicly available
U2AF2-CLIP datasets generated from HEK293T (left panel) or Hela (right panel) cells and mapped upstream of U1 exons or U2 exons. The green
arrows indicate peaks mapping upstream of the Py tract. g The V value is a representation of a P value calculated by comparing the proportion
of GC exons and AT exons activated by individual spliceosome-associated factors (see the “Materials and methods” section). A V value above the

intron. “*%"

nucleotides upstream introns of U1 exons and U2 exons. "

exXONs. uSn

dotted line that corresponds to log10 (0.05) is statically significant

Fig. 2a—c), we investigated whether the observed local
nucleotide composition bias could be extended to the
gene level. Indeed, there was a positive correlation be-
tween the GC content of exons and the GC content of
their hosting gene (Fig. 5a), and GC exons and AT exons
belong to GC- and AT-rich genes, respectively, as com-
pared to all human genes (Fig. 5b, left panel). In
addition, a negative correlation between the GC content
of genes and the size of their introns was observed (Add-
itional file 3: Figure S4c), as previously reported [24].
Accordingly, GC exons that are flanked by small introns
(Fig. 1) belong to genes containing small introns (Fig. 5b,
middle panel). Meanwhile, AT exons that are flanked by
large introns (Fig. 1) belong to large genes containing
large introns, as compared to all human genes (Fig. 5b,
middle and right panels).

It has been reported that GC-rich genes are more
expressed as compared to AT-rich genes [24, 61-63].
Remarkably, for genes comprising either AT exons or
GC exons, the RNAPII density was similar at promoters
and the first exon but was higher at exons and introns
of genes hosting GC exons than genes hosting AT exons
(Fig. 5¢, d, Additional file 3: Figure S5a). A similar result
was observed for the pattern of RNAPII phosphorylated
at Ser2 (Fig. 5e, f), suggesting that the RNAPII content
on genes hosting GC exons was likely to be productive.

In addition, to be associated with gene expression
level, the GC content is associated with nucleosome po-
sitioning (see the “Introduction” section). The analysis of
MNase-seq and ChIP-Seq against H3 datasets across dif-
ferent cell lines revealed a higher nucleosome-density
signal on GC exons than AT exons (Fig. 6a, Add-
itional file 3: Figure S5b), in agreement with a previous
report showing that exons embedded in a GC-rich envir-
onment have a higher nucleosome density [11, 26].
While similar nucleosome-density signals were observed
on the first exon of genes hosting either GC exons or
AT exons, higher signals were observed across all in-
ternal exons of genes hosting GC exons when compared

to genes hosting AT exons (Fig. 6b, ¢, Additional file 3:
Figure S5c¢). In addition, a stronger signal was observed
across introns of genes hosting GC exons compared to
genes hosting AT exons (Fig. 6b, c), in particular across
introns flanking splicing factor—activated GC exons
(Fig. 6a). This could be due to the higher frequency of
GCs in these introns and the lower frequency of Ts at
their 3'-ends when compared to introns flanking AT
exons (Fig. 2). In this setting, there was a marked
nucleosome-free region both upstream and down-
stream of AT exons when compared to GC exons
(Fig. 6a, green arrows).

The pattern of nucleosomes on GC exons and AT
exons prompted us to analyze histone tail modifications
that play a role in splicing regulation (see the “Introduc-
tion” section). We analyzed publicly available ChIP-seq
datasets generated across different cell lines (Add-
itional file 1: Table S1). As shown in Fig. 6d, a higher
density signal corresponding to H3K4mel, H3K4me2,
H3K4me3, H3K%ac, and H3K27ac was detected on GC
exons when compared to AT exons. No significant dif-
ferences were observed for H3K9me3, H3K27me3,
H3K36me3, H3K79me3, and H4K20mel (Fig. 6d). The
pattern of histone modifications did not seem to be spe-
cific to splicing factor—regulated exons. While there was
a similar signal density of histone marks on the pro-
moter and first exon of genes hosting either AT exons
or GC exons, the H3K4me3 and H3K%ac density signals
were higher across all the exons of the GC exons hosting
genes (Fig. 6e, f, Additional file 3: Figure S5d).

To summarize, GC and AT exons were hosted by GC-
and AT-rich genes (Fig. 5a, b), respectively, that were as-
sociated with different levels of RNAPII (Fig. 5c—f) and
that were differentially organized at the chromatin level
(Fig. 6). Owing to the relationship between nucleotide
composition bias, gene expression level, chromatin
organization, and the 1D and 3D genome organization,
we investigated the interplay between splicing regulation
and isochores or topologically associated domains
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Fig. 4 Splicing regulation by splicing factor-mimicking
oligonucleotides. a MCF-7 and Hela cell lines were transfected with
SiRNAs (as indicated), and the splicing pattern of the indicated exons
was analyzed by RT-PCR. siU2 corresponded to a mix of siSF1 and
siU2AF2. Each siRNA had a specific effect on the selected exons. b
MCF-7 and Hela cell lines were transfected with a control siRNA,
siPTBP1 (upper panel), or sihnRNPK (lower panel) and a control AON
(—) or AON_TDP52L2 (+) targeting supernumerary predicted BPs
upstream of TPD52L2 exon 4. Relative PSI as measured by gPCR
represents the inclusion/exclusion ratio normalized by the inclusion/
exclusion ratio obtained in control cells (i.e., cells transfected with
siCTRL and a control AON). Box plots represent the mean value (+
S.EM.) of three independent experiments. “*" corresponds to P
value< 0.05 and “**"corresponds to P value< 0.005 (Student’s t test). ¢
As in b using sihnRNPK and AON_SPG11 targeting intronic
sequences upstream SPG11 exon 28. *P value < 0.05 and **P value
<0.005 (Student's t test). d As in b using siTRA2 and AON_STAU2

targeting intronic sequences upstream STAU2 exon 3

(TADs) that define the 1D or 3D human genome
organization, respectively.

GC and AT exons are hosted by genes belonging to
different isochores and chromatin domains

Since GC exons and AT exons are hosted by GC- and
AT-rich genes, respectively (Fig. 5a, b), and since genes
belong to genomic regions (or isochores) having
homogenous GC content (see the “Introduction” sec-
tion), we investigated whether there was a correlation
between the GC content of exons and the GC content of
the isochore they belong to. As shown in Fig. 7a, there
was a positive correlation between the GC content of
exons and the GC content of their hosting isochores.
Accordingly, a larger proportion of GC exons (>60%)
than AT exons (< 25%) belongs to GC-rich isochores (>
46% of GC; Fig. 7b). Furthermore, GC exons and AT
exons cluster in different isochores. Indeed, some iso-
chores contain a larger number of GC exons than AT
exons, while other isochores contain a larger number of
AT exons (Fig. 7c). This result was confirmed using dif-
ferent annotations of isochores computed with different
programs (Additional file 3: Figure S6a, b).

Some genomic domains, named lamina-associated do-
mains (LADs), are in close proximity to the nuclear en-
velop [64], and some DNA domains separated by several
dozens of Kbps, named topologically associated domains
(TADs), are in close proximity in the nuclear space [65].
LADs and TADs have been annotated across different
cell lines [64, 65]. We observed that LADs contain more
frequently AT exons (~70%, Fig. 7d), while TADs con-
tain a similar proportion of GC exons and AT exons (~
55%). This is in agreement with the fact that LADs cor-
respond to AT-rich regions [64]. Interestingly, we ob-
served a positive correlation between the GC content of
exons and the GC content of the TAD they belong to
(Fig. 7e). Furthermore, GC exons and AT exons cluster
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or AT exons. “***" corresponds to Wilcoxon'’s test P < 107°

Fig. 6 Nucleotide composition bias and chromatin organization. a Density of reads obtained after DNA treatment with MNase (left panels), or
after immunoprecipitation of the H3 histone (right panels), in K562 and HEK293 cell lines and then mapped to GC exons or AT exons and their
flanking introns. b Density of reads obtained after DNA treatment with MNase, or after immunoprecipitation of the histone H3, in K562 and
HEK293 cell lines and then mapped to different parts of genes with GC exons or AT exons. ¢ Box plots of the mean coverage of reads obtained
after immunoprecipitation of the histone H3 from K562 or HEK293 cell lines and then mapped to exons and introns of genes hosting GC exons
or AT exons. “*" corresponds to Wilcoxon's test P < 0.05. “**" corresponds to Wilcoxon's test P < 0.001. d Box plots representing the relative
difference of density reads obtained after DNA immunoprecipitation using antibodies against different histone modifications (as indicated) and
then mapped to GC exons or AT exons. Each box plot represents the values obtained from several publicly available datasets. **" corresponds to
Wilcoxon's test P < 0.005; “**" corresponds to Wilcoxon's test P < 0.001; “***" corresponds to Wilcoxon’s test P < 0.0001. e Density of reads
obtained from the K562 cell line after immunoprecipitation of DNA using antibodies against different histone modifications (as indicated) and
then mapped to different parts of genes with GC exons or AT exons. f Box plots of the mean coverage of reads obtained after DNA
immunoprecipitation using antibodies against H3K4me3, H3K9ac, H3K36me3, or H3K9me3, and then mapped to exons of genes with GC exons

in different TADs. Indeed, some TADs contain a larger
number of GC than AT exons, while other TADs con-
tain a larger number of AT exons (Fig. 7f). This result
was confirmed using different annotations of TADs across
different cell lines (Additional file 3: Figure Séc, d).

As already mentioned, the GC content of exons corre-
lated with the GC content of their hosted TADs. Fur-
thermore, the GC content of each exon correlated with
the average GC content of the exons in the same TAD
(Additional file 3: Figure S7a). This suggested that
splicing-related features, such as the MFE at the 5° ss,
the number of splicing-related decoys, or the number of
exons regulated by Ul or U2 were associated with the
hosting TAD. Indeed, the values of splicing-related fea-
tures were not equitably distributed among TADs and
exons regulated by Ul (or U2) were more concentrated
in some TADs than in others (LRT test P value< 107,
Additional file 3: Figure S7b).

Collectively, these observations support a model where
nucleotide composition bias establishes a link between
genomic organization (e.g., isochores or TADs) and the
splicing process.

Discussion

The rules that govern exon recognition during splicing
and that explain the dependency of some exons on dif-
ferent classes of splicing factors remain to be clarified.
We propose that nucleotide composition bias (e.g., GC
content) over large genomic regions, which plays an im-
portant role in genome organization, leaves a footprint
locally at the exon level and induces constraints during
the exon recognition process that can be alleviated by
local chromatin organization and different classes of
RNA binding proteins.

The human genome is divided in isochores corre-
sponding to regions of varying lengths (up to several
dozens of kbps) having a uniform GC content that dif-
fers from adjacent regions [19-21]. GC-rich isochores
have a higher density of genes than AT-rich isochores,
and GC- and gene-rich genomic regions are highly

expressed [19-21, 23, 24, 61-63] (Fig. 7g). Increasing
evidence indicates that the one-dimensional genome
organization, defined by regional nucleotide composition
bias, is related to the three-dimensional genome archi-
tecture. For example, an overlap between isochores and
TADs has been reported [19, 66]. Both the relationship
between the 1D and 3D genome organization and the
higher density of actively transcribed genes in GC-rich
regions could be explained by the physicochemical prop-
erties of GC and AT nucleotides. For example, the na-
ture of the base stacking interactions between GC
nucleotides increases DNA structural polymorphism that
in turn increases DNA bendability and flexibility with
consequences on DNA folding [14-16, 67-70]. Further-
more, the higher stability of G:C base pairing and fre-
quency of GC-associated polymorphic structures have
been proposed to increase the resistance of the DNA
polymer to transcription-associated physical constraints.
For example, the GC content is associated with the transi-
tion from the B- to Z-DNA form, the former “absorbing”
the topological and torsional stresses that are generated
during transcription [67-71]. In this setting, we observed
that GC exons and their hosting GC-rich genes have a
higher RNAPII density than AT exons and their hosting
AT-rich genes (Fig. 5). Based on these observations, tran-
scription and the three-dimensional genome organization
may constrain the nucleotide composition of genomic re-
gions, which in turn has “local” consequences on exon
recognition during co-transcriptional splicing.

Supporting this possibility, first we observed a positive
correlation between the GC content of exons, their
flanking introns, and their hosting genes, isochores, and
TADs (Figs. 1b, 5a, and 7a, e), in agreement with the no-
tion that the GC content is uniform and homogenous
regardless of the genomic scale [19-21]. Second, differ-
ential GC content is associated with specific constraints
on the exon recognition process. For example, our ana-
lyses and reports from the literature support a model
where a high local GC content favors the formation of
RNA secondary structures that can hinder the
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Fig. 7 Nucleotide composition bias and genome organization. a Correlation between the GC content of GC exons and AT exons, and the GC
content of their hosting isochores defined by ISOFINDER. b Proportion of AT exons, GC exons, and control exons distributed across different
isochore families. ¢ Number of AT exons and GC exons present in individual isochores. Only isochores containing at least five GC exons or five AT
exons are represented. The left and right panels represent isochores containing preferentially GC exons or AT exons, respectively. d Proportion of
AT exons and GC exons in LADs annotated from three different datasets (1, fibroblasts; 2, resting Jurkat cells; 3, activated Jurkat cells) and in TADs
annotated from three different cell lines (4, K562; 5, IMR9O0; 6, MCF7). e Correlation between the GC content of GC exons and AT exons, and the
GC content of their hosting TADs, defined in the K562 cell line. f Number of AT exons and GC exons present in individual TADs annotated from
the K562 cell line. Only TADs containing at least five GC exons or five AT exons are represented. The left and right panels represent TADs
containing preferentially GC exons or AT exons, respectively. g GC-rich isochores and TADs contain a large number of genes (“gene core”) that
are GC-rich and contain small introns. In contrast, AT-rich isochores, TADs, and LADs contain a small number of genes (“gene desert”) that are AT-
rich and contain large introns. The regional nucleotide composition bias (over dozens of kbps) increases the probability of local nucleotide
composition bias (e.g. at the gene and exon levels). Local nucleotide composition bias influences local chromatin organization at the DNA level
(e.g., nucleosome density and positioning) as well as the splicing process at the RNA level. The high density of nucleosomes and GC nucleotides
(upper panel) could generate a “smooth” transcription across small genes, favoring synchronization between transcription and splicing. The high

density of GC nucleotides increases the probability of secondary structures at the 5’ ss, with consequences on splicing recognition during the
splicing process. This constraint could be alleviated by splicing factor (SF; in blue) binding to GC-rich sequences, which enhances U1 snRNP
recruitment. The high density of AT nucleotide (lower panel) could favor a sharp difference between exon and intron in terms of nucleotide
composition bias, which would favor nucleosome positioning on exons. A- or T-rich sequences located upstream of AT exons, as well as the
presence of exonic nucleosomes, could locally (at the exon level) slow down RNAPI|, favoring synchronization between transcription and splicing.
The high density of AT nucleotides increases the probability of generating decoy signals, such as pseudo BPs or SF1- or U2AF2-binding sites. This
constraint could be alleviated by the binding of splicing factors (SF, in green) to these decoy signals, thereby enhancing U2 snRNP recruitment

recognition of the 5" ss by occluding them, therefore
limiting the access of Ul snRNA to the 5" ss [3-5]. Ac-
cordingly, exons sensitive to the depletion of SNRPC
and SNRNP70, two components of the Ul snRNP, as
well as exons sensitive to the DDX5 and DDX17 heli-
cases that enhance the recognition of structured 5" ss
owing to their RNA helicase activity [3-5, 55], are em-
bedded in a GC-rich environment (Fig. 3a, b). In this
setting, splicing factors that activate GC exons (for in-
stance, hnRNPF, hnRNPH, PCBP1, RBFOX2, RBM22,
RBM25, RBMX, SRSF1, SRSF5, SRSF6, and SRSF9) bind
to G-, C-, or GC-rich motifs [8—-10] (Additional file 3:
Figure S8). Furthermore, hnRNPF, hnRNPH, RBFOX2,
RBM22, RBM25, and several SRSF splicing factors are
known to enhance Ul snRNP recruitment [72-76].
Therefore, a high GC content could increase the prob-
ability of generating secondary structure at the 5’ ss,
which decreases exon recognition. Simultaneously, high
GC content could increase the recruitment of splicing
factor binding to GC-rich motifs, thereby enhancing Ul
snRNP recruitment (Fig. 7g). While RNA secondary
structures at the 5 ss negatively impact exon recogni-
tion, structures at the 3" ss favor exon recognition and
replace the requirement for U2AF2 in splicing [6]. In
addition, a high GC content, as well as G- and C-rich
motifs upstream of the BP, enhances U2 snRNA binding
and BP recognition [47, 48, 77]. Accordingly, exons em-
bedded in a GC-rich environment are more sensitive to
factors associated with Ul snRNP than those with U2
snRNP (Fig. 3g).

Our results also support a model in which a high con-
tent of AT nucleotides in large introns can negatively in-
fluence exon recognition. Indeed, high AT content
upstream of exons associated with a larger number of

potential BPs (Fig. 2e), in agreement with a previous re-
port [49]. A high AT content upstream of exons also asso-
ciated with a larger number of SF1- and U2AF2-binding
sites (Fig. 2g, h). In this setting, increasing evidence indi-
cates that binding of spliceosome-associated factors (e.g.,
SF1 or U2AF2) to pseudo-signals or decoy signals can in-
hibit splicing by decreasing the efficiency of spliceosome
assembly [48, 53, 56—60]. These observations suggest that
splicing factors that activate AT exons enhance exon
recognition either by enhancing U2 snRNP recruitment or
by binding to decoy splicing signals. Accordingly, splicing
factors activating AT exons, including hnRNPAI,
hnRNPM, RBM15, RBM39, SFPQ, and TRA2, interact
with and enhance the recruitment of SF1, U2AF2, U2AF],
and/or U2 snRNP [78-83]. In addition, some of these spli-
cing factors can compete with U2AF2 or SF1 for binding
to intronic 3'-end splicing signals, and binding of splicing
factors such as hnRNPA1 and PTBP1 to decoy splicing
signals has been proposed to “fill up” a surplus of splicing
signals and consequently enhancing the recognition of
bona fide splicing sites [48, 53, 56—60]. Therefore, a high
AT content could increase the probability of generating
decoy splicing signals at intronic 3’-ends, which would de-
crease exon recognition. However, a high AT content
could simultaneously increase the probability of recruiting
splicing factors at decoy signals, thereby strengthening the
recruitment of spliceosome-related components (e.g., SF1
and U2AF2) to bona fide splicing signals and ultimately
enhancing exon recognition (Fig. 7g).

While this work focused on exons that are activated
by one of the 33 analyzed splicing factors, the Ul and
U2 dependency relying on exon GC content is likely a
general feature. Indeed, exons (labeled oGC or oAT
exons) that shared the same GC composition and
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flanking intron size with GC or AT exons (but that were
not activated by one of the analyzed auxiliary splicing
factors) had the same splicing-related features than GC
or AT exons, respectively, in terms of secondary struc-
tures at 5'ss, number of decoy sites, and Ul or U2 de-
pendency (Additional file 3: Figure S9a-e). Of note,
several splicing factors activating GC or AT exons were
more frequently detected by ClIP-dataset analyses in the
vicinity of oGC or oAT exons, respectively (Add-
itional file 3: Figure S9f). Obviously, oGC and oAT
exons might also be activated by different sets of splicing
factors. Conversely, some exons annotated as being reg-
ulated by one of the analyzed splicing factor might be in-
direct targets, even though CIlIP-dataset analyses
revealed an enrichment of the analyzed splicing factors
on or in the vicinity of their activated exons (Add-
itional file 3: Figure S9g) and even though exons that
are co-regulated by a given splicing factor share many
features, as shown throughout this work.

Finally, we grouped exons regulated by different spli-
cing factors into two main categories. However, each set
of exons that are co-regulated by a given splicing factor
had a different combination of properties (e.g., splicing
site strength, size of exons or flanking introns, Add-
itional file 3: Figure S1, S4, and S10). A detailed annota-
tion of these combinations and their comparison should
improve the prediction of splicing factor-regulated exons.
Actually, some splicing-related features of sets of co-
regulated exons could be linked to the fact that each of
these sets had a specific combination of nucleotide com-
position bias. For example, some sets of co-regulated
exons were more enriched in Gs than in Cs (e.g., SRFS2 vs
SRSF3, Additional file 3: Figure S2 and S10a). We also an-
alyzed exonic purine- or pyrimidine-biases and observed
that purine- and pyrimidine-rich exons had similar prop-
erties than AT- and GC-rich exons, respectively (Add-
itional file 3: Figure S11 and S12). Obviously, more work
is needed to better understand the interdependency be-
tween splicing-related features and nucleotide compos-
ition bias both at the exon and gene levels, which can
have consequences on the coupling between transcription
and splicing as detailed below.

The synchronization between transcription and spli-
cing plays a major role in the exon recognition process
[11, 12, 84, 85]. We propose that the coupling between
transcription and splicing operates through different
mechanisms depending on the gene nucleotide compos-
ition bias, which impacts chromatin organization and
RNAPII dynamics. Indeed, at the chromatin level, nucle-
osomes are better positioned on exons in an AT-rich
context than in a GC-rich context, and there is a higher
density of nucleosomes in both GC-rich exons and in-
trons (Fig. 6a—c), as already reported [14—17]. This fea-
ture could result from the fact that exons embedded in
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an AT-rich context have a much higher GC content
than their flanking intronic sequences, in contrast to
exons embedded in a GC-rich context [11, 26] (Fig. 2a).
In this setting, GC-rich stretches favor DNA wrapping
around nucleosomes, because the stacking interactions be-
tween GC nucleotides allow DNA structural polymorph-
ism that in turn increases DNA bendability; in contrast,
T- and A-rich stretches form more rigid structures that
create nucleosome energetic barriers [14—17]. Therefore,
increasing the intronic GC content increases the probabil-
ity of nucleosomes sliding from exons to introns, while in-
creasing the density of Ts and As in exonic flanking
regions creates nucleosome energetic barriers. Conse-
quently, transcription and splicing synchronization in an
AT-rich environment could depend on nucleosomes be-
ing well-positioned on exons, as these would locally slow
down RNAPII and thereby favor recruitment of splicing-
related factors (Fig. 7g), as previously proposed [11]. Of
note, components associated with the U2 snRNP interact
with chromatin-associated factors [86, 87].

Synchronization between transcription and splicing
could rely on other mechanisms when exons are within
a GC-rich environment. Indeed, both the higher density
of nucleosomes across introns of GC-rich genes
(Fig. 6a—c), and the higher stability of G:C base pairing,
create constraints that reduce the velocity of RNAPII
across both exons and introns. Accordingly, the rate of
elongation by RNAPII is negatively correlated with gene
GC content [88]. Therefore, high GC content may facili-
tate the synchronization between transcription and spli-
cing by “smoothing” RNAPII dynamics all along GC-rich
genes. Of note, extensive interactions between the Ul
snRNP and RNAPII-associated complexes have been re-
ported [89]; therefore, a slower speed of RNAPII across
GC-rich genes may facilitate Ul snRNP recruitment
(Fig. 7g). Further supporting that gene GC content plays
an important role in the interplay between gene expres-
sion levels and splicing, intron removal occurs more effi-
ciently in highly expressed genes [90], and GC-rich
genomic regions associate with nuclear speckles [91, 92].
It must also be underlined that introns flanking GC-rich
exons have been shown to be efficiently and probably
co-transcriptionally spliced [93].

Altogether, these observations suggest a link between
nucleotide composition bias, genome organization, and
RNA processing (Fig. 7g). We propose a model in which
transcription and genome organization constrain the nu-
cleotide composition of DNA over dozens of kbps. In
turn, nucleotide composition bias induces local (at the
exon level) constraints on the splicing process by affect-
ing specific splicing-related features. However, con-
straints induced by nucleotide composition bias can be
alleviated by specific mechanisms. For example, although
AT exons are weakened in terms of intron 3’-end
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definition, this can be alleviated by an interplay between
exon-positioned nucleosomes, U2 snRNP-associated
factors, and splicing factors that bind decoy signals and/
or enhance U2 snRNP recruitment. Likewise, while GC
exons are weakened at their 5" ss because of the forma-
tion of RNA secondary structures, this can be alleviated
by an interplay between a slow RNAPII, Ul snRNP-as-
sociated factors and splicing factors that bind to GC-rich
sequences and enhance the recruitment of the Ul
snRNP. In this model, splicing factors would enhance
the recognition of exons by counteracting splicing-
associated constraints resulting from nucleotide compos-
ition bias and providing room for regulatory processes
such as alternative splicing.

Materials and methods

RNA-seq dataset analyses and establishment of GC and
AT exon sets

Publicly available RNA-seq datasets generated from dif-
ferent cell lines transfected with siRNAs or shRNAs tar-
geting specific splicing factors, or transfected with
splicing factor expression vectors, were recovered from
GEO and ENCODE (Additional file 1: Table S1). RNA-
seq datasets were analyzed using FARLINE, a computa-
tional program dedicated to analyze and quantify alter-
native splicing variations, as previously reported [44].
This study focused on exons whose inclusion depends
on at least one splicing factor. For this, the sets of exons
that are activated by each analyzed splicing factor in at
least one sample were defined (Additional file 2: Table
S2). Exons that are regulated in an opposite way by the
same splicing factor in different samples were elimi-
nated. GC exons (or AT exons) were defined as exons
whose inclusion depends on splicing factors activating
exons with a median GC content higher (or lower, re-
spectively) than control exons (threshold 49.3%) and hav-
ing a median size of their smallest flanking intron smaller
(or larger, respectively) than that of control exons (thresh-
old 691 bp). Based on the results shown in Fig. 1d, GC
exons were defined as exons being activated by SRSEF9,
PCBP1, RBMX, hnRNPF, RBFOX2, SRSF5, hnRNPH],
RBM22, RBM25, MBNL2, and SRSF6, while AT exons
were defined as exons activated by TRA2A/B, RBM15,
RBM39, hnRNPA2B1, KHSRP, hnRNPM, SRSF7, SFPQ,
MBNLI1, DAZAP1, PTBP1, hnRNPL, hnRNPK, FUS, QKI,
hnRNPA1, and PCBP2. The set of control (CTRL) exons
corresponds to human constitutive coding exons anno-
tated in FASTERDB, excluding the exons activated by at
least one of the analyzed splicing factors. For further ana-
lyses, exons found in the two-exon sets (i.e., exons regu-
lated by two splicing factors of different classes) were
eliminated (about 25%), leading to one list of 3182 GC
exons and another of 4045 AT exons (Additional file 2:
Table S2). Ul exons were defined as exons activated by
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the SNRPC, SNRNP70, and/or DDX5/17 factors, and U2
exons were defined as exons activated by the U2AF2,
SF3B4, SF1, and/or SF3A3 factors. GA exons and CT
exons were defined based on their GA and CT compos-
ition compared to the GA and CT composition of
CTRL exons. All genomic annotations were from Fas-
terDB [94].

Heatmaps and frequency maps

Heatmaps represent the median value for a given feature
of a set of splicing factor—activated exons as compared
to the median value obtained for control exons. Formula
(1) was used to compute the relative value of a feature D
in a set of n exons S compared to a set of m control
exons C (CTRL exons) that correspond to human con-
stitutive coding exons annotated in FASTERDB, exclud-
ing exons regulated by at least one of the 33 analyzed
splicing factors (see above).

Median(Ds)-Median(D,
RFreq(D) = I\EIefizan 50 (Be) 109 (1)

where Dg and D¢ are the vectors of D values for the
sets S and C. Heatmaps of Fig. 2 b and c were generated
using a Mean function in formula (1). A linear model
(with R Im() and summary() functions) was used to com-
pare the GC content of exons activated by each splicing
factor to the GC content of the control exons. With this
model, a Student’s test was computed between control
exons and each set of exons activated by a splicing fac-
tor. A generalized linear model for the Poisson distribu-
tion (with glm() and summary() functions) was used to
compare the counts of As, Gs, Cs, or Ts, in the 25 first
nucleotides upstream exons between exons activated by
each splicing factor to control exons. With this model, a
Wald’s test was computed between each splicing factors
activated set of exons and control exons. The sequences
corresponding to the intron-exon junctions (the last 100
nucleotides of the upstream intron and the first 50 nu-
cleotides the exon) were recovered for each exon. The
mean frequency of a given nucleotide was computed at
each window position using sliding window with a size
and a step of 20 and 1 nucleotide, respectively. The same
procedure was applied for the sequences corresponding
to exon-intron junctions defined as the last 50 nucleo-
tides of the exon and the first 100 nucleotides of the
downstream intron.

Splice site scores, minimum free energy, BP predictions,
U2 binding energy, and motif count

The splice site scores were calculated for each FasterDB
exons with MaxEntScan (http://genes.mit.edu/burgelab/
maxent/Xmaxentscan_scoreseq.html). The minimum free
energy (MFE) was computed from exon-intron junction
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sequences (25 nucleotides within the intron and 25 nucle-
otides within the exon) using RNAFold from the Vien-
naRNA package [46] (v2.4.1; http://rna.tbi.univie.ac.at/cgi-
bin/RNAWebSuite/RNAfold.cgi). These sequences were
split in two groups: the sequences centered on the 5 ss
and the sequences centered on 3’ ss. The Anscombe
transformation was applied on MFE values to obtain
Gaussian distributed values. An ANOVA model (with R,
aov() function) was built and statistical differences be-
tween every couple of group of exons was tested with a
Tukey’s test. Differences between MFE of exons activated
by each spliceosome-associated factor and control exons
were tested using a linear model (with R Im() and sum-
mary() functions). The number of branch points in a given
sequence corresponding to the 100 nucleotides preceding
3" ss was computed with SVM-BP finder (http://regulator-
ygenomics.upf.edu/Software/SVM_BP/).  Only  branch
point sites with a svm score > 0 were considered. The U2
snRNA binding energy corresponds to the number of
hydrogen bounds between the nucleotides surrounding
the branch point of an RNA sequence (without the branch
point adenine) and the branch point binding sequence of
U2 snRNA. The RNAduplex script in the ViennaRNA
package (v2.4.1) was used to determine the optimal
hybridization structure between the branch point binding
sequence of U2 snRNA (GUGUAGUA) and the RNA se-
quence. The RNA sequence is composed of 5 nucleotides
before and 3 after the branch point. Then, the sum of
hydrogen bounds forming between the RNA and the U2
sequence was computed. The number of TNA motifs was
computed in the last 50 nucleotides of each intron. To test
the differences for the three features mentioned above be-
tween groups of exons activated by spliceosome-
associated factors and the control group of exons, the
same procedure as the one applied for Fig. 2 b and ¢ was
used (see previous section) (Fig. 3¢, d). To test the differ-
ences between every couple of group of exons, a Tukey’s
test was used (with R, glh function (library multcomp))
(Fig. 2e, g, left panel). T-rich low-complexity sequences
were computed between the 75th to the 35th nucleotides
upstream the 3’ ss, using a sliding window (size 4, step 1
and at least three Ts). Statistical differences were tested by
using a linear model for the negative binomial distribution
(with glm.nb() function, library MASS). Statistical differ-
ences between every couple of group of exons were tested
using a Tukey’s test (R, glh function).

V value: exons regulation by U1 or U2 snRNP-associated
factors

Difference between the proportion of GC exons and
AT exons depending on spliceosome-associated fac-
tors was tested by a randomization procedure. For
each spliceosome-associated factor, 10,000 subsamples
of AT exons (with the size of the GC-exons set) were
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generated and the proportion of exons activated by
the factor for each sample was computed. The empir-
ical P value Py, was computed as:

min(k,l) |,
Pemp = max (10,000, 10

with k the number of AT-exon samples with a higher or
equal proportion of exons activated by the factor of
interest as compared to GC exons and / the number of
AT-exons samples with a lower or equal proportion of
exons activated by the factor of interest as compared to
GC exons.

The V value for each spliceosome-associated factor
was computed using the formula:

V= IoglO(Pemp) X s

where s =1 if k > [; s = — 1 otherwise.

Statistical analysis at gene level

To test whether the GC content of genes hosting AT
exons (AT genes) or GC exons (GC genes) was different,
the GC content of the genes according to their size and
their group was modeled with an ANOVA model (in R,
aov() function). A Tukey’s test on this model was com-
puted to compare between all the possible couples of
gene groups (AT, GC, and control genes). To test if the
median intron size was different for each couple of AT,
GC, and control groups of genes, a Wilcoxon’s test was
performed. To test if the gene size of GC, AT, and con-
trol genes was different, we built an ANOVA model (in
R, aov() function). Then, a Tukey’s test was performed
on this model. For those analyses, genes hosting both
AT and GC exons were not considered.

CLIP-seq dataset analyses

Bed files from publicly available CLIP-seq datasets gener-
ated using U2AF2 antibodies (GSE83923, GSM2221657;
GSE61603 or GSM1509288) were used to generate density
maps. The bed files were first sorted and transformed into
bedGraph files using the bedtools suite (v2.25.0). The bed-
Graph files were then converted into bigWig files using
bedGraphToBigWig (v4). The 5 ss and 3’ ss regions
(comprising the ss, 200 nucleotides into the intron and 50
nucleotides into the exon) were considered. The propor-
tions of GC or AT exons, or exons activated by at least
one Ul-associated factor (e.g., SNRPC, DDX5/17, and
SNRNP70) or at least one U2-associated factor (e.g.,
U2AF2, SF3B4, SF1, and SF3A3) with CLIP peak signals at
each nucleotide position of the 5" ss and 3" ss regions,
were computed.
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Analysis of MNase datasets and RNAPII, H3, and histone
mark-related ChIP-seq datasets

ChIP-seq or MNase-seq datasets were recovered from
Cistrome, ENCODE, and GEO databases (Add-
itional file 1: Table S1). Coverage files (BigWig) were
directly downloaded from Cistrome and RNAPII ChIP-
seq from ENCODE. Annotations were lifted over from
hg38 to hgl9 if the coverage file came from Cistrome
database. Otherwise, raw data were downloaded for
analysis with homemade pipelines. Reads were trimmed
and filtered for a minimum length of 25b using Cuta-
dapt 1.16 (options: -m 25), trimmed at their 3" end for
a minimum quality of 20 (-q 20) and then filtered for
minimum length of 25b (-m 25). The processed reads
were mapped to hgl9 with Bowtie2 2.3.3 (options:
--very-sensitive --fr -I 100 -X 300 --no-mixed) and fil-
tered for mapping quality over 10 with samtools view
1.6 (options: -b -q 10). For ChIP-seq experiments gen-
erated using sonication only, duplicates were removed
with homemade tools, which check for coordinates and
CIGAR of the Read and the Read 2 adaptor sequence if
paired-end sequencing was used. Fragments were
reconstituted from the reads, and fragment-coverage
files were built using MACS2 2.1.1.20160309 (options:
-g hs -B). The metaplots of ChIP/MNase-seq on genes
were generated by recovering the fragment coverage
(promoter — 1500b/+ 500 from the TSS; first exon, in-
ternal exons and introns: according to the coordinates
of the annotation; splicing factor-regulated exons -
100/+ 100 from the center, or 500b into the intron and
50b into the exon from the splicing site [MNase and
H3J; whole gene: according to the coordinates of the
annotations and - 200/+ 200 from the annotation). In
the case of RNAPII coverage, only exons regulated in
the corresponding cell line, or annotation from their
hosting gene, were considered. For internal exons and
introns, the coverages of the annotations from the same
gene were concatenated respecting their genomic order.
The coverages recovered according to the coordinates
of the annotations were the split into 1000 bins. The
first 199 bins of “internal exons” or of introns were re-
moved to avoid displaying signals influenced by the
promoter. Metaplots were built by computing, at each
position or bin, the average coverage across the annota-
tions. Statistics were done by comparing average cover-
age in the annotations from two groups, which were
cell-line specific, with a Wilcoxon’s test. In Fig. 5d, the
average of the mean coverage on each regulated exons
(- 100/+ 100 from center) was computed. For each
ChIP-seq experiment, the ratio of the averages (“GC” -
“AT”/max(“GC”, “AT”)) was computed and used to
build the boxplot in Fig. 6¢c, and the statistics were
computed with a Wilcoxon’s test of the average per ex-
periment of GC compared to AT exons.
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Isochores, LADs, TADs, and CLIP-seq dataset analyses
Chromosome coordinates of isochores, LADs, and TADs
were recovered from previous publications or GEO (see
Additional file 4: Table S3). The bedtool intersect com-
mand was used to determine the isochore and TAD and
LAD regions to which each exon belongs. The percent-
age of GC, and the number of exons (GC- or AT exons),
present in each annotated isochore, LAD, or TAD was
calculated (Additional file 4: Table S3).

Statistical analysis at TAD level

After labelling exons accordingly to their hosting TADs
(see above and Additional file 4: Table S3), we tested
whether different splicing-related features were equally
distributed between TADs. We modeled different features
by TADs as a mixed effect on the number of exons with
more than two branch points, or the number of Ul and
U2 exons, while accounting for the size of TADs (i.e., the
number of hosted exons). The models were implemented
using the glmer function (package Ime4 [1]) with fam-
ily = binomial in R software (see Additional file 3: Fig-
ure S7). A likelihood ratio test (R software, function anova
with test = “Chisqg”) was used to test the effect of
TADs. The same procedure was used with the function
glmer.nb (package lme4) in R to model the number in
TADs of TNA motifs and T-rich low-complexity se-
quences. The same procedure was used with the function
lmer (package Ime4) in R to model MFE values in TADs.

Cell culture, transfections, RNA preparation, and RT-(q)PCR

The human MCF-7 and HeLa cell lines were cultured in
DMEM medium (GIBCO) complemented with 10% FBS,
1% glutamine, and 1% penicillin/streptomycin. Cells
were reverse-transfected using Lipofectamine RNAiMax
(Thermo Fisher) following the manufacturer’s instruc-
tions. Thirty nanomolars of siRNA was mixed with 100
nM of 2'-O-methylated antisense RNA oligonucleotides
(AON) targeting intronic sequences. Cells were har-
vested 48h after transfection, and total RNA was
isolated using TriReagent. 1.5pug of total RNA was
DNAse-treated and retro-transcribed using the Maxima
First Strand cDNA Kit (ThermoFisher) following the
manufacturer’s instructions. RT-PCR reactions were per-
formed using 12.5ng ¢DNA and 0.5U GoTaq” DNA
polymerase (Promega). qRT-PCR reactions were per-
formed using 7.5ng ¢cDNA and the SYBR® Premix Ex
Taq (Takara). Melting curves were controlled to rule out
the existence of non-specific products. Relative DNA
levels were calculated using the AACt method (using the
average Ct obtained from technical duplicates or tripli-
cates). siRNA, AON, and primer sequences are provided
in Additional file 1: Table S1. The cell lines were au-
thenticated by ATCC.
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