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Characterization of Cell Membrane
Permeability In Vitro Part II: Computational
Model of Electroporation-Mediated
Membrane Transport*
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Abstract
Electroporation is the process by which applied electric fields generate nanoscale defects in biological membranes to more
efficiently deliver drugs and other small molecules into the cells. Due to the complexity of the process, computational models of
cellular electroporation are difficult to validate against quantitative molecular uptake data. In part I of this two-part report, we
describe a novel method for quantitatively determining cell membrane permeability and molecular membrane transport using
fluorescence microscopy. Here, in part II, we use the data from part I to develop a two-stage ordinary differential equation model
of cellular electroporation. We fit our model using experimental data from cells immersed in three buffer solutions and exposed
to electric field strengths of 170 to 400 kV/m and pulse durations of 1 to 1000 ms. We report that a low-conductivity
4-(2-hydroxyethyl)-1 piperazineethanesulfonic acid buffer enables molecular transport into the cell to increase more rapidly
than with phosphate-buffered saline or culture medium-based buffer. For multipulse schemes, our model suggests that the
interpulse delay between two opposite polarity electric field pulses does not play an appreciable role in the resultant molecular
uptake for delays up to 100 ms. Our model also predicts the per-pulse permeability enhancement decreases as a function of the
pulse number. This is the first report of an ordinary differential equation model of electroporation to be validated with quan-
titative molecular uptake data and consider both membrane permeability and charging.
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Introduction

An intact cell membrane normally provides a barrier to most

molecular transport into and out of a cell. Electroporation (EP)

is a biophysical process in which brief, yet intense, electrical

pulses disrupt bilayer membranes to enhance the flow of mole-

cules. The electrically motivated buildup of charged molecules

at the water–lipid interface raises the electric potential differ-

ence between the inside of the membrane and the outside,

known as the transmembrane potential (TMP).1-4 When the

TMP reaches threshold values of 0.2 to 1.0 V, EP sponta-

neously occurs, as polar molecules are inserted through the

membrane.5 Simulations of molecular systems including
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phospholipids, water, and other small-molecule solutes have

shown that nanoscale defects formation occurs on the order

of picoseconds to nanoseconds.6,7

When applied to cell membranes, EP-mediated defects ren-

der the cell membrane porous and enable solutes to better flow

into and out of the cell. In the minutes to hours following EP, a

porous membrane can reseal to again inhibit molecular trans-

port.8,9 The generation of these defects is typically modeled

using the asymptotic Smoluchowski model (ASM), which con-

siders the nucleation of trapezoidal defect structures approxi-

mately 0.8 nm in radius.10 The ASM enables the calculation of

the dynamic density of these defects on a membrane and

includes considerations for the surface tension, tension of the

defect, electrical energy, and steric hindrance of the membrane,

as lipid molecules are reoriented.11 The ASM has been widely

implemented in spatiotemporal EP models,12-16 although direct

comparisons to quantitative experimental data are yet to be

made. This model also relies on the exponential of the squared

TMP and therefore requires small time steps to resolve in numer-

ical simulations. Simulations of even an idealized cell with suf-

ficient resolution to capture the spatiotemporal dynamics of EP

are computationally expensive. These resource requirements

functionally limit the validation of such simulations against

experimental data over the longer time scales (minutes to hours)

relevant to the applications of EP-based technologies, including

electrochemotherapy or irreversible EP.

The translation of the presence of conductive membrane

defects to an effective permeability has been used to couple

the generation of membrane defects with the electric flux con-

tinuity17 and drift–diffusion equations.18 Measurements of the

electric current through the cell membrane decreases from 30

to 260 - 0 pA over 10 to 500 milliseconds following in vitro EP

treatment.19,20 Experimental data have also shown the rate at

which exclusion dyes enter a cell after EP decreases over 190 to

289 seconds21 from initial permeabilities of 8.57 � 10�12 m/s

for a 20-microsecond pulse at 300 kV/m.9 In part I of this 2-part

report, we describe a novel method for measuring molecular

transport across the cell membrane and quantitatively charac-

terizing membrane permeability following EP. These perme-

ability measurements are more readily compared to

computational models through the abstraction of aggregate

membrane defects to a net membrane porosity.22-25

Here, in part II of our report, we detail the development of

such a model and fit it to the experimental data generated in

part I from adherent cells in a microfluidic chamber. Previous

models of membrane defect formation have included three to

four stages in which an electroporated membrane can

exist.16,21,26 In these schemes, an intact membrane is modeled

as having a minimal permeability. When the TMP reaches the

EP threshold, the membrane becomes sufficiently permeable to

conduct small ionic currents. At this stage, the membrane still

inhibits the transport of larger molecules, such as exclusion

dyes. As its porosity increases, especially during EP schemes

comprised of longer pulses (0.1-1.0 milliseconds), larger poly-

ions and other small-molecule solutes are able to cross the cell

membrane.9,21 The net porosity of the cell membrane is

modeled as a linear combination of these porosity stages

weighted by the fraction of the membrane in each stage, with

an ordinary differential equation system representing the flow

of the membrane through each available stage.

Once porous, membranes shunt ionic currents along the

charge gradient, decreasing the TMP.11,12,27 This charging to

the EP threshold, followed by the rapid formation of membrane

defects, results in a characteristic sharp peak in the evolution of

the TMP over time.19 Lumped parameter resistive–capacitive

circuit models have been used to model the ionic currents

through each defect stage.11,28-31 The parallel flow of ionic

currents, modeled as parallel conductances, through the frac-

tion of the membrane in each porosity stage is driven by an

applied electric field, modeled as a source voltage in series with

a Thevenin equivalent conductance that models the conduc-

tance of the buffer surrounding the cell. Lumped parameter

models are particularly interesting, as they provide a means

of connecting quantitative cell-level data with tissue-level phe-

nomena.32 While these models have the potential to simplify

comparisons with experimental data, no computational model

of EP to date has been fit to quantitative experimental data.

The goal of part II of our work was to investigate EP-

facilitated membrane permeability within a theoretical frame-

work and avoid the computational expense of spatial models.

To this end, we have developed a lumped parameter model that

includes a cell membrane circuit model coupled with a novel

phenomenological dual-porosity model and simple diffusion.

Our model treats the cell using parameters that are representa-

tive of the whole cell rather than varying spatially.30,32 We fit

our model using experimental data reported in part I of this

report, including pulse durations of 1 to 1000 microseconds,

electric field strengths of 170 to 400 kV/m, and 3 buffer com-

positions: phosphate-buffered saline (PBS), serum-free Dul-

becco Modified Eagle Medium/F-12 cell culture medium

(SFDF), and a low-conductivity 4-(2-hydroxyethyl)-1-

piperazineethanesulfonic acid buffer (HEPES). Analysis of this

model indicates that it is asymptotically stable following the

removal of the applied electric field (ie, during defect reseal-

ing). Model parameters and variables were normalized, which

reduced the parameter space to 6 parameters. Of these, 5 para-

meters were fixed based on existing literature, and the sixth, the

forward transition rate between the low-porosity stage and the

high-porosity stage, was fit to quantitative experimental data.

Our results indicate that buffer composition plays a critical role

in EP-mediated membrane porosity.

We extend our model to examine its implications for multi-

pulse EP schemes. These results indicate that the relaxation of

the high- to low-porosity stage is slow and results in a relatively

long-lived membrane fraction in the high-porosity stage, com-

pared to the fraction in the low-porosity stage. We show that

the difference in relaxation time scales gives rise to a mem-

brane permeability increase proportional to the pulse number

raised to the power of 0.7. Finally, we demonstrate that the

difference in relaxation times between the high- and low-

conductivity stages, which explains the negligible impact of

delays of less than 100 milliseconds between consecutive
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pulses. The small parameter space and conclusions of our

model are consistent with existing literature and serve as a

robust link between experimental observations and theoretical

models. While the scope of the present work focuses on the

biophysical mechanisms governing EP, we acknowledge that it

has direct applications to optimizing clinical techniques using

EP processes that rely on membrane transport, including elec-

trochemotherapy. Robust linkages between theoretical and

experimental results are critical to improving clinical EP tech-

nology. Our model provides a simple, concise methodology

exploring these connections in greater depth.

Materials and Methods

We develop the following system of equations to describe EP

and subsequent molecular transport into a single idealized,

spherical cell immersed in an aqueous buffer (Figure 1). Our

model comprises equations that describe EP as a reversible

primary process coupled with an irreversible secondary pro-

cess.33 In the reversible primary process, a source current pro-

portional to the applied electric field drives an increase in the

TMP (U ). As the TMP increases, the formation of reversible

membrane defects begins to occur and more readily allow ions

to flow across the membrane. These ionic currents slow the

TMP increase until either a dynamic equilibrium between the

formation and relaxation of conducting defects is reached or

the source current is removed. When a defect is initially formed

(N ), it does not initially allow for the transport for molecules

larger than small ions. However, these initial defects can be

expanded radially to accommodate the transport of larger ions,

such as propidium, in a secondary defect stage (M ). In the

irreversible process, the transport of a small-molecule solute

(X ), such as propidium, is considered from a high extracellular

concentration into a cell initially containing no solute. Our

model consists of the system:

dU
dt
¼ Is � U

�
1þ gðN þMÞ

�
; ð1Þ

dN

dt
¼ aU 2 � dU2N � bN þ ZM ; ð2Þ

dM

dt
¼ dU2N � ZM ; ð3Þ

dX

dt
¼ xMð1� X Þ; ð4Þ

where N 2 ½0; 1�, M 2 ½0; 1�, X 2 ½0; 1�, and U and time t are

the result of normalization. N is fraction of the membrane area

that is conductive of small ions yet restricts the entry of larger

molecules and M is the fraction of the membrane area permis-

sive of the entry of larger solutes. X is the intracellular con-

centration of a solute such as propidium normalized to the

extracellular concentration of the same. Is is the source trans-

membrane current and is proportional to the applied electric

field. U ¼ Um=U0 is the normalized TMP, where Um is the

TMP and U0 is the EP threshold voltage. t ¼ t=tRC is the

normalized simulation time to the electrical time constant asso-

ciated with a naive cell membrane, where tRC ¼ Em=sm, and

sm and Em are the conductivity and permittivity of a naive cell

membrane, respectively.

To maintain the utility of the present modeling scheme

model for describing experimental results, the parameters

fa; b; d;Zg are meant to describe the combined effects of all

phenomena affecting membrane defects. We conceive of the

transition from N defects to M defects occurring according to

a mechanism that begins with an N-stage defect forming in an

intact membrane as the result of an applied electric field.10

Provided the electric field is sufficiently strong and pro-

longed, the porosity of the cell membrane is increased as the

size of the defects increases.12 The total porosity of the cell

membrane is modeled as a linear combination of the N and M

pore stages. Equation 1 is derived from a circuit model of an

electroporated cell membrane30 (Appendix A). In this model,

the membrane conductance dominates the circuit response

and other components, such as the cytoplasm, have little

effect. The value of time constant tRC is well known for single

cells (tRC ¼ 1� 10�6 s). g is also well defined, as conductiv-

ities of both a naive membrane sm and a completely porous

membrane sp have been experimentally measured19 and

Figure 1. EP model diagram. A, Electrical schematic representation of

the cell membrane charging including the extracellular conductivity

sext to model the electric current incident to the cell membrane. The

conductivity of the cell membrane is given by the parallel conductances

of the naive membrane (blue) and porous membrane weighted by the

membrane fraction in each of 2 stages (green and magenta). B, The

naive membrane contributes a conductivity and permittivity to the

electrical model (blue). The N membrane fraction contributes to the

permeabilized conductivity of ionic currents sp but does not permit the

transport of larger solutes (green). The M membrane fraction contri-

butes to sp and permits diffusive transport of solute with relative

intracellular concentration X (magenta). Note that the membrane

dielectric constant was considered constant across each membrane

fraction and in time.
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estimated to be g ¼ 1� 106. The term Is ¼ tRCsexthE0=ðU0EÞ
translates the applied electric field to the source voltage

across the membrane, where E0 is the electric field strength

of the homogenous electric field if it were undisrupted by the

immersed spherical cell.

Equation 2 describes the fractional porosity of the cell mem-

brane generated by normalized TMP U at rate a and is quad-

ratic in U , consistent with the dominant term in a first-order

Taylor expansion of the ASM. The second term describes the

transition from the N porosity stage to the M porosity stage that

occurs at rate d and is motivated by the presence of the TMP U .

The third term in Equation 2 describes the transition from the N
stage back to a naive membrane stage with rate constant b. The

fourth term describes the M to N transition that occurs at rate Z.

Within this scheme, the membrane fraction in the M stage can-

not exist without passing through the N stage during generation

and relaxation. Additionally, this scheme does not specifically

address whether the mechanism by which N-stage defects transi-

tion to M-stage defects is through coalescence of the existing N-

stage defects34 or the radial expansion of M-stage pores35 but

instead considers the total contribution of each defect population

to the membrane conductance and permeability.

With the duration of the applied electric field 1000-fold

shorter than the interval between the control measurement and

the first posttreatment measurement in the experimental data, we

assume that the molecular flux into the cell interior is purely

diffusive.36,37 A Hagen–Poiseuille model of mass transport

through a porous membrane was used to develop Equation 4,

where x is the normalized permeability coefficient of the M por-

osity stage. Flow through a porous membrane is given according

to Equation 4, where x ¼ 3HðlM ÞD1tRC=ðrhÞ,25,38 D1 is

the free diffusion coefficient of solute of interest with

concentration X in an aqueous environment, h is the membrane

thickness, r is the cell radius, and HðlM Þ is the hindrance factor.

This approximation assumes that Hðl0Þ << HðlM Þ and

HðlN Þ << HðlM Þ, where l ¼ rs=rd is the ratio of the solute

radius (rs) to the defect radius (rd). This formulation is solute

dependent implying that l will change based on the solute. How-

ever, in the present case, the solute is propidium as described in

part I. It also assumes that the porosity of the cell membrane is

uniformly distributed across the cell membrane and that flow into

the cell occurs in the radial direction only. Modeling defects as

cylinders, the hindrance factor HðlÞ 2 ½0; 1� is evaluated using a

formula corrected for small porosities.25,39,40 Assuming

lM � 0:62 and HðlM Þ ¼ 1:3� 10�2, x is calculated to be

x ¼ 5� 10�4. With a priori knowledge of the molecular radius

of the solute, x can be estimated from these calculations as well as

from experimental measurements.9,21

Results

Parameter Fitting

Equations 1 to 4 were implemented in Python 3.6.5 using the

Livermore Solver for Ordinary Differential Equations

(LSODA) algorithm41 with the odeint() function in the Scipy

(1.0.1) module.42 The solver was initialized with the initial

conditions: Nð0Þ ¼ 0, Mð0Þ ¼ 0, X ð0Þ ¼ 0, and Uð0Þ ¼ 0. A

stability analysis revealed that the model is asymptotically

stable following the removal of the applied electric field

(Appendix B). Experimental time-series data from single

adherent cells within a microfluidic chamber were used to

calibrate the model (part I). Within this dataset, the observed

average molecular uptake was calculated from experimental

data prior to electric field exposure and each minute for 30

minutes following treatment to obtain 31 total observations

for each electric field strength and pulse duration combina-

tion. The mean and variance were calculated for each mea-

surement. In order to estimate d for all treatments for each

buffer composition, the Nelder–Mead method was implemen-

ted using the minimize() function in the LmFit (0.9.7) module

to minimize the sum of square residuals (SSR) given by:

SSR ¼ 1
T

XT

i¼1

XmodelðtiÞ � XdataðtiÞ
XdataðtiÞ

� �2

; ð5Þ

where Xmodel(ti) and Xdata(ti) are the model and data points for

X, respectively, at time ti 2 . Simulations were plotted over the

experimental data and show good agreement visually, with the

maximum max(SSRPBS) ¼ 0.025, max(SSRSFDF) ¼ 0.0070,

and max(SSRHEPES) ¼ 0.0066 Figure 2. Notably, the to gener-

ation rates d were similar for cells immersed in PBS and SFDF

but were consistently 3- to 5-fold larger for cells immersed in

HEPES buffer.

HEPES Buffer Increases Membrane Permeability

Experimental data (part I) from 3 different buffer compositions

reveal that cells immersed in the HEPES buffer during EP

experienced a larger molecular uptake following the applica-

tion of the 100-microsecond pulse than the cells immersed in

PBS or SFDF. With a 1000-microsecond pulse, the ultimate

molecular uptake was similar for each of the electric field

strengths experimentally examined, but the time-to-saturation

decreased with increasing field strength. Although the HEPES

buffer has a lower conductivity than the PBS or SFDF by an

order of magnitude, d for the cells in the HEPES buffer is 2

orders of magnitude larger than for the cells in PBS and SFDF

buffers, which are themselves similar (Table 1). This is coun-

terintuitive to previous data from studies, where the ionic

strength of the buffer was manipulated for otherwise similar

buffers.31 In our model, this observation is driven by a more

rapid transition rate from the N membrane stage to the M

membrane stage that results in a larger accumulation M that

contributes to a rapid increase in X over the responses evoked

by the other buffers (Figure 2). Our data show that although the

HEPES buffer slows the rise in U (Figure 3), X increases sim-

ilar to the cells in PBS and SFDF. This observation suggests

that electroporating cells in a HEPES buffer may result in

increased permeability over similar cells treated in PBS and

SFDF, despite the lower induced TMP (U).
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Table 1. Model Parameters.

Parameter Value Description (Units) References

a 2.0�10�6 N formation rate 43

b 4.0�10�6 N relaxation rate 8,10,19,44

g 1.0�106 Relative permeabilized conductance 19,44,45

Z 4.0�10�9 M relaxation rate 9,21

x 5.0�10�4 Permeability coefficient 9,21,25

lM 0.63 Solute radius/defect radius 25

rs 0.5 Solute radius (nm) 46

rd 0.8 Defect radius (nm) 10,47

U0 250 EP threshold voltage (mV) 19

tRC 1.0 Membrane time constant (microseconds) 19,20,48,49

D1 0.5�10�9 Solute diffusivity (m2/s) 46

h 5.0 Membrane thickness (nm) 50,51

r 7.5 Cell radiusa (mm)

sPBS 1.01 PBS conductivitya (S/m)

sSFDF 0.93 SFDF conductivitya (S/m)

sHEPES 0.08 HEPES conductivitya (S/m)

aDenotes values found in the accompanying manuscript.

A B

C D

Figure 2. The 2-stage model recapitulates experimental averages of molecular uptake. Representative parameter fits are shown for X for cells

exposed to a pulse at 320 kV/m to pulse widths of 1, 10, 100, and 1000 microseconds in (A) phosphate buffered saline (PBS), (B) serum-free

DMEM/F12 medium (SFDF), and (C) 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid buffer (HEPES). Equations 1 to 4 were fit to time

series datasets from cells in 3 buffer compositions (PBS, SFDF, and HEPES), 4 pulse durations (1, 10, 100, and 1000 microseconds), and 4

electric field strengths (170, 250, 320, and 400 kV/m). Fitting was performed using the Nelder–Mead method to minimize Equation 6 by varying

d. (d) The best fit d is shown as a product of the source term Is and the pulse duration tp normalized to the time constant tRC ¼ sm=Em for all 48

treatment combinations.
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Generally, in each of the primary variables (N, M, X, and U),

several characteristic features emerge. Immediately following

application of the electric field, the TMP U experiences a char-

acteristic spike within to (Figure 3A). This spike is followed by a

sharp decline as N and M increase and begin conducting ionic

currents through the cell membrane. For N, the initiation of the

waveform appears biphasic: An initial rapid increase is followed

by a more gradual increase until a plateau is reached (Figure 3C).

The first phase is where U is the largest. The second phase occurs

when the membrane begins to shunt small ionic currents that

rapidly decrease U and slows the increase in N. This progression

occurs for cells in each buffer examined in this study, but the cells

in HEPES experience a larger for both the 1- and 10-microsecond

pulses than the cells in PBS experienced at 10 microseconds. For

(Figure 3D), a similar biphasic response exists but is more stra-

tified between the 1- and 10-microsecond pulse durations for the

cells in the HEPES buffer. Interestingly, the 1-microsecond pulse

generated an M for cells in the HEPES buffer similar to that

generated by the 10-microsecond pulse for the cells in PBS. The

result of this stratification is apparent in (Figure 3B). The

membrane permeability (Pm¼ xMh) is directly impacted by the

M membrane stage, and consequently, depends on both the extra-

cellular–intracellular concentration gradient (1 � X) and M.

However, while the concentration gradient could limit the mole-

cular uptake as it decreases, (1 � X) > 0.30 for even the largest

pulse strengths and durations examined here. Therefore, it is

assumed that the changes in M are largely responsible for the

molecular uptake observed.

The High-Conductivity Membrane Fraction Is
Slow to Relax

Prior experimental data have shown that U is highly dynamic

during the application of an electric field but quickly returns to

its ground state following the removal of Is (Figure 3A). How-

ever, it is clear that molecular transport across the membrane

continues for minutes to hours afterward (Figure 2A-C). This

discrepancy between the electrical and transport time scales is

motivation to explore the mechanism producing a long-lived M

stage membrane fraction (Figure 4A). As a large U generates an

A

C

B

D

Figure 3. Evolution of membrane porosities N and M and the resultant molecular uptake X following an increase in the normalized trans-

membrane potential U . In each plot, solid lines indicate an applied electric field tp ¼ 10 microseconds, and dashed lines indicate tp ¼ 100
microseconds. Blue lines indicate a phosphate buffered saline buffer solution, and green lines indicate a 4-(2-hydroxyethyl)-1-

piperazineethanesulfonic acid buffer. A, The TMP U , driven by a large external electric field, reaches an initial maximum until the membrane

begins to shunt ionic currents as N and M increase. B, The intracellular concentration of solute X increases as it enters the cell through the

membrane porosity stage. C, An intact membrane enters a stage conductive of small ions N driven by a TMP. D, M develops from N , dependent

on U , and allows larger molecules to pass through the cell membrane. For all simulations, E0 ¼ 400 kV/m.
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initial increase in N, a small M begins to develop (Figure 4B).

M increases until the removal of Is, at which point the plateau of

M coincides with the return of U to its ground state. Both M and

N persist near their plateau for approximately 106t, at which

point N begins to relax to the ground state it reaches at 108t.

However, while the N stage decays, the M stage persists until

109. Because the membrane fraction in the M stage is approx-

imately 2 orders of magnitude smaller than in the N stage, the

transition of an M-stage porosity to an N-stage porosity results

in a large decrease in the low conductivity, yet larger, portion

of the membrane while the membrane overall continues to be

permeable to solutes. This slow relaxation in the M stage is

responsible for the difference in time scales between the rapid

electrical charging and the relatively slow uptake of solutes in

the minutes following EP.

Consecutive Pulses Diminish Permeabilization Efficiency

While multipulse experiments can confound observations of

membrane dynamics due to the complex cellular response,

EP schemes often rely on a series of pulses, rather than a

single continuous pulse, to limit Joule heating.52,53 d ¼ 1.0

� 10�3 was fixed within the range for the PBS buffer,

which is commonly used experimentally. Alternating polar-

ity pulses are becoming increasingly relevant to EP technol-

ogy.54-56 To investigate the implications of our model

within such schemes, bipolar pulse trains were simulated

as ideal square waveforms from 1 to 1000 microseconds

(Figure 5). The interpulse delay td between the start of the

falling edge of 1 pulse and the start of the initiation of the

following pulse has been implicated in governing cell

A B

Figure 5. Interpulse delays of less than 1 millisecond negligibly impact membrane permeability, while increasing pulse number n and duration

(tp) increases membrane permeability. A, The normalized transmembrane potential (U ) response to consecutive, a delay (td) of 1-, 100-, and

500-microsecond pulses between opposite polarity pulses 10 microseconds are shown as solid magenta, green, and blue lines, respectively. The

membrane permeability (Pm) given in m/s is shown as a dotted line corresponding to each waveform. In each case, the membrane permeability

increases to approximately the same value at 1000 microseconds following the initiation of the first pulse in the applied electric field. Pulses are

shown with an external electric field of E0 ¼ 400 kV/m. B, Two consecutive, opposite polarity pulses interpulse delays of 1 to 105 microseconds

for pulses with durations tp of 1, 10, 100, and 1000 microseconds retain a constant permeability at 1 millisecond following application of the

stimulating electric field. d ¼ 1:0� 10�3 was fixed for both figures.

A B

Figure 4. The transmembrane potential and molecular uptake occur on dramatically different timescales. A, Pulses with durations of 10 and 100

microseconds are shown simulated using d ¼ 1� 10�3. B, A lag exists between when the N stage is fully relaxed to 0 as the M stage persists. M
and N reach plateaus upon removal of the source current with the applied electric field of E0 ¼ 400 kV/m.

Sweeney et al 7



permeability and death induced by EP protocols.57-61 To

determine the role of td in the induced permeability Pm,

simulations were performed using two consecutive, alternat-

ing polarity pulses at 400 kV/m with a variable delay

between them, shown, for example, by 10-microsecond

pulses (Figure 5A). The induced permeability was evaluated

at the beginning of the falling edge of the second pulse for

td 2 [10�6 s, 10�1 s], and it was found that td within this

range does not appreciably affect membrane permeability

for 1-, 10-, 100-, and 1000-microsecond pulses (Figure

5B). These results corroborate experiment reports of nano-

second pulses that show a relatively small difference

between pulses delivered at intervals from 2 to 1000 milli-

seconds62 and that the impedance change in cells is rela-

tively small yet similar between consecutive pulses for

interpulse delays less than 100 milliseconds.59

The impact of the number of consecutive pulses n has

been reported as an important factor in membrane conduc-

tance changes resulting from EP.4,29,63 We refer to the mea-

surement of the effect of the number of pulses on the cell’s

permeability, as the permeabilization efficiency DPmðniÞ is

defined as:

DPmðniÞ ¼
PmðtiÞ � Pmðtiþ1Þ

PmðtiÞ
; ð6Þ

where ti is the time at the initiation of the ith pulse and tiþ1 is the

initiation of the subsequent pulse in a series containing n alter-

nating polarity pulses of duration tp. Simulations were per-

formed using pulses generated by an external electric field

with an amplitude of 400 kV/m and varying the pulse number

from 1 to 1000 pulses with durations of 1 to 100 microseconds.

The relation between pulse number and permeability is given by

log10ðPmÞ ¼ f log10ðnÞ þ log10ðP0Þ; ð7Þ

where P0 is the membrane permeability generated by the first

pulse (Figure 6), as these lines are parallel and have a slope of

f ¼ 0:7 using propidium and under the conditions described in

part I. The central implication of this relationship is that know-

ing the permeability Pa generated by a single electrical pulse in

a series of alternating polarity pulses, the number of pulses

required to generate and equivalent permeability induced by

a second treatment with an equivalent applied electric field

strength may be estimated through the relation:

nfaPa ¼ nfbPb; ð8Þ

where na and nb are the numbers of alternating polarity pulses

in treatment a and b, respectively, Pa and Pb are the perme-

abilities after the first pulse of each treatment using constant

duration pulses (Figure 6B). This equation takes a similar form

to previous models describing equivalent pulse parameters.33,64

Although more quantitative measurements of membrane per-

meability are needed to validate this result, it could provide a

guide to designing future in vitro EP protocols.

Discussion

In the proposed model, normalization of the governing equa-

tions results in only 6 parameters: fa; b; d;Z; g; xg (Table 1).

g, x, and Z are the most readily measurable parameters in the

present model and have been well characterized and esti-

mated in previous literature.9,19,63 We emphasize that these

parameters describe the net rates of defect formation and

relaxation as an aggregate of the underlying mechanism that

contribute to membrane EP. a and b were fixed based on

previous estimates8,9,65,66 and do not correspond to physical

parameters but to net transition rates between porosity stages.

We varied d, which is also an aggregate simulation para-

meter, to fit our model to the experimental data set. Fitting

A B

Figure 6. Permeabilization efficiency decreases for each consecutive pulse delivered in a given series. A, Alternating polarity pulses increase

the normalized transmembrane potential (U ) and generate increasing membrane permeabilities Pm. U is driven by an electric field of E0 ¼ 400
kV/m comprising 1, 2, or 3 pulses, shown in magenta, green, and blue, respectively. Pm increases with each consecutive pulse, denoted by the

magenta, green, and blue dotted lines identifying the corresponding TMP. B, The increase in Pm upon removal of the last pulse in a train of n

alternating polarity pulses is shown as green dotted lines for 1-, 10-, and 100-microsecond long pulse durations (tp) with a 1-microsecond delay

(td) between consecutive pulses. The fractional increase in membrane permeability (DPm) between the falling edge of 2 such pulses decreases

linearly with nf , where f ¼ 0:7 shown as a blue solid line. d ¼ 1:0� 10�3 was fixed for both figures.
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our model in this way indicated a 3- to 5-fold difference in

the d for cells treated in the HEPES buffer over the cells

treated in SFDF or PBS (Figure 2). These data indicate that

the composition of the HEPES buffer impacts the rate at

which M is generated following EP, which is counterintuitive

when considering the model in terms of circuit theory. The

HEPES buffer has an electrical conductivity 10-fold lower

than PBS and SFDF and should result in a smaller Us.

Biochemically, there are 2 components in the HEPES buf-

fer—HEPES (10 mmol/L) and sucrose (250 mmol/L)—that

differentiate this buffer from PBS and SFDF. HEPES buffers

are commonly used for in vitro EP studies, as they maintain

cellular viability without the presence of calcium,67-69 and

the common use of HEPES buffers may suggest that this

buffer does not affect cellular EP. Additionally, cells

immersed in isosmotic sucrose-containing buffers, even in

the absence of HEPES, have been shown to uptake more

propidium than cells in buffers without sucrose.70

While the impact of HEPES buffers on EP appears to be

negligible, there is evidence that the inclusion of sucrose

affects cells as they are permeabilized. Sucrose is excluded

from electroporated membranes65 and has been shown to

result in the formation of blebs.71 Within the context of these

results, the large d our model predicts for the sucrose-

containing HEPES buffer may assist in expanding or stabiliz-

ing membrane defects. The membrane fraction in the

low-conductivity N stage could widen into the M stage to

more rapidly shunt the flow of water along the osmotic pres-

sure gradient and into the cell. In addition to the expansion

and stabilization of defects, the osmotic pressure gradient

could also deliver solutes, such as propidium, into the cell

more rapidly. Both of these effects may explain the increased

d for cells in HEPES. More investigation is required to further

characterize this mechanism, although explaining the specific

effects of the HEPES buffer on cellular permeabilization is

beyond the scope of the present work. This is an important

consideration for future studies and would be valuable to the

field of EP in general, but the focus of this work is developing

a phenomenological model that can be directly fit using

experimental data.

The flow of propidium and other small-molecule solutes

into the cell through the cell membrane following EP is the

result of both electrophoretic drift and diffusion along concen-

tration gradients. However, the flow of propidium into an elec-

troporated cell following the removal of the applied electric

field is largely due to diffusion through defects in the cell

membrane.72,73 Here, the defect population is divided into 2

subpopulations, N and M , which are treated in aggregate based

upon whether the defects permit propidium transport. Previous

reports have suggested subdividing the induced membrane por-

osity into diffusive and electrically conductive por-

tions,16,23,74,75 but these models have typically relied on the

incorporation of interface conditions in continuum models. In

our model, the dimensionality of the problem is collapsed to

yield average porosities for the whole membrane, rather than

addressing the generation, relaxation, and interconversion of

individual defects (Figure 1). Furthermore, removing this spa-

tial dependence allows our model to be solved using standard

ordinary differential equation solvers, enabling the simplified

spatial system to be readily incorporated as a material prop-

erty into larger systems.32 In the present model, this reduced

dimensionality was achieved through the use of dynamic por-

osities N and M16,23,75,76 rather than more conventional defect

numbers.77-80 The transport through the M stage then facil-

itates hindered diffusion of propidium into the cell and is

represented as an average over the whole cell, rather than at

each individual defect, giving rise to a dual-porosity model of

the cell membrane.25

While our 2-stage model is fit using single-pulse propidium

uptake data, further data sets should be considered in future

work, although our model is qualitatively consistent with pre-

vious reports. The electrical waveforms used to generate our

experimental data set comprised a single pulse with significant

ringing on the initiation and termination of each pulse. Due to

the ringing, the cells in the microdevice were exposed to a

much larger electric field strength during the first 100 nanose-

conds than during the remainder of the pulse. Furthermore, in

many experimental investigations, a voltage overshoot may

exist on the rising edge of each pulse, depending on the gen-

erator topology and experimental apparatus,55 which differs

from the idealized square pulses simulated in the present

model. Experimental investigations of pulse modulation have

found that a square pulse with 10% sinusoidal modulation var-

ied only slightly from an idealized square pulse,81 although a

90%-modulated pulse increased the permeabilized cell frac-

tion. By analogy, we expect that for the 10-, 100-, and 1000-

microsecond pulses, our experimental data would closely

approximate a square pulse. Experimental data from the

1-microsecond pulses could overpredict the EP threshold, as

the ringing in the applied pulse is of the order of the pulse

duration. Ultimately, little permeabilization occurred for pulses

<10 microseconds, and our model is able to phenomenologi-

cally reflect this observation.

Our 2-stage model can also be easily extended from a single

pulse to a series of alternating polarity pulses (Figure 6). Due to

the slow relaxation rate (Z) of the M stage (Figure 4), 2 con-

secutive pulses separated by � 100 milliseconds allow a neg-

ligible M to N relaxation prior to the start of a second pulse.

The membrane conductance, which most significantly depends

on N , is highly dynamic compared to the membrane perme-

ability to solutes, which depends on M (Figure 6A). This is

consistent with the relatively rapid recovery of the naive mem-

brane conductance observed in patch-clamp experiments.19.

However, the long-lived M stage results in a Pm appear to be

independent of td (Figure 6B).

At the removal of each consecutive pulse, Pm increases with

nf , where f ¼ 0:7 for up to one thousand 1- to 10-microsecond

pulses, regardless of the pulse duration (tp). In our simulations,

the electric field strength and duration of each pulse remains

constant and the pulse number is varied. Our model suggests

that 2 disparate series with different pulse durations and inter-

pulse delays generate equivalent permeabilities if the number

Sweeney et al 9



of pulses in each series satisfies Equation 8, suggesting that

permeability increases with increasing applied energy.82 These

data are consistent with previous reports that relate the electric

field intensity required to electroporate 50% of a population of

cells with the requisite pulse duration tpE2
0 ¼ k, where k is

constant.33,64 From Equation 8, our data suggest a modification

of this relationship ðsE2
0 tpnÞ

f / Pm, where the energy density

generated by a single pulse is combined with the diminishing

permeabilization efficiency for multiple pulses in a train.

Together, these observations are consistent with previous

experimental reports using series of long pulses of alternating

polarity pulses,63 although it is the first time membrane perme-

ability has been quantitatively related to the energy applied

through electrical pulses.

The repetition rate (1=ðtp þ tdÞ) has been observed to impact

the uptake of propidium. Repetition rates of 1 to 10 Hz induce

greater permeabilization than pulses delivered more rapidly.58,59

Delays of 1 and 4 microseconds have also been shown to pro-

duce relatively similar permeabilities with longer pulses of

equivalent total duration producing even larger permeabilities.63

In our model, the permeability is dependent only on the mem-

brane fraction in the M stage, which is a small fraction of the

total porous area (M þ N ). The N stage is formed more quickly

and relaxes more rapidly than the M stage. At longer interpulse

durations (on the order of several seconds), the membrane frac-

tion in the M stage begins to relax. If the cell membrane in the M
stage is allowed to partially relax between pulses, a lower aver-

age permeability is obtained over the course of the EP treatment.

To design optimal EP protocols, pulse durations must be long

enough to induce the largest membrane fraction in the M stage

while preventing its relaxation.

Our 2-stage lumped parameter model is presently limited

in scope by the data with which it has been validated, namely,

adherent cells cultured in vitro in a dispersed fashion using

the methods described in part I. For cells cultured in a

3-dimensional environment, we expect the parameter values

in our model would necessarily reflect changes in cell mor-

phology and physiology. For example, if a solute with a

larger molecular radius or charge was used, the parameters

in our model would necessarily change to reflect the ability

of each solute to travel through the membrane; the transport

of differently sized molecules with different charges will

inherently be different. Especially, with regard to the M to

N porosity stages, we expect that the parameters describing

these kinetics would vary greatly.83 Our present model is

only validated in vitro using propidium for cells that exist

far from the electrodes, which is consistent with the experi-

mental setup in the accompanying article. For cells near the

electrode contacts, other mechanisms of cell membrane dam-

age may dominate, and our model may not recapitulate

experimental observations.

Conclusion

Here, we present the second part of a 2-part report on in vitro EP.

In part I, we developed a method of quantitatively determining

molecular uptake and measuring membrane permeability for cells

in a microdevice using fluorescence microscopy. Here, in part II,

we develop and fit a computational model of small-molecule

transport into cells using only 6 parameters. We fit our model

using experimental data of propidium uptake following EP gath-

ered in part I. When extended to multiple bipolar pulses, our

model corroborates previous experimental reports and suggests

a relationship that defines the pulse number required to obtain

equivalent molecular uptake between disparate EP schemes.

Appendix A

Derivation of Circuit Model

Enforcing current continuity across the membrane gives:

smemE � Em
qE
qt

� �
� n jG ¼ 0; ð9Þ

where E is the electric field in the source-free membrane

interior, Em is the permittivity of the cell membrane G. The

radial component of the electric field has the form

E � n ¼ E0½ðAþ Br�3Þcos j�, where E0 is the electric field

strength of the homogenous electric field, if it were undisrupted

by the immersed spherical cell.73 Let smem be the membrane

conductivity, sint be the conductivity of the cell interior, and

sext be the extracellular conductivity. The electric current I
through the membrane surface of a spherical cell with outer

radius r, membrane thickness h, and permittivity Em is given by

I ¼ � p2r2ð6r � 1Þ
2h

smemE0 � Em
qE0

qt

� �
; ð10Þ

where A ¼ �1=ð2hÞ, B ¼ 3r4=h for h << r, smem << sint,

and smem << sext. By definition, the radially defined electric

field is E0 ¼ �du=dr. This allows the electric current between

the inside of the cell and the outside of the cell to be integrated

to yield

Em
qUm

qt
¼ sexthE0 � smemUm; ð11Þ

where Um ¼ uint � uext, and for a spherical conductor,

I ¼ 4prðr � hÞsextE0, where h < r. Two paths were consid-

ered for the transmembrane conduction current: through the

naive membrane fraction 1�M � N and through porous frac-

tion M þ N such that, smem ¼ smð1�M � NÞ þ spðM þ NÞ,
where smem is the effective ionic conductance of the cell mem-

brane, sm is the conductance of the naive membrane fraction,

and sp is the conductance of the porous fraction. Splitting the

conductance in this manner yields,

qU
qt
¼ Is � U

�
1þ gðM þ NÞ

�
; ð12Þ

where U ¼ Um=U0, Um is the non-normalized TMP and U0 is

the electrostatic potential threshold voltage, tRC ¼ Em=sm, the

source term relating applied electric field to the
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induced transmembrane voltage is Is ¼ tRCsexthE0=ðU0EÞ,
g ¼ ðsp � smÞ=sm, and sext is the conductivity of the exter-

nal buffer.

Appendix B

Steady State Analysis

In order to determine the model’s steady states, the time deri-

vatives in Equations 1 to 4 were set to 0. Furthermore, because

Is is delivered as a pulse, conditions at the time after its removal

are considered as the initial conditions for a source-free system.

This yields the linear system

0 ¼ Is � U
�
1þ gðN þMÞ

�
: ð13Þ

0 ¼ aU2 � dU2N � bN þ ZM ; ð14Þ
0 ¼ dU 2N � ZM ; ð15Þ
0 ¼ xMð1� X Þ; ð16Þ

Six possible steady states arise from this system, but the

domain constraints M � 0 and N � 0 only permit 2 steady

states that reflect the reality:

ðN1;M1;X1;U1Þ ¼ ð0; 0; 0; 0Þ; ð17Þ
ðN2;M2;X2;U2Þ ¼ ð0; 0; 1; 0Þ: ð18Þ

To determine the stability of these steady states, all the

eigenvalues of the Jacobian must have negative real parts. The

Jacobian of Equations 1 to 4 with Is ¼ 0 is

J ¼
�dU2 � b Z 0 2Uða� dNÞ

dU 2 �Z 0 2dUN
0 xð1� X Þ �xM 0
�gU �gU 0 �gðN þMÞ � 1

2
664

3
775:

ð19Þ

The eigenvalues are given at steady states by

detðJ js� l̂IÞ ¼ 0, where l̂ are the eigenvalues and I is the

identity matrix. This yields the same characteristic equations for

both steady states with eigenvalues of l̂ 2 f�1; 0;�b;�Zg.
l̂ ¼ 0 arises from Equation 15, which contains the only appear-

ance of X and its first derivative and has no bearing on any of the

other equations in the model. Because this coupling of M to X is

unidirectional, Equation 15 and derivatives with respect to X
were removed from J . l̂ was recalculated and yielded

l̂ 2 f�1;�b;�Zg. In this case, all of the real parts of the

eigenvalues are negative and therefore the postpulse system

coupling N , M , and U is asymptotically stable.
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Equivalent pulse parameters for electroporation. IEEE Trans

Biomed Eng. 2011;58(11):3279-3288.

65. Kinosita KJ, Tsong TY. Formation and resealing of pores of

controlled sizes in human erythrocyte membrane. Nature. 1977;

268(4):438-441.

66. Demiryurek Y, Nickaeen M, Zheng M, et al. Transport, resealing, and

re-poration dynamics of two-pulse electroporation-mediated molecu-

lar delivery. Biochim Biophys Acta. 2015;1848(8):1706-1714.

67. Frandsen SK, Gissel H, Hojman P, Eriksen J, Gehl J. Calcium

electroporation in three cell lines: a comparison of bleomycin and

calcium, calcium compounds, and pulsing conditions. Biochim

Biophys Acta. 2014;1840(3):1204-1208.

68. Cantu JC, Tarango M, Beier HT, Ibey BL. The biological

response of cells to nanosecond pulsed electric fields is dependent

on plasma membrane cholesterol. Biochim Biophys Acta. 2016;

1858(11):2636-2646.

69. Wasson EM, Ivey JW, Verbridge S, Davalos RV. The feasibility

of enhancing susceptibility of glioblastoma cells to IRE using a

calcium adjuvant. Ann Biomed Eng. 2017;45(11):2535-2547.

70. Dermol J, Pakhomova ON, Pakhomov AG, Miklavčič D. Cell
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