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Abstract
Background: Procedural and reporting guidelines are crucial in framing scientific practices and communications among researchers and the 
broader community. These guidelines aim to ensure transparency, reproducibility, and reliability in scientific research. Despite several methodo
logical frameworks proposed by various initiatives to foster reproducibility, challenges such as data leakage and reproducibility remain prevalent. 
Recent studies have highlighted the transformative potential of incorporating the FAIR (Findable, Accessible, Interoperable, and Reusable) 
principles into workflows, particularly in contexts like software and machine learning model development, to promote open science.
Objective: This study aims to introduce a comprehensive framework, designed to calibrate existing reporting guidelines against the FAIR princi
ples. The goal is to enhance reproducibility and promote open science by integrating these principles into the scientific reporting process.
Methods: We employed the “Best fit” framework synthesis approach which involves systematically reviewing and synthesizing existing frame
works and guidelines to identify best practices and gaps. We then proposed a series of defined workflows to align reporting guidelines with 
FAIR principles. A use case was developed to demonstrate the practical application of the framework.
Results: The integration of FAIR principles with established reporting guidelines through the framework effectively bridges the gap between 
FAIR metrics and traditional reporting standards. The framework provides a structured approach to enhance the findability, accessibility, intero
perability, and reusability of scientific data and outputs. The use case demonstrated the practical benefits of the framework, showing improved 
data management and reporting practices.
Discussion: The framework addresses critical challenges in scientific research, such as data leakage and reproducibility issues. By embedding FAIR prin
ciples into reporting guidelines, the framework ensures that scientific outputs are more transparent, reliable, and reusable. This integration not only bene
fits researchers by improving data management practices but also enhances the overall scientific process by promoting open science and collaboration.
Conclusion: The proposed framework successfully combines FAIR principles with reporting guidelines, offering a robust solution to enhance 
reproducibility and open science. This framework can be applied across various contexts, including software and machine learning model devel
opment stages, to foster a more transparent and collaborative scientific environment.

Lay Summary
This brief communication addresses the need for clear and trustworthy reporting in Artificial Intelligence (AI) research, particularly in healthcare. 
As AI continues to evolve, ensuring that research findings are transparent and reproducible is important. Current reporting practices often fall 
short, leading to overly optimistic claims about AI models. To tackle this issue, we propose a new framework that aligns existing reporting guide
lines with the FAIR (Findable, Accessible, Interoperable, and Reusable) principles. Our proposed framework aims to enhance the clarity and reli
ability of AI research by integrating these principles into the reporting process without changing the core content of the reporting guidelines. We 
developed this framework through literature review and iterative feedback from experts. The result is a set of defined steps for calibrating report
ing guidelines, demonstrated through a use case. By harmonizing reporting standards with FAIR principles, our framework not only improves the 
management and sharing of research data but also fosters a culture of collaboration and shared knowledge across various fields.
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Introduction
The dynamic landscape of Artificial Intelligence (AI) requires 
transparency, trustworthiness, and reproducibility of research 
outcomes.1 In the pursuit of fostering reproducibility, several 
methodological frameworks have already been designed.2–4

Procedural and reporting guidelines frame the process of scien
tific practices and communications among researchers and the 
community at large. Nevertheless, recent studies indicate that 
leakage and reproducibility in AI-based studies resulted in 
overoptimistic conclusions and sometimes “super heroic” 
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presentations of AI models.5–7 Good scientific practice 
demands that key steps in the data pre-processing, model 
development and curation, validation and deployment strat
egies should be reported.8

Reporting guidelines for AI-related studies in the healthcare 
context should be designed to mitigate the aforementioned 
reporting gap by facilitating transparency and reproducibility. 
While it is unrealistic to aim for a gold standard guideline that 
works for all contexts including specific domains and study 
designs,9 recent studies have shown the transforming potential 
of incorporating the FAIR (Findable, Accessible, Interoperable 
and Reusable) principles10 in the work-flow of AI model devel
opment and reporting stages.11,12

In this paper, we introduce a framework to calibrate 
reporting guidelines against the FAIR principles, thereby 
enhancing reproducibility. The term “Calibration” in this 
context refers to a harmonization of reporting guidelines 
with the FAIR principles without altering the nature and con
tent of the guidelines. The proposed framework resourcefully 
integrates established guidelines with the FAIR principles, 
leading to the creation of a calibrated reporting guideline that 
considers domain-specific FAIR indicators13 for AI research. 
Ultimately, the proposed framework presents a holistic solu
tion that transcends disciplinary boundaries. We believe that 
the calibrated guidelines contribute to an improved culture of 
shared knowledge.

Methods
The framework for calibration was developed by adapting 
the “Best fit” framework synthesis approach.14 This 
approach identifies and selects existing relevant frameworks 
and adapts or merges them to form a new framework appli
cable to the intended research purpose. Thus, the approach 
enables researchers to take advantages of the strengths of 

existing frameworks while tailoring them to accommodate 
the most recent advances in the field.

To refine and optimize our approaches, we engaged in iter
ative process of improvement, incorporating feedback/ 
insights from preliminary analyses and regular communica
tions. This iterative approach enabled us to continuously 
enhance the robustness, precision, and reliability of our pro
posed method of FAIR calibration.

Results
The result is a series of defined workflow steps for calibration 
and a use case to demonstrate its applicability. Calibrating 
reporting guidelines is imperative to develop a tailored solu
tion, to improve efficiency (using already available sources to 
address the gap of one guideline with the other instead of 
developing ab initio) and to bridge the disciplinary gap by 
combining components from different guidelines. The work- 
flow to develop the calibrated reporting guideline is repre
sented in Figure 1.

Stage 1: identification of reporting guideline and 
FAIR assessment tool
The starting point in the calibration process is the reporting 
guideline, which is defined as a minimum checklist containing 
relevant items to validate studies’ readability, reproducibility 
and reliability.15 If the reporting guideline is not already iden
tified by the researcher, the identification process should 
involve a systematic search of the guidelines using appropri
ate keywords and databases/sources. After carefully selecting 
the available guidelines (based on the inclusion and exclusion 
criteria set by the researcher prior to the search), a compre
hensive evaluation needs to be commenced to select the most 
appropriate guideline. The comparison of identified guide
lines can be made in terms of quality, objective, popularity or 

Figure 1. Diagrammatic representation of the stages for calibrating the existing reporting guidelines with the FAIR principles.
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specific goal. For example, the AGREE II (Appraisal of 
Guidelines, Research and Evaluation) tool can be used to 
assess the quality of clinical practice guidelines.16,17 It was 
developed by experts to evaluate methodological quality 
guidelines using six domains (scope and purpose, stakeholder 
involvement, rigour of development, clarity of presentation, 
applicability and editorial independence) of guideline quality 
assessment metrics.18 The PRISMA flowchart is recom
mended to document the search results, reasons of inclusion 
and exclusion, number of studies and sources.19

The FAIR assessment tool is another major component of 
this workflow. Several FAIR assessment metrics have been 
proposed by different FAIR initiatives striving to improve and 
assess the FAIRness of resources (https://fairassist.org/#!/). 
Hence, multiple options for FAIR evaluation are available, and 
researchers should invest the required time and effort to select 
the most appropriate metrics for their research objectives.

Use case: We demonstrate the applicability of our frame
work with a concrete use case, generating a FAIR calibrated 
reporting guideline for clinical trials that involves interven
tions with an AI component. Initially, we conduct a system
atic search and quality assessment to identify the most 
appropriate reporting guideline and FAIR assessment tool.20

For demonstration purposes, we selected the Consolidated 
Standards of Reporting Trials-Artificial Intelligence extension 
(CONSORT-AI)21 guideline and the Research Data Alliance 
(RDA) FAIR Data Maturity Model.22 CONSORT-AI is one 
of the widely used and high-quality reporting guidelines with 
25 core items and 14 sub-specific items. The RDA FAIR 
Maturity Model evaluates compliance with each FAIR princi
ple through one or more indicators. Each indicator is associ
ated with an impact level (essential, important, or useful) and 
indicators target both project data and associated meta
data.22 The RDA FAIR Data Maturity Model describes 41 
data and metadata indicators with detailed description in 
relation to the FAIR principles with details of how each indi
cator is assessed.22

Stage 2: thematizing and mapping the guideline
The chosen guideline should be separated into its key compo
nents such as title and abstract, introduction, methods, 
results, discussion, conclusion, funding, supplementary mate
rials, appendices and references.

Similarly, the elements of the FAIR metric need to be bro
ken down into the four core components: findability (F), 
accessibility (A), interoperability (I), and reusability (R). All 
the FAIR indicator/metrics should be listed together with a 
detailed description of (1) what is being assessed and (2) how 
it is measured.

Use case: At this stage, we identify the elements from both 
the reporting guideline corresponding to each principle. For 
CONSORT-AI, we list all the 51 items along with their 
descriptions and means of assessment. Similarly, we list all 
the metrics elements of RDA FAIR indicators along with their 
description and method of assessment.

Stage 3: FAIR calibration
After clearly identifying the key components, the next step is 
the FAIR calibration, which refers to the systematic mapping 
of commonalities and complementarities between the FAIR 
principles and the identified reporting guideline. A core step 
here is to thoroughly evaluate the alignment of the selected 
reporting guidelines and the FAIR principles. The “Best Fit” 

framework synthesis method facilitates the evaluation of the 
alignment and the development of a new component to incor
porate the non-aligning components.23 To do so, a profound 
understanding of the FAIR metrics and the identified guide
line is required. To ensure a transparent and robust calibra
tion, we recommend a series of workshops involving a 
diverse group of experts in guidelines and specialists in FAIR 
principles within the context of machine learning and 
research software. These workshops will provid a collabora
tive environment for in-depth discussions and evaluations of 
the various guidelines.

Furthermore, these workshops facilitate continuous feed
back, enabling the expert group to refine the calibration out
put after each session. Throughout the process, a meticulous 
documentation of the discussions, decisions made, and the 
rationale for including or excluding specific components of the 
guideline is highly recommended. This documentation serves 
as a transparent record of the calibration process, allowing 
users to trace the provenance back to the original guidelines. 
Finally, a consensus-building review session is required to vali
date the findings, ensuring that the final recommendations 
reflect a collective agreement among the experts.

Use case: After clearly identifying the elements of both 
RDA FAIR Indicators and CONSORT-AI items, we then 
identify commonalities and complementarities. For example, 
item 23 of CONSORT-AI smoothly align with Findability 
indicators in RDA FAIR indicators (F101M, F102M, 
F301M, F303M, F401M). These indicators emphasize the 
importance of making data and metadata easily discoverable, 
which is crucial for fostering reproducibility and trust. Based 
on this evaluation, we suggest a solution to calibrate the inte
gration of these frameworks, ensuring that the strengths of 
both the RDA FAIR indicators and CONSORT-AI items are 
leveraged effectively. The possible calibration method could 
be rephrasing items to incorporate elements of FAIR princi
ples or adding additional subitems. For instance, Item 
CONSORT-AI 25 Extension (“State whether and how the AI 
intervention and/or its code can be accessed, including any 
restrictions to access or re-use”) could be more enriched by 
adding sub items and detailed elaboration document specific 
to datasets and code (example: 25a: Information about AI 
intervention source code access condition (restricted access, 
open access, closed access), 25b: Access protocol information 
that describes the actions to be taken (if not open access), 
25b1: Does the access protocol supports authentication and 
authorisation?). It is also important to note that some items 
might not align or map to any FAIR indicators. For example, 
items under randomization section in CONSORT AI (such as 
6a-12b) does not align with any of the FAIR principles which 
means they are unique items for the reporting guideline. In 
this case the item should be kept for the next stage of the cali
bration process.

Such an evaluation not only provides valuable input for 
developing a calibrated integrated framework but also con
tributes to the ongoing discourse on best practices in AI 
research and data management.

Stage 4: validation
To ensure the validity and effectiveness of the calibrated 
reporting guidelines, a rigorous validation process should be 
conducted. A panel of inter-disciplinary experts in AI 
research, ethics, and reproducibility should be convened. 
The guideline, along with its integrated FAIR principles, 
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should be presented to the expert panel for review and 
amendments should be done in iterative manner. The experts 
should also evaluate the alignment of guidelines with FAIR 
principles, identify potential conflicts, and suggest refine
ments. The refined and validated reporting guideline should 
be disseminated for further refinement and implementation.  
Figure 2 shows the process of calibrating reporting guidelines 
with FAIR principles.

Use case: After having the FAIR calibrated reporting guide
line, we then invite experts to comment on the proposed report
ing guideline to make sure that elements of both the reporting 
guideline and FAIR principles are harmonized. Further, we plan 
disseminating the calibrated guideline through workshops, pub
lication and other scientific communication to obtain additional 
suggestions and to achieve community consensus.

Expected challenges
Calibrating reporting guidelines with FAIR principles 
presents several expected challenges that must be addressed 
to ensure a successful integration. The first one is the com
plexity of aligning these frameworks, as some items may not 
have clear counterparts, complicating the integration effort. 
Variability in interpretation among stakeholders could also 
lead to inconsistencies in application. Furthermore, the cali
bration might increase the number of items in the original 
reporting guideline which might affect it usability as research
ers and potential users of the reporting guidelines prefer a 
comprehensive and likely shorter list of items. Thus, the cali
bration effort should be carefully managed to strike a balance 
between comprehensiveness and usability.

Discussion
The FAIR guiding principles presents a broad scheme that 
aims to make data and metadata findable, accessible, intero
perable and reusable by both humans and machines.10

It plays a substantial role in the path to effective data stew
ardship. In this age of information abundance, embracing the 
FAIR principles is not merely a choice, but a necessity, as 
they empower us to shape our data-driven aspirations into a 
vivid reality of innovation and progress.

Different approaches of integrating the FAIR principles in 
reporting AI interventions have been proposed by researchers 
in various domains.12,24 Mobilizing FAIR communities and 
advocating data/digital object sharing has been the main stra
tegic endeavor. FAIR by itself is not a goal but rather a proc
ess leading to open science and reproducible scientific 
practice. As the FAIR principles are relatively recently 
adopted in research, there is a transitional challenge in adapt
ing and following them. This is mainly due to the decentral
ized definitions of what constitutes FAIR for AI models and 
other digital objects.12 Circling around the four principles of 
FAIR, different suggestions were made by researchers.1,24–26

However, in medical and epidemiological domains, follow
ing these suggestions become less practical. For example, in 
order to publish the result of an observational study con
ducted on predicting factors of “x” disease using “y” algo
rithm on a population of “z”, researchers should follow the 
STORBE (Strengthening the Reporting of Observational 
studies in Epidemiology) reporting guideline,27 which struc
tures reporting the important elements of the study. Thus, the 
reviewers and academic editors have a common stance 
whether the study followed the appropriate methodology and 
reported the results based on the predefined expectations 
from observational studies. To accommodate the FAIR shar
ing of models and data, the authors have to go beyond the 
journals’ predefined expected requirements which usually is 
ignored and leads to potentially irreproducible results. This is 
not unique for observational studies but also clinical trials 
and other experimental studies that involves AI interventions.

To mitigate this, we suggest calibration of existing report
ing guidelines with FAIR principles. Here, we introduced a 
structured flow for mapping reporting guideline to FAIR 
principles. This mapping facilitates a transparent alignment 
between the guidelines’ recommendations and the FAIR prin
ciples. In this way, we can integrate FAIR sharing practice in 
research methodologies that involve AI interventions and 
harness the benefits of open science in the long run.28 The 
argument here is that instead of developing additional report
ing guidelines, we should tune the already available ones to 
adapt the recent changes in the field.

Figure 2. The FAIR calibration process of reporting guidelines. Identification of the FAIR assessment tool and reporting guideline can be performed in 
parallel. Similarly, the quality and relevance assessment of the identified guideline and FAIR assessment tool also can be done in parallel or one after the 
other. The colours differentiate FAIR assessment tool (purple), reporting guideline (yellow), process/activities (green) and the iterative update task (blue).
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The current work achieves an important first milestone in 
describing the core steps in calibrating guidelines with FAIR 
principles. It is part of an ongoing research effort aiming to inte
grate FAIR principles in reporting guidelines. We further plan to 
expand upon these initial findings and implement the calibration 
framework for several reporting guidelines. Through these 
efforts, we believe that the calibrated guidelines contribute to an 
improved culture toward open and reproducible science.

Conclusion
Our work lay the foundation for a novel approach to advanc
ing reproducibility in AI research. By integrating FAIR princi
ples with established reporting guidelines, the proposed 
tuning frame bridges the gap in accommodating both FAIR 
metrics and reporting frameworks and benefits from advan
tages of both major integrated components.
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