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ABSTRACT

Introduction: Cohen’s kappa is often used to quantify the
agreement between two pathologists. Nevertheless, a high
prevalence of the feature of interest can lead to seemingly
paradoxical results, such as low Cohen’s kappa values
despite high “observed agreement.” Here, we investigate
Cohen’s kappa using data from histologic subtyping
assessment of lung adenocarcinomas and introduce
alternative measures that can overcome this “kappa
paradox.”

Methods: A total of 50 frozen sections from stage I lung
adenocarcinomas less than or equal to 3 cm in size were
independently reviewed by two pathologists to determine
the absence or presence of five histologic patterns (lepidic,
papillary, acinar, micropapillary, solid). For each pattern,
observed agreement (proportion of cases with concordant
“absent” or “present” ratings) and Cohen’s kappa were
calculated, along with Gwet’s AC1.

Results: The prevalence of any amount of the histologic
patterns ranged from 42% (solid) to 97% (acinar). On the
basis of Cohen’s kappa, there was substantial agreement
for four of the five patterns (lepidic, 0.65; papillary, 0.67;
micropapillary, 0.64; solid, 0.61). Acinar had the lowest
Cohen’s kappa (0.43, moderate agreement), despite hav-
ing the highest observed agreement (88%). In contrast,
Gwet’s AC1 values were close to or higher than Cohen’s
kappa across patterns (lepidic, 0.64; papillary, 0.69;
micropapillary, 0.71; solid, 0.73; acinar, 0.85). The pro-
portion of positive versus negative agreement was 93%
versus 50% for acinar.
Conclusions: Given the dependence of Cohen’s kappa on
feature prevalence, interrater agreement studies should
include complementary indices such as Gwet’s AC1 and
proportions of specific agreement, especially in settings
with a high prevalence of the feature of interest.

� 2024 The Authors. Published by Elsevier Inc. on behalf of
the International Association for the Study of Lung Cancer.
This is an open access article under the CC BY-NC-ND li-
cense (http://creativecommons.org/licenses/by-nc-nd/
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Introduction
Interrater agreement and reliability are key metrics to

determine the reproducibility of diagnoses, immunohis-
tochemical results, and other test results such as molec-
ular assays in surgical pathology. If two pathologists can
reliably apply a criterion or tool to make the same
assessment on the same specimen, the interrater agree-
ment will be high and can serve as evidence of reliable
ratings. If the ratings are highly discordant, then either the
tool is not useful or the raters require additional training.
The statistical measure most widely used to quantify the
agreement between pathologists is Cohen’s kappa.1

Cohen’s kappa reflects the agreement beyond that which
occurs by chance (i.e., chance corrected). Despite its
popularity, Cohen’s kappa has been found to produce
paradoxical results under certain circumstances.2,3 Para-
doxical results occur when a high level of agreement is
accompanied by a low kappa value, leading to seemingly
counterintuitive conclusions. In the present study, we
review Cohen’s kappa statistic and assess its limitations
using data from a published study of surgical pathology in
lung cancer. We provide practical recommendations and
propose alternative measures of agreement for future
studies of interrater agreement.
Materials and Methods
Patient Data and Study Design

The present study uses data from a surgical pathol-
ogy study by Yeh et al.4 that focused on stage I lung
adenocarcinomas less than or equal to 3 cm in size.
Details regarding patient selection, study methods, and
evaluation of surgical specimens are reported in the
previous study.4 Data were collected under a protocol
(IRB 17-630) approved by the Institutional Review
Board at Memorial Sloan Kettering Cancer Center, which
included a waiver of informed consent.

In brief, patients with lung adenocarcinoma less than
or equal to 3 cm in size who underwent surgical resec-
tion from 1995 to 2009 were identified from the pro-
spectively curated Memorial Sloan Kettering Cancer
Center Thoracic Service database. Original permanent
and frozen section slides were available for a cohort of
361 patients. By analyzing various subsets of the 361-
patient cohort, Yeh et al.4 investigated the strengths and
limitations of frozen sections for the accurate identifi-
cation of prognostically important histologic features. In
particular, a subset of 50 patients was randomly selected
from the full cohort of 361 patients and independently
reviewed by three pathologists to determine the pres-
ence or absence of lepidic, acinar, papillary, micro-
papillary, and solid patterns on frozen sections.4,5

The present study uses data from this same set of 50
frozen sections. For the purpose of illustration, we use
the ratings from two (instead of three) pathologists. On
the basis of these ratings, various agreement measures
are presented, which are as follows: “observed agree-
ment” (the proportion of cases with the same ratings
from both raters), “chance agreement” (the probability of
two raters agreeing by random chance), and “chance-
corrected agreement” (agreement metrics that adjust for
chance agreement, such as Cohen’s kappa and Gwet’s
AC1).

Cohen’s Kappa
The equation for Cohen’s kappa is presented in

Figure 1. Cohen’s kappa ranges from 0 to 1, where higher
values indicate greater interrater agreement. The degree
of agreement is conventionally categorized as poor
(kappa � 0.20), fair (0.21 � kappa � 0.40), moderate
(0.41� kappa� 0.60), substantial (0.61� kappa� 0.80),
and almost perfect (0.81 � kappa � 1.00).6

Gwet’s AC1
Gwet’s AC1 is calculated using the formula presented

in Figure 1. Similar to Cohen’s kappa, Gwet’s AC1 at-
tempts to remove the chance agreement from the
observed agreement, using the same structure of
(observed agreement – chance agreement) / (1 – chance
agreement).

Positive and Negative Agreement
The proportion of specific agreement includes two

separate indices, Ppos (positive agreement) and Pneg
(negative agreement). Ppos refers to the proportion of
cases that were classified as positive (i.e., the feature of
interest is present) among the average number of posi-
tive ratings between the two pathologists, whereas Pneg
refers to the average proportional negative agreement.
In accordance with the notations in Figure 1, the number
of positive readings is Aþ for rater A and Bþ for rater B.
Hence, positive agreement is calculated as Ppos ¼
a = ½ðAþ þBþÞ = 2�, and negative agreement is calculated
as Pneg ¼ d = ½ðA� þB�Þ = 2�.

Statistical Analysis
Patient characteristics are summarized as frequency

and percentage for categorical variables and as median
(25th–75th percentiles) for continuous variables. On the
basis of the “absent” or “present” ratings across the 50
frozen sections for each histologic pattern, we calculated
the observed agreement between the two pathologists,
Cohen’s kappa, and Gwet’s AC1. We also derived the
observed proportion of positive and negative agreement
ðPpos : PnegÞ. In addition, we determined the prevalence
of each pattern (prevalence of the feature of interest) on
the basis of the proportion of cases with the feature



Figure 1. Calculation of chance-corrected agreement (Cohen’s kappa and Gwet’s AC1 statistics) on the basis of observed and
chance agreement.
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present in the full cohort.4 Observed agreement, Cohen’s
kappa, and Gwet’s AC1 were calculated using the
immer7,8 and epiR9 packages in R (version 4.1.2, R Cor-
poration, Vienna, Austria). For comparison, we present
two additional alternative agreement metrics, which are
as follows: Aickin’s a10 and B statistic11 from the
immer7,8 and vcd12 packages in R.
Results
Clinicopathologic Characteristics of the Patients

The characteristics of the 50 included patients are
summarized in Table 1. On the basis of the full cohort of
361 patients previously reported by Yeh et al.,4 the
prevalence of each pattern (prevalence of the feature of
interest) ranged from 42% for solid pattern to 97% for
acinar pattern (Table 2).
Table 1. Patient Characteristics (N ¼ 50)

Characteristics
Median (25th–75th
Percentile) or n (%)

Age at surgery, y 66 (60–73)
Sex

Female 28 (56)
Male 22 (44)

Pathologic stage
1A 49 (98)
1B 1 (2.0)
Interrater Agreement for the Presence of
Histologic Patterns Using Frozen Sections

The observed agreement between the two patholo-
gists was high across all five histologic patterns, ranging
from 82% for lepidic pattern to 84% for acinar pattern
(Table 2).

The conventional approach (i.e., using Cohen’s kappa)
indicated substantial agreement for four of the five his-
tologic patterns (kappa: lepidic, 0.65; papillary, 0.67;
micropapillary, 0.64; solid, 0.61). The lowest Cohen’s
kappa was 0.43, for acinar pattern, which corresponds to
moderate agreement.
Gwet’s AC1 values were close to or higher than
Cohen’s kappa across all five patterns (Gwet’s AC1:
lepidic, 0.64; papillary, 0.69; micropapillary, 0.71; solid,
0.73). In particular, Gwet’s AC1 for acinar pattern (0.85)
was the highest across all five patterns. Although not the
focus of the current study, B statistics and Aickin’s a

were similar to Gwet’s AC1 except for acinar and
micropapillary, in which Aickin’s a values were in be-
tween Cohen’s kappa and Gwet’s AC1.
Influence of the Prevalence of the Feature of
Interest on Interrater Agreement

The prevalence of each histologic pattern is pre-
sented in Table 2. For the four patterns with a Cohen’s
kappa greater than 0.6 (lepidic, papillary, micropapillary,
and solid), the prevalence of any amount of each pattern
was between 42% and 75%; for the pattern with the
lowest Cohen’s kappa (acinar; Cohen’s kappa, 0.43), the
prevalence was 97%.



Ta
bl
e
2
.
In
te
ro
bs
er
ve

r
A
gr
ee

m
en

t
Be

tw
ee

n
Tw

o
Pa

th
ol
og

is
ts

fo
r
th
e
Pr
es
en

ce
or

A
bs
en

ce
of

H
is
to
lo
gi
c
Pa

tt
er
ns

U
si
ng

Fr
oz
en

Se
ct
io
ns

Fe
at
ur
es

Ra
ti
ng

s
by

Tw
o

Pa
th
ol
og

is
ts

O
bs
er
ve

d
A
gr
ee

m
en

t,
%

C
oh

en
’s

Ka
pp

a
Pr
ev

al
en

ce
of

Fe
at
ur
e,

a
%

P p
os

(9
5%

C
I)
b

P n
eg

(9
5%

C
I)
b

G
w
et
’s
A
C
1

B
St
at
is
ti
c

A
ic
ki
n’
s
a

Le
pi
di
c

Pr
es
en

t
A
bs
en

t
82

0.
65

69
80

(6
4–
90

)
84

(7
1–
92

)
0.
64

0.
70

0.
78

Pr
es
en

t
18

9
Ab

se
nt

0
23

A
ci
na

r
Pr
es
en

t
A
bs
en

t
88

0.
43

97
93

(8
6–
97

)
50

(1
7–
78

)
0.
85

0.
86

0.
66

Pr
es
en

t
41

2
Ab

se
nt

4
3

Pa
pi
ll
ar
y

Pr
es
en

t
A
bs
en

t
84

0.
67

75
80

(6
3–
90

)
87

(7
5–
94

)
0.
69

0.
73

0.
73

Pr
es
en

t
16

7
Ab

se
nt

1
26

M
ic
ro
pa

pi
ll
ar
y

Pr
es
en

t
A
bs
en

t
84

0.
64

47
76

(5
7–
89

)
88

(7
7–
94

)
0.
71

0.
73

0.
67

Pr
es
en

t
13

4
Ab

se
nt

4
29

So
lid

Pr
es
en

t
A
bs
en

t
84

0.
61

42
71

(4
9–
86

)
89

(7
9–
95

)
0.
73

0.
76

0.
72

Pr
es
en

t
10

7
Ab

se
nt

1
32

C
I,
co

nfi
de

nc
e
in
te
rv
al
;
P n

eg
,
ne

ga
ti
ve

ag
re
em

en
t;

P p
os
,
po

si
ti
ve

ag
re
em

en
t.

a
Th

e
pr
ev

al
en

ce
of

th
e
fe
at
ur
e
w
as

de
ri
ve

d
fr
om

th
e
fu
ll
co

ho
rt

of
36

1
pa

ti
en

ts
fr
om

th
e
st
ud

y
fr
om

Ye
h
et

al
.4

b
Th

e
95

%
C
Is

ar
ou

nd
P p

os
an

d
P n

eg
re
fl
ec

t
Ba

ye
si
an

in
te
rv
al
s
w
it
h
Be

ta
(1
,1
)
pr
io
r.

4 Tan et al JTO Clinical and Research Reports Vol. 5 No. 1
The details for solid pattern versus acinar pattern
illustrate the influence of the prevalence of the feature of
interest on interrater agreement. The prevalence of solid
pattern was 42%, and the observed agreement between
the two pathologists was 84%. Cohen’s kappa resulted in
a chance-corrected agreement of 0.61, similar to Gwet’s
AC1 of 0.73. In contrast, the prevalence of acinar pattern
was 97%. Even with a high observed agreement of 88%
between the two pathologists, Cohen’s kappa was 0.43,
compared with Gwet’s AC1 of 0.85 (which was closer to
the observed agreement).
Distinguishing Between Positive and Negative
Agreement

When lepidic pattern was assessed, the average
number of “present” and “absent” ratings was 22.5 and
27.5 of 50 cases, respectively. Hence, the proportion of
“present” ratings that were concordant between the two
pathologists (Ppos) was 80% (18 of 22.5), and the pro-
portion of “absent” ratings that were concordant (Pneg)
was 84% (23 of 27.5). High Ppos and Pneg values were
similarly observed for papillary, micropapillary, and
solid patterns.

In contrast, when acinar pattern was assessed, the
average number of “present” and “absent” ratings was
44 and six of 50 cases, respectively, reflecting a high
prevalence of the pattern. The six discordant ratings
resulted in Ppos of 93% (41 of 44) and Pneg of 50% (three
of six). This implies that, in practice, if one pathologist
rates the case as “absent” for acinar pattern, it may be
worthwhile to obtain the opinion of a second pathologist.
In the case of a “present” rating, however, the probability
that the second pathologist agrees is 93%.

Discussion
Cohen’s kappa is routinely used to determine inter-

rater agreement between two raters. The primary idea
underlying Cohen’s kappa is that part of the observed
agreement between two raters is attributable to
chance—that is, that the two raters agree (whether the
feature of interest is present or absent) simply because
of chance. Cohen’s kappa adjusts for this chance agree-
ment to derive a chance-corrected agreement. Two ex-
amples using data from the study population are
provided subsequently to illustrate the potential limita-
tions of Cohen’s kappa.

In example 1, pathologist A and pathologist B agree
with each other on 16 of 20 frozen section slides. On 15
of the 16 slides, both pathologists observed the feature
of interest, and on one slide, both pathologists did not
observe the feature of interest (Fig. 2; example 1).
Therefore, the observed agreement is as follows: (15 þ
1) / 20 ¼ 0.8. Nevertheless, pathologist A may have



Pathologist B
Present Absent Total

Pathologist 
A

Present 15 2 17
Absent 2 1 3
Total 17 3 20

Pathologist B
Present Absent Total

Pathologist 
A

Present 8 2 10
Absent 2 8 10
Total 10 10 20

Example 1: Kappa = 0.273 Example 2: Kappa = 0.6

Figure 2. Summary of ratings by two pathologists; both examples have 80% observed agreement between the two raters.
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agreed with pathologist B simply by chance even if
neither pathologist had scrutinized the frozen sections.
To calculate the chance agreement, note that pathologist
A found that 17 of 20 slides had the feature present and
three of 20 slides had the feature absent. Thus, pathol-
ogist A said “present” 85% of the time and pathologist B
said “present” 85% of the time. Consequently, the
probability that both pathologists said “present” was
0.85 � 0.85 ¼ 0.7225, and the probability that both
pathologists said “absent” was 0.15 � 0.15 ¼ 0.0225. The
overall chance agreement is, therefore, 0.7225 þ 0.0225 ¼
0.745, meaning that 74.5% of agreement between the pa-
thologists is attributable to chance. Following the formula
in Figure 1, Cohen’s kappa is calculated as (observed
agreement – chance agreement) / (1 – chance agreement),
which yields k ¼ (0.8 � 0.745) / (1 � 0.745) z 0.22; this
is considered poor to fair.

In example 2 (Fig. 2), the observed agreement is
exactly the same as in example 1—80% (16 of 20 cases
in agreement)—but Cohen’s kappa is much higher
because of a smaller chance agreement. The chance
agreement in example 2 is (0.5 � 0.5) þ (0.5 � 0.5) ¼
0.5, which yields a Cohen’s kappa as follows: k ¼ (0.8 �
0.5) / (1 � 0.5) ¼ 0.6; this is considered moderate
agreement. Despite that both examples were derived
from tables with an observed agreement of 80%,
example 1 had a lower kappa value (kappa ¼ 0.27 in
example 1 versus kappa ¼ 0.6 in example 2). This
discrepancy is because of a markedly different preva-
lence of the feature of interest (17 / 20 ¼ 85% in
example 1 versus 10 / 20 ¼ 50% in example 2). When
the prevalence of the feature of interest is close to 50%,
as in example 2, the resulting kappa value is closer to the
observed agreement. In contrast, when the prevalence of
the feature of interest is either very high (close to 100%)
or very low (close to 0%), as in example 1, the kappa
value seems to be counterintuitively low.

To avoid the paradoxical results that can occur with
Cohen’s kappa under certain circumstances, Gwet13

proposed a new agreement measure called the “first-
order agreement coefficient” or AC1. The primary dif-
ference between Cohen’s kappa and Gwet’s AC1 lies in
the calculation of chance agreement, which is based on
the chance that raters may agree on a rating despite
the fact that one or both of them may have made a
random classification. Random ratings can occur when
the rater is uncertain about how to classify a specimen
(perhaps when the specimen’s characteristics do not
match the rating instructions) and hence randomly
assigns “present” for the feature of interest. In a
situation where Cohen’s kappa is low despite a high
level of overall agreement, Gwet’s AC1 has been
introduced as a “paradox-resistant” alternative to
Cohen’s kappa.14

As revealed in the present study, Gwet’s AC1 provides
a chance-corrected agreement coefficient that is more in
line with observed agreement, compared with Cohen’s
kappa. Despite its popularity, Cohen’s kappa has its
drawbacks, particularly in the setting of a high prevalence
of the feature of interest. Cohen’s kappa assumes that
agreement is at random and, hence, captures the agree-
ment beyond that occurring at random. Conversely,
Gwet’s AC1 acknowledges that agreement between ob-
servers is not totally at random—that is, there will be
cases where the feature is truly present that will be easy
to reach agreement on, there will be cases where the
feature is truly absent that will be easy to reach agree-
ment on, and there will be cases for which it will be
difficult to reach agreement. Taking this perspective into
consideration, Gwet’s AC1 avoids the overpenalization
that results with Cohen’s kappa simply as a consequence
of a high prevalence of the feature of interest.

The findings in this illustrative study, by the use of
the ratings of two pathologists, can be extended to the
setting of multiple response categories and multiple
raters. Instead of only two possible attributions (“pre-
sent” or “absent”), the response categories can be
ordinal, such as “absent,” “low,” “intermediate,” and
“high.” Cohen’s kappa has been extended to handle such
settings using the weighted kappa.15 Furthermore,
whereas Cohen’s kappa applies only to two raters,
Light’s kappa16 can be applied in the setting of multiple
raters. Both Cohen’s kappa and Light’s kappa assume
that a fixed number of raters are rating identical cases; in
contrast, Fleiss’ kappa17 is a more flexible approach that
can be applied to any number of raters rating different
cases. Similarly, Gwet’s AC1 has also been extended to
accommodate multiple raters.18
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To the best of our knowledge, Gwet’s AC1 has never
been compared with Cohen’s kappa in the context of
lung cancer pathology. Nevertheless, discussions sur-
rounding the paradox of low Cohen’s kappa despite high
observed agreement have been ongoing. Whereas some
have cautioned against the use of Cohen’s kappa in these
settings,2,3 others have argued for continued support of
Cohen’s kappa. Vach19 argued that the dependence of
Cohen’s kappa on the prevalence of the feature of in-
terest “does not matter,” because kappa is exactly ful-
filling its purpose, which is to improve the interpretation
of agreement rates. Indeed, it is intuitive that different
populations, regardless of the prevalence of the feature
of interest, would yield different kappa values. In fact,
the chance correction used in Cohen’s kappa actually
helps to standardize results across populations, which
can be advantageous for comparisons across studies and
of the performance of the raters.20 Rather than criticizing
Cohen’s kappa for its dependence on the prevalence of
features or searching for statistical methods to salvage
inefficient studies, the focus should be placed on
obtaining populations with a prevalence of the feature of
interest near 50%.21 Nevertheless, one could argue that
this is not realistic from a clinical perspective and,
furthermore, that doing so hampers the generalizability
of the findings to clinical practice.

In contrast, other experts have proposed adjust-
ments and extensions to Cohen’s kappa that are sug-
gested to be paradox proof. In addition to Gwet’s AC1,
alternative measures such as Aickin’s a10 and preva-
lence- and bias-adjusted kappa22 have been proposed
to address the paradoxical behavior of kappa. One of
the most creative alternatives is the B statistic pro-
posed by Bangdiwala and Shankar,11 which uses a
visualization of the agreement between raters and ad-
justs the observed area of agreement with that expected
to result from chance. As revealed in the results, both
Aickin’s a and B statistic were higher than Cohen’s
kappa across all five features.

The decision regarding which interrater indices to
report should be guided by the purpose of the study,
whether reliability or agreement (or both) is of primary
interest.23 Although they are often used interchangeably,
there are important differences between the concepts of
reliability and agreement.24,25 In agreement, the question
of interest is, “Are the ratings identical or close between
two pathologists for each case?” In reliability, the ques-
tion of interest is, “How well do the ratings distinguish
one case from another?” Hence, agreement indices apply
to instruments (or rating criteria) that are used for
evaluative purposes, whereas reliability indices are
required for instruments that are used for discriminative
purposes. Although Cohen’s kappa was first proposed to
describe agreement between raters, it was argued that,
with adjustment of the observed agreement for the
chance agreement, an agreement measure can be turned
into a reliability measure.26

In accordance with the suggestion from Feinstein
and Cicchetti,2,3 we have presented results for positive
and negative agreement, in addition to overall agree-
ment. Similar to the concept of sensitivity and speci-
ficity in a diagnostic test, these agreement indices
distinguish between positive and negative classifica-
tions, which may have different implications in clinical
practice. A clinical application of positive and negative
agreement can be illustrated using the examples of
lepidic pattern and acinar pattern from our study.
When assessing lepidic pattern, on the basis of the Ppos
value of 80% and the Pneg value of 84%, it may not be
necessary to request a second opinion for either an
“absent” or a “present” rating. For acinar pattern,
however, the Ppos and Pneg values were 93% and 50%,
respectively. This implies that, in practice, if one
pathologist rates “absent,” it may be worthwhile to
obtain the opinion of a second pathologist. In the case of
a “present” rating, however, the probability that the
second pathologist agrees is 93%, so it is not worth-
while to involve a second pathologist. This reveals the
value of specific agreement in clinical practice and that
both Ppos and Pneg are useful contextual metrics in
interrater agreement studies.

A recent article by Vach and Gerke27 conducted a
head-to-head comparison of Cohen’s kappa and Gwet’s
AC1. On the basis of the behavior of both metrics under
various settings, the study concluded that in the case of no
association or maximal disagreement, Gwet’s AC1 should
not be viewed as a substitute for kappa and that the
classification of degrees of agreement in Landis and Koch6

should not be applied to Gwet’s AC1. Even though the
extreme scenarios of no association and maximal
disagreement are unlikely between pathologists, in the
present study, we have argued that agreement studies
should present Gwet’s AC1 alongside the conventional
Cohen’s kappa, rather than as a replacement. Much like
the convention of presenting both sensitivity and speci-
ficity for medical diagnostic tests, the use of multiple
indices is based on the acknowledgment that no single
index of agreement can be satisfactory for all purposes. In
addition, by including complementary indices, such as
positive and negative agreement, an interrater study can
provide a more clinically relevant determination of
interrater variability. With advances in technology, these
metrics are readily available in standard statistical soft-
ware; therefore, researchers are not restricted to report-
ing only Cohen’s kappa.

Agreement statistics depend on feature prevalence. In
addition to Cohen’s kappa, future interrater variability
studies should consider the purpose of the study, report
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the prevalence of the feature(s) of interest, and include
additional agreement statistics such as Gwet’s AC1,
especially in cases where there is a high prevalence of
the feature of interest. In addition to overall agreement,
positive and negative agreement should also be reported
to allow for clinical and practical interpretation of
agreement studies in pathology.
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