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Abstract

Elucidation of cell subpopulations at high resolution is a key and challenging goal of single-cell ribonucleic acid (RNA)
sequencing (scRNA-seq) data analysis. Although unsupervised clustering methods have been proposed for de novo
identification of cell populations, their performance and robustness suffer from the high variability, low capture efficiency
and high dropout rates which are characteristic of scRNA-seq experiments. Here, we present a novel unsupervised method
for Single-cell Clustering by Enhancing Network Affinity (SCENA), which mainly employed three strategies: selecting
multiple gene sets, enhancing local affinity among cells and clustering of consensus matrices. Large-scale validations on 13
real scRNA-seq datasets show that SCENA has high accuracy in detecting cell populations and is robust against dropout
noise. When we applied SCENA to large-scale scRNA-seq data of mouse brain cells, known cell types were successfully
detected, and novel cell types of interneurons were identified with differential expression of gamma-aminobutyric acid
receptor subunits and transporters. SCENA is equipped with CPU + GPU (Central Processing Units + Graphics Processing
Units) heterogeneous parallel computing to achieve high running speed. The high performance and running speed of
SCENA combine into a new and efficient platform for biological discoveries in clustering analysis of large and diverse
scRNA-seq datasets.
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Introduction
The innovation of next-generation sequencing technology has
brought great breakthroughs to biological research. As a promi-
nent representative, single-cell ribonucleic acid (RNA) sequenc-
ing (scRNA-seq) can simultaneously measure expression lev-
els of thousands of genes in thousands of cells and plays an
important role in transcriptomics and disease studies [1, 2]. The
scRNA-seq revolution has overcome many of the key limitations
of bulk RNA-seq and provides the ability to monitor gene reg-
ulation, discover new cell types and track the developmental
trajectories of thousands of single cells in an experiment [3].
scRNA-seq has been applied to a broad range of tissues, cell lines
and disease samples to address fundamental biological research
questions and better understand the mechanisms underlying
disease development [4–8].

A core element of scRNA-seq transcriptome profile analysis
is to cluster the cells to reveal cell types and infer cell lineages
based on the transcriptomic relations among the cells [9]. In
order to identify novel cell types, unsupervised clustering is
of central importance to the analysis of scRNA-seq data [10,
11]. There are many unsupervised clustering tools available cur-
rently, such as SNN-Cliq [12], pcaReduce [13], CIDR [14], SINCERA
[15], GiniClust [16], RaceID [17], SIMLR [18], SC3 [19], PhenoGraph
[20], Seurat2/3 [21, 22] and SCANPY [23]. Several review articles
have summarized and compared these tools [9, 10, 24, 25]. How-
ever, due to the complexity of the cell typing problem caused by
high levels of technical noise from different protocols [26, 27] and
a large number of zeros (zeros commonly make up >50% of the
total estimated genes with expression, known as dropouts) in
scRNA-seq data [28, 29], no clustering method performs well for
all scRNA-seq datasets [30]. Dropout noise is usually produced
by the low RNA capture rate, resulting in false zero counts of
gene expression levels [27, 31–33]. Dropout noise will introduce
inaccurate measurements of cell–cell similarity (such as Pear-
son correlation, Euclidean distance, etc.) and will eventually
reduce the performance of clustering methods. GiniClust [16]
and RaceID [17] (including updated versions GiniClust2, RaceID2
and RaceID3) only perform well for datasets containing rare
cell types; SCANPY [23], Seurat2/3 [21, 22] and PhenoGraph [20]
can handle large datasets but may not be as accurate for small
datasets. SC3 [19] and pcaReduce [13] contain stochastic proce-
dures and do not provide stable clustering results, especially for
larger datasets [10].

As a preliminary step of unsupervised clustering, the purpose
of feature selection (or dimension reduction) is to identify the
most informative genes (top 500–2000 genes) from a genome-
wide gene pool by computing either the expression level vari-
ance [21, 34] or deviance across all cells [35]. The most commonly
used feature selection method is principal component analysis
(PCA), which has been employed by SC3 [19], pcaReduce [13],
CIDR [14], TSCAN [36], Seurat [21, 22], PhenoGraph [20], SCANPY
[23], etc. Because of the high levels of dropouts and other exper-
imental noise in scRNA-seq data, the cell–cell similarity con-
structed from these selected features cannot accurately capture
the modularity among cells. Another key technical step of a
clustering method is estimating the cluster numbers, which
is absent for most of the scRNA-seq clustering methods. For
example, k-means clustering method requires prior knowledge
of the number of k clusters. Moreover, it is biased to identifying
clusters of similar size and thus is not good at detecting rare cell
types. PhenoGraph, Seurat and SCANPY used Louvain commu-
nity detection method in detecting clusters but cannot perform
as well for small datasets [37]. So far, only a limited number of
tools, such as SINCERA [15], SC3 [19], SIMLR [18] and SNN-Cliq

[12], can provide estimation of the cluster number in scRNA-seq
data by using divergent strategies, such as P-value thresholds
based on the distribution of eigenvalues of expression matrix
(SC3), distance threshold (SINCERA) and graph-based clustering
algorithm (SNN-Cliq). However, their estimation accuracy and/or
running time stand to be improved [9, 38]. For example, a recent
systematic comparison study of 13 clustering algorithms shows
that SNN-Cliq tends to find considerable more clusters than
real ground truth numbers in 10 of 12 tested datasets [38].
Meanwhile, four methods, SNN-Cliq [12], BISCUIT [39], BackSPIN
[40] and RaceID [17], required an unacceptable amount of time
or failed to run on datasets with more than 10 000 cells. Since
the final cell typing outcomes are sensitive to the numbers of
selected features, reduced dimensions and clustering strategy,
new clustering methods are needed to perform effective feature
selection and method-specific estimation of cluster number [38,
41], all while being robust against experimental noise, especially
dropouts.

Based on these observations, we developed a novel unsuper-
vised clustering tool Single-cell Clustering by Enhancing Net-
work Affinity (SCENA) to identify the cell types in scRNA-seq
data. To overcome the impact of dropout noise and improve
accuracy, SCENA uses several optimal strategies, such as mul-
tiple feature sets selection, network affinity enhancement and
consensus clustering. By applying this method to 13 datasets
that were generated by using diverse scRNA-seq techniques,
we found that SCENA is superior to other clustering algorithms
in most of these datasets. In addition, the processing steps
of SCENA are enhanced in parallel by using multiple process
threads and/or the GPU (Graphics Processing Units) computing
technique. The SCENA software easily scales to datasets with
tens of thousands of cells, and its R package is freely available
at https://github.com/shaoqiangzhang/SCENA.

Materials and methods
Methodology overview

The input data for SCENA are an expression matrix M in which
columns correspond to cells and rows correspond to genes/tran-
scripts (called features). Suppose the set of cells is denoted by V
and the number of cells by n. Each element mij ∈ Mrepresents the
expression level of gene/transcript i in cell vj ∈ V. A workflow
for SCENA is illustrated in Figure 1. First, a cell–cell similarity
matrix Sn×n was calculated by using a selected gene subset
(feature gene set). SCENA then used a local affinity matrix to
update the similarity matrix to enhance the similarity within
each cell group and relatively weaken the similarity among cell
groups. Spectral clustering [42] was used to cluster cells, where
the cluster number was automatically estimated by the affinity
propagation (AP) method [43]. To reduce the feature extraction
errors caused by a single feature set, SCENA conducted multiple
feature sets. Subsequently, each updated cell similarity matrix
that was obtained from each feature set was clustered, and
these clustering results were merged into a consensus matrix
(Figure 1E and F). Finally, the cell types were obtained by clus-
tering the consensus matrix. The details of SCENA steps are
described as follows.

Data preprocessing and feature set selection

Three steps of preprocessing should be performed: gene filter-
ing, data log-transformation and normalization. If a gene/tran-
script (called feature) has less than 5% of non-zero elements
across cells in M, the corresponding row is filtered out from
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Figure 1. Illustrative example of SCENA steps. (A) Gene expression levels will be normalized and sorted by variances in descending order. (B) Multiple top feature gene

sets are selected. (C) For each feature gene set, the cell–cell similarity matrix is constructed. (D) For each cell–cell similarity matrix, its local affinity is enhanced. (E)

For each cell–cell similarity matrix, the number of clusters is estimated and clusters are detected by a spectral clustering method. (F) Consensus clustering matrix is

calculated by merging the clustering results of multiple feature gene sets. (G) Cell populations are annotated for different clusters.

M. Meanwhile, if a feature has less than 5% zero elements
across cells in M, the corresponding row is also filtered out. Each
element mij of the corresponding matrix M is log-transformed
after adding a pseudo-count of 1, that is, m′

ij = log(mij+1) for each
mij ∈ M. Highly variable features are selected in this step. For each
feature gene (m′

i1, m′
i2, · · · , m′

in), its variance Vari is calculated by

Vari = 1
n − 1

∑n

j=1

(
m′

ij − μi

)2
, (1)

where μi is the mean value of features. All features are
sorted by variance in descending order and the top feature
genes are selected. Since it is hard to know how many top
informative features can achieve the best clustering effect,
a specific threshold (for example, the top 1000 informative
genes) is often simply set based on experience. Here, instead
of using a single feature set, we used f multiple feature sets
that include the top T1, top T2,. . . , and top Tf feature genes.
Based on performance evaluations of differentfeature sets
f = 1, 2, . . . , 10 (see more details in the Results section), we
select a combination of f = 5 feature sets. After data analysis,
each set Gi of top Ti features (i = 1, 2, . . . , 5) generally does not
exceed 5% of the total features in a dataset. For each selected
feature (m′

i1, m′
i2, . . . , m′

in), the z-score normalization is performed
as mij = (m′

ij − μi)/σi, j = 1, · · · , n, where μi is the mean value of
the feature and σi is the SD of the feature.

Constructing cell similarity matrices

For a set Glof top Tl selected features, we preserve the Tl feature
rows to obtain a Tl × n expression matrix Ml. For any two cells
vi, vj ∈ V, the Euclidean distance ρ(vi, vj) between vi and vj is
computed. Here, the scaled exponential similarity kernel in SNF

[44] is invoked to convert the Euclidean distance into a similarity
score between each pair (vi, vj) of cells:

sim
(
vi, vj

)
(2)

= exp
(

− 6ρ2(vi ,vj)
mean(ρ(vi ,KNN(vi)))+mean(ρ(vj ,KNN(vj)))+ρ(vi ,vj)

)
,

where mean(ρ(vi, KNN(vi))) is the average values of Euclidean
distances between vi and each of its k-nearest neighbors (KNN).
Then, a normalized cell similarity matrix of (sim(vi, vj))n×n is
constructed as follows:

sij = sim
(
vi, vj

)
∑n

r=1 sim (vi, vr)
. (3)

The normalized similarity matrix is denoted by S = (sij)n×n,
which is an n × nsymmetric matrix and has

∑n
j=1sij = 1. Mean-

while, a normalized local affinity matrix K is constructed based
on KNN:

Kij =
⎧⎨
⎩

sim(vi ,vj)∑
vr∈N(vi)

sim(vi ,vr)
, vj ∈ N (vi)

0, vj /∈ N (vi)

(4)

where N(vi) represents the set of vi and its KNN. Note that S
carries all the similarity information of each cell to all others,
whereas K = (Kij)n×nonly keeps information about k of the most
similar cells to enhance the local affinity for each cell. The
selection of parameter k of KNN is related to the number n of
cells. The defaultk is set as 10 if n ≤ 500, and k= 20 if n > 500.
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Table 1. The number of clusters estimated by each tool on each dataset

Dataset # Cells # Cluster SCENA SC3 SNN-Cliq SINCERA

Biase [58] 49 3 3 3 6 3
Treutlein [68] 80 5 3 3 3 19
Yan [69] 90 7 4 6 11 6
Goolam [70] 124 5 6 6 21 4
Ting [71] 149 7 7 10 13 10
Deng [72] 268 10 7 9 20 3
Pollen [49] 301 11 11 11 14 9
Patel [73] 430 5 8 17 25 10
Usoskin [50] 622 4/11a 4 11 20 11
Kolodziejczyk [57] 704 3 3 10 2 18
Klein [74] 2717 4 12 18 305 7
Zeisel [40] 3005 9 15 30 330 8
Bhattacherjee [47] 24 822 8 14 60 – 51

Notes: The datasets are listed in descending order of cell numbers. – Error reported or cannot process for the dataset with large number of cells
aThis dataset has 4 big clusters and 11 subclusters

Local affinity enhancement

Given a set of f selected features, we can construct similarity
matricesS(l)using equation (3) and K(l) using equation (4) for the
lth group of selected features, l = 1, 2, . . . , f . In order to enhance
the affinities of cells sharing KNN, the following formula with t
iterations is used:

S0 = S(l), S(l)
p = K(l)S(l)

p−1

(
K(l)

)T
, p=1, 2, . . . , t,

(
T means transpose

)
(5)

which can ensure that similarity information is only propagated
through the shared neighbors [44]. Since both S(l) and K(l) are
normalized matrices, each element in S(l)

p will not be >1 in

each iteration. Suppose that S(l)
p = (s(p)

ij )
n×n

. The iterative process

will be terminated if S(l)
p reaches a relatively stable state (i.e.

|s(p+1)
ij − s(p)

ij | < 1
100n for all i and j) or if p reaches a fixed upper

number t. The number of iterations that can result in the best
and stable enhancement effect is related to the number n. In
practice, formula (5) can be reformed as S(l)

t = (K(l))
t
S(l)((K(l))

t
)
T
,

and (K(l))
t
can be obtained by log2(t) iterations of matrix products.

Additionally, if the number of cells n ≤ 500, the upper numbert
is set as 50; otherwise, t is set as [ n

10 ]. Generally, the true number
of iterations is below the upper number t.

Estimate cluster number and spectral clustering

For each final matrix S(l)
t , we invoke normalized spectral cluster-

ing according to [45],which first computes a normalized Lapla-
cian L = I − D− 1

2 S(l)
t D− 1

2 where D is defined as a diagonal matrix
with the degrees (the total number of non-zero elements for
each row of S(l)

t ) on the diagonal, then computes the first k(l)

eigenvectors of L to form a n × k(l) matrix U and finally performs
k(l)-means clustering on the row-normalized matrix of U. Before
running the spectral clustering, we use the AP method [43] to
automatically estimate the number k(l) of clusters. An R package
‘APCluster’ [46] with the default parameters was employed in
this step.

The final result of spectral clustering for each S(l)
t is saved as

a n × n (0,1)-matrix, C(l) = (c(l)
ij )

n×n
, c(l)

ij = 0 or 1, in which 1 and
0, respectively, represent that the corresponding two cells are
and are not grouped together (as shown in Figure 1E). In order to
increase the speed of SCENA, for the given f sets of selected fea-
tures, f threads are called for separately constructing matrices
S(l), K(l) andS(l)

t and for doing clustering on S(l)
t , l = 1, 2, . . . , f .

Consensus clustering

Based on the f matrices C(1), C(2), . . . , C(f ), a consensus matrix C =
(Cij)n×n is constructed, where

Cij =
{

1
f

∑f
l=1c(l)

ij , if 1
f

∑f
l=1c(l)

ij ≥ 0.5

0, otherwise
. (6)

The same as the previous step, spectral clustering is carried
out on the consensus matrix C to obtain the final clusters. For
small datasets (<500 cells), the AP method is carried out on C
to re-estimate the number of clusters. For large datasets (≥ 500
cells), in order to minimize the running time of the program,
the median of k(l), l = 1, 2, . . . , f in the previous step is taken
as the input number of clusters of spectral clustering in this
step.

Datasets and performance assessment

Thirteen publicly available scRNA-seq datasets derived from
human and mouse cells (the detailed list in Table 1 and
Supplementary Table S1 available online at http://bib.oxford-
journals.org/) were used to evaluate the performances of SCENA
versus other algorithms. Twelve datasets were downloaded from
an online website (https://hemberg-lab.github.io/scRNA.seq.
datasets/) and have been used previously to evaluate scRNA-
seq clustering tools [19]. One big dataset with 24 822 cells
was downloaded from NCBI GEO database with the access
ID GSE124952 [47]. They range in size from dozens to tens of
thousands of cells and are representative of datasets currently
being published.

Adjusted Rand index (ARI) [48] is widely used in the evalua-
tion of clustering on scRNA-seq data [9]. Given a predicted clus-
tering X = (X1, X2, . . . , Xr) and a true partition Y = (Y1, Y2, . . . , Ys)
of n objects (cells), the ARI is defined as follows:

ARI =

∑
i,j

(
nij

2

)
−

[∑
i

(
ai

2

) ∑
j

(
bj

2

)]
/

(
n
2

)

1
2

[∑
i

(
ai

2

)
+ ∑

j

(
bj

2

)]
−

[∑
i

(
ai

2

)∑
j

(
bj

2

)]
/

(
n
2

) , (7)

where each nij represents the number of objects that are in both
Xi and Yj, and ai and bj are the number of objects in Xi and Yj,
respectively. Note that among the 13 datasets in Table 1, the 2
datasets of Pollen and Usoskin show multiple classifications of
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cell types in the corresponding literature [49, 50]. In the following
experiments for the two datasets, the highest ARI score based on
the different classifications of cell types is selected as the final
score for each of the two datasets.

We estimated the time complexity of SCENA as O(n2), where
n is the total number of cells. The library ‘OpenBLAS’ (https://
github.com/xianyi/OpenBLAS) is employed to accelerate matrix
operations. To further speed up the SCENA algorithm, we also
implemented the ‘gpuR’ GPU computing package for parallel
matrix operations [51]. We ran SCENA on a Linux workstation
(CPU: Intel Xeon E5-2620/2.10GHz/8 cores) with five threads and
a GPU (GPU: Nvidia Tesla V100). We tested SCENA on the Bhat-
tacherjee dataset that has a total of 24 822 cells [47]. To optimize
the SCENA speed for large numbers of cells, we provided users a
simplified version with iteration number t = 50 for >6000 cells
and t = 10 for >10 000 cells.

To test the ability of detecting rare cell types, we did down-
samplings of the Kolodziejczyk dataset that has three cell types
with 295, 159 and 250 cells, respectively. For a cell type, we ran-
domly selected certain number of cells (down-sampling number)
and kept other two cell type numbers unchanged. We then ran
SCENA on the down-sampled dataset and calculated the F1-
score of the cluster that contains the most cells from the down-
sampled cell type. F1-score is defined as 2TP/(R + C), where TP
(true positive) is the number of cells from the down-sampled
cell type detected in the cluster, R is the cell number of the
down-sampled cell type and C is the cell number in the cluster.
The down-sampling numbers of cells range from 10 to 70 in
increments of 10. For each down-sampling number, the random
selections for cell type were repeated 10 times, and the average
F1-score was calculated.

Parameter setting and method comparison

All parameters in SCENA have default values, which are auto-
matically set based on the number n of cells and the total
number m of filtered features. In particular, a combination of
five feature sets was selected from the top 5% of the total
features sorted by variance in descending order. For example,
if the total number of features is m = 5000 in a typical scRNA-
seq dataset, five feature sets will be selected from the top 250
features. To reduce the combination complexity, we selected the
top 50, top 100, top 150, top 200 and top 250 features as five
different feature sets. In general, three kinds of combinations of
the five feature sets were automatically set based on the total
number of features: a combination (50, 100, 150, 200 and 250)
for feature ≤ 8000, a combination (50, 100, 200, 400 and 800) for
8000 < features ≤ 12 000 and a combination (200, 400, 600, 800
and 1000) for features > 12 000. Default parameter values for the
13 experimental datasets are listed in Supplementary Table S2
available online at http://bib.oxfordjournals.org/.

To benchmark SCENA, we considered five popular tools: SC3
[19], Seurat3 [21, 22], SNN-Cliq [12], SINCERA [15] and pcaReduce
[13]. A technical summary of these methods and software down-
load links can be found in in Supplementary Table S3 available
online at http://bib.oxfordjournals.org/. The gene filter was app-
lied to all datasets (the last column in Supplementary Table S2
available online at http://bib.oxfordjournals.org/ is the number
of filtered features). Data log-transformation and normalization
were implemented by following the instructions of each tool
accordingly. For example, SC3 performs log-transformation
but not normalization, while SINCERA performs z-score
normalization but not log-transformation. For all tools, we
used the parameters according to the authors’ tutorials (see

Supplementary File 1 available online at http://bib.oxfordjournals.
org/ for command details). Specifically, the number of clusters
for each tool was set as their automatically estimated number
(if provided) or the best trained number for each dataset.
SNN-Cliq was run using the k parameter of KNN between 3
and 25 to select the best k. For scRNA-seq datasets that were
generated by quantitative scRNA-seq with unique molecular
identifiers (UMIs), Seurat3 used an R package ‘sctransform’ to
do normalization; and the LogNormalize parameter in Seurat3
was used for other datasets. In addition, since the results of SC3
and pcaReduce may be changed for different initial conditions,
we ran both of them 100 times on each dataset and took the
median of the ARI scores as the final performance value. Here,
the number of 100 replicates is a user practical number in real
applications.

Results
Local affinity enhancement improves
clustering performance

To precisely identify cell clusters from scRNA-seq data, an
important consideration is to reduce the negative effects of
dropout noise. Instead of statistically estimating the proportions
of dropout counts among the scRNA-seq data [52, 53], we
reduced the dropout effects by enhancing the local cell–cell
similarity within the same cell groups and consensus clustering
for multiple feature sets. To accomplish this aim, the SCENA
algorithm will first repeatedly update the cell–cell similarity
matrixS by the local affinity matrix K (i.e. S0 = S, St = KSt−1KT),
where t is iteration step and k is the number of nearest cell
neighbors. This process will result in an enhanced matrix in
which nodes with strong similarity are connected by enhanced
similarities, while nodes with weak similarity are connected by
relatively lower similarities. Thus, cells in the same cluster will
receive higher similarities, while cells across different clusters
will have relatively lower similarities.

We evaluated the local affinity enhancement of clustering
performance on 13 scRNA-seq datasets by calculating an ARI
score [48] that is widely used in clustering analyses in the
scRNA-seq data [9]. We tested different t and/or k numbers on
four different size datasets and found the ARI scores gener-
ally increased with t and/or k (Figure 2A). Specifically, the ARI
scores stabilize with 20 iterations and different k numbers (k =
5, 10, 15, 20, 25) for the Pollen dataset that has 301 cells. In the
Usoskin and Kolodziejcyk dataset (622 and 704 cells, respec-
tively), the ARI scores stabilized with 20 iterations with the larger
k numbers used (k = 15, 20, 25) but required more iterations
for smaller k numbers (5 and 10). In the Klein dataset that has
2717 cells, it requires 100 iterations to reach stable ARI scores.
The improvement of ARI scores with increased t and/or k on
different datasets confirms that the local enhancement strategy
can improve clustering results. To further demonstrate how
this process updates similarity matrix St, an example similarity
matrix (Pollen dataset) with a different number of iteration steps
is shown in Figure 2B. It can be observed that the grayscale
values within each cluster increase and the separation among
different clusters becomes increasingly clearer with an increas-
ing number tof matrix iterations. Therefore, the relative affinity
among the same types of cells in the similarity matrix S can
be enhanced by the local affinity matrix K which is constructed
by KNN.

The above results also show that the number tof iterations
and k of KNN are correlated and both affected by the number

https://github.com/xianyi/OpenBLAS
https://github.com/xianyi/OpenBLAS
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Figure 2. Testing SCENA performance for parameters tand k. (A) The ARI scores of the clustering results were obtained by varying values for k of KNN and different

number tof matrix iterations for four datasets (top 200 highly variable features were used). (B) An example of local affinity enhancement with different numbers of

iterations. S is the original similarity matrix of Pollen’s dataset containing 301 cells, and the top 200 highly variable features were used. Si is the similarity matrix after

the ith iteration. The dark dots indicate higher similarity scores between cell pairs.

n of cells. We found that most of the ARI curves in Figure 2A
can reach a relatively stable peak state, but note that some of
them may fall back as the number tof iterations increases, cor-
responding to over enhancement. Therefore, in order to prevent
overfitting of cell similarities caused by an excessive number
of iterations, the iterative operation in SCENA will be stopped
if the difference of St+1 and St matrix is smaller than a given
threshold (i.e. |s(t+1)

ij −s(t)
ij | < 1

100n for all i and j) or if t reaches a fixed
upper number. Meanwhile, we found that, for a smaller fixed
k, more iterative steps are required to reach the stable peaks.
Therefore, the parameter k cannot be too large or too small. In
real application, we use fixed parameters with k = 10 for small
datasets (n < 500) and k = 20 for larger datasets (n ≥ 500). In
addition, for a fixed k, the larger the dataset, the more iterations
are required to reach the peak ARI score. Overall, we found from
the experiments that when (n < 500), the SCENA algorithm can
achieve a better effect if the upper number t of iterations is set
to 50 (k = 10); and with an increase in the number of cells, the

corresponding upper number of iterations should also increase.
When n ≥ 500, the upper number of t can be set to [n/10] (k = 20).

Consensus clustering from multiple feature sets
improves clustering performance

To define how many genes (features) are needed to calculate
cell–cell similarity is another technical challenge in unsuper-
vised single-cell clustering analysis. If we know in advance the
marker genes for different cell types, higher clustering preci-
sion can be obtained. However, most single-cell RNA datasets
have no such marker genes available. The most commonly used
strategy for automatically selecting feature gene sets is PCA [35,
54–56] that usually selects the genes with larger contributions
in the first component as feature genes. However, PCA was
benchmarked to be time consuming and requires large amounts
of memory for large-scale scRNA-seq datasets [56]. Further-
more, PCA on log-normalized UMI counts may lead to distorted
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Figure 3. Comparisons of ARI scores for different feature sets. On 12 datasets, the ARI scores were calculated for five feature sets individually, and the consensus

clustering results were based on the combination of five feature sets.

low-dimensional factors and false discoveries of marker genes
[35]. Since PCA is used as a preprocessing step in divergent
methods, such as SC3, pcaReduce, CIDR, TSCAN, Seurat, Pheno-
Graph and SCANPY, it is a bottleneck for subsequent clustering
analysis. Instead of using single feature gene sets predefined by
PCA, we use multiple feature gene sets for parallel clustering
and integrate the individual clustering results for a consensus
clustering output.

We started by screening highly variable features from
all genes/transcripts. For a given dataset, the SD of the
logarithmic gene expression values in all cells was calculated.
All genes/transcripts were then sorted by SD in descending
order. On 12 datasets, we found the distribution curves of
SDs are highly variable (Supplementary Figure S1A available
online at http://bib.oxfordjournals.org/). For a given dataset, we
then selected the right tail (with ∼5% significance level) as its
candidate gene pool. When different numbers of the top-ranked
features with the largest variances were selected to do clustering
analysis, we found that the performances under different num-
bers of top features are quite varied (Supplementary Figure S1B
available online at http://bib.oxfordjournals.org/). For example,

when more genes are selected in Biase dataset, the ARI scores
keep increasing, while the ARI scores of the other four datasets
show a tendency to decrease when more genes are selected.
These observations show that feature genes are varied in
different experiments and are affected by divergent biological
conditions. To optimize the process of defining feature sets,
we use multiple feature sets to do consensus clustering (see
Materials and Methods for details). On 12 datasets, we found that
most ARI scores from consensus clustering results were higher
than those using a single feature set (Figure 3). Specifically,
the consensus clustering results for nine datasets (Biase,
Yan, Deng, Goolam, Patel, Pollen, Usoskin, Kolodziejczy and
Treutlein) reached their highest ARI scores. Although consensus
clustering results of other datasets (Ting, Klein and Zeisel) are
not maximum with SCENA, the ARI differences are very small
(mean = 0.026, SD = 0.009). Considering the large variances of ARI
scores that are observed for the different feature sets used in the
Treutlein, Yan, Goolam, Ting and Patel datasets, the consensus
clustering based on multiple feature sets provides a stable
strategy for precise clustering and avoids high variations that
are calculated from a single feature set.
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Figure 4. Performance comparisons of SCENA and the other five tools. The comparisons are based on ARI scores that were calculated by six tools on 12 datasets. For all

tools, we used the default parameters according to the authors’ tutorials (please see Materials and Methods section for more details). ∗SEURAT can be used for small

datasets with a size of less than 100 cells.

To further understand the advantage of multiple feature
gene sets versus single feature gene set (top ranked or PCA
selected), we ran SCENA by increasing the number of feature
sets f = 1, 2, . . . , 10 (Supplementary Figure S2A available online
at http://bib.oxfordjournals.org/). For a single feature set f = 1,
we first ran SCENA by using the PCA selected 30 features and
top-50 ranked features, but no concordant results are observed in
five tested datasets, e.g. the results from top-50-ranked features
are better than PCA-based results in three datasets but are worse
in the other two datasets. When more feature sets used, the
performance increases when f ≤ 5. When f = 5 used, the ARI
scores on the five datasets are all better than the single PCA-
based results. However, we also observed that performance is
disconcordant when f > 5, that is, the ARI scores on the two
datasets continue to increase, whereas the scores on the other
three datasets slightly decrease, indicating possible overfitting
in consensus clustering. Taken together, these systematic eval-
uations confirmed that, compared to a single feature set (even
for a PCA-estimated feature set), multiple feature sets improve
the clustering performance. We suggest that f = 5 is a practical
value that is appropriate for most applications.

Performance comparison of SCENA and other methods

We compared the SCENA algorithm to five well-known algo-
rithms on 12 benchmark datasets [9, 19] and the Bhattacherjee
dataset that has a large number of 24 822 cells [47]. We ran these
tools with default parameter settings (described in Materials
and Methods section) and compared the ARI scores of clustering
results for the 13 datasets (Figure 4, Supplementary Table S4
available online at http://bib.oxfordjournals.org/). First, we found
that ARI scores derived from SCENA ranked first for nine
datasets, while SC3 ranked first for three datasets and SINCERA
ranked first for two datasets (here, SCENA and SINCERA ranked
equal first for the Biase dataset). In particular, SCENA exhibited
superior performance in smaller datasets [e.g. Biase (49 cells),
Treutlein (80 cells), Yan (90 cells) and Goolam (123 cells)] and
larger datasets [e.g. Usoskin (622 cells), Kolodziejczyk (704 cells),
Klein (2717 cells), Zeisel (3005 cells) and Bhattacherjee (24 822
cells)]. While SC3 and SINCERA showed higher ARI scores for
datasets of medium size [e.g. Ting (149 cells), Deng (268 cells),
Pollen (301 cells) and Patel (365 cells)]. We note that the SEURAT
method seems to not work well for small datasets [e.g. Biase
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Figure 5. Robustness against dropout noise and running performance. (A) Performance comparisons of five methods on different percentages of artificial dropout

noise added to the Kolodziejczyk dataset. (B) Time complexity of SCENA on different numbers of cells.

(49 cells), Treutlein (80 cells) and Yan (90 cells)]; SC3 and SNN-
Cliq cannot properly output results for the very large dataset
Bhattacherjee (24 822 cells). Meanwhile, SCENA achieved ARI
scores greater than 0.77 on the other 12 datasets (the exception
being the Deng dataset), indicating good clustering performance
on divergent datasets generated from different scRNA-seq
techniques.

To systematically test the ability of these methods in
detecting rare cell types (small cell numbers), we did down-
samplings of the Kolodziejczyk dataset that has three cell types
with 295, 159 and 250 cells, respectively. We calculated the F1-
score that is defined as the balance between the recall and
precision of clustering the down-sampled cells. F1-score ranges
from 0 to 1, and a bigger score indicates a better precision-
recall of cell type predictions. We found that, although the
SCENA F1-scores are slightly less than SC3 F1-scores at 10
and 20 cell cases, they are better for the 30, 40, 50, 60 and 70
cell cases (>0.92, Supplementary Figure S2B available online at
http://bib.oxfordjournals.org/). Among these six methods, four
are deterministic, but SC3 and pcaReduce may output different
results if different initializations are used. To check potential ARI
variations, we ran clustering analyses 100 times for both SC3 and
pcaReduce on the 12 datasets, respectively. We found that SC3
exhibited stable performance for seven datasets and showed
variations of ARI scores on five relatively large datasets (Deng,
Patel, Usoskin, Klein and Zeisel. Supplementary Figure S3A
available online at http://bib.oxfordjournals.org/). Compara-
tively, pcaReduce showed larger variations for most of the
12 datasets (Supplementary Figure S3B available online at
http://bib.oxfordjournals.org/).

As an unsupervised clustering method, SCENA can accept
user-desired cluster numbers as input or can automatically esti-
mate the possible numbers of cell clusters. Here, we compared
the SCENA-estimated cluster numbers to the numbers that were
provided by authors of previous studies based on marker genes
or experimental conditions. After applying SCENA to the 13
datasets, we found that SCENA-estimated cluster numbers and
the numbers of cell types labeled by the authors were similar
(P-value = 0.17, chi-squared testing) and their differences were
very small (mean = 2.17 and SD = 2.73, see Table 1). The mean
difference obtained by SCENA was smaller than the results of
the other three methods (SC3, SNN-Cliq and SINCERA) that can
also estimate cluster numbers for 12 datasets (mean = 6.91 for
SC3, mean = 118.19 for SNN-Cliq and mean = 5.17 for SINCERA).

Therefore, SCENA performs better in estimating the number of
clusters compared to the methods used in the other three tools.

Robustness against dropout noise and high speed
of SCENA

To further demonstrate that SCENA can reduce the influence
of dropouts, we tested it on the Kolodziejczyk dataset by
artificially adding different percentages of dropout noise. The
Kolodziejczyk dataset is suitable for such benchmark validation
since it has a median size of 704 cells that clearly clustered
into three groups [57]. Considering the dropouts are more likely
generated for genes with low expression levels, we introduced
dropout noise by setting different percentages of non-zero
elements (UMI count <200) to zero. For each percentage, we
produced 100 random replicates and calculated the medians of
ARI scores for them. First, we observed SCENA continued to yield
high ARI scores for small percentages of dropouts (10%, 20% and
30%) (Figure 5A). ARI scores decreased slightly (to 0.94) when the
dropout percentage increased to 80%, achieving a small ratio
change of 0.075 (0.06/0.8). Although the ARI decreased when all
genes with UMI count less than 200 were set to zero, the value
obtained remained relatively high (0.56), suggesting the genes
with high UMIs still contribute cell-type specific information.
Meanwhile, we repeated the analysis of artificial dropout noise
for other four methods (SC3, pcaReduce, SEURAT and SINCERA)
and confirmed that SCENA has the best performance among
them (Figure 5A). These results indicate that SCENA is robust
against the dropout noise.

Since cell numbers in scRNA-seq studies have been increased
from hundreds to thousands and even to tens of thousands,
it is important to evaluate the performing time of clustering
methods on different sample sizes. We implemented SCENA
with parallel computing techniques by using multiple threads
and GPU computing. We ran SCENA on the Bhattacherjee dataset
[47] by sub-sampling up to 15 000 cells. Total processing time
was no more than 50 s for a dataset of 1000 cells (Figure 5B). For
a dataset of 3000 cells, the processing time was ∼0.3 h which
is practical. When SCENA was enabled by GPU computing, the
matrix iterations for local affinity enhancement in the algorithm
were parallelized by the ‘gpuR’ package [51]. When we ran the
GPU computing version of SCENA on a GPU workstation, only
30 s of processing time was consumed for a dataset of 1000 cells
and 9 min was consumed for a dataset of 3000 cells (Figure 5B).
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We further increased the cell numbers up to 15 000 cells and
observed the high speed of SCENA. Specifically, SCENA success-
fully outputted the clustering results in ∼1.2 h for 6000 cells, 4 h
for 9000 cells, 8 h for 12 000 cells and 12 h for 15 000 cells. For
large scRNA-seq datasets (>6000 cells), we further generated a
simplified version by reducing the iteration numbers in affinity
enhancement. SCENA can output results in ∼2.5 h for 9000 cells,
3.7 h for 12 000 cells and 5.3 h for 15 000 cells. When a GPU is used,
the running speed of SCENA is further dramatically reduced to
less than 2 h even for even 15 000 cells. Overall, the testing results
on different cell numbers show that SCENA has high speed in
clustering tens of thousands of cells.

Detecting cell subpopulations from diverse
scRNA-seq datasets

To evaluate SCENA’s ability to uncover known cell types and
predict novel cell subpopulations, we present three real case
studies, which represent small, medium and large numbers of
cells. First, we applied SCENA to the Biase dataset [58] derived
from for 49 mouse embryonic cells (9 1-Cells, 20 2-Cells 20 4-
Cells) sequenced by the SMART-seq method. Results show that
SCENA clearly detected a larger separation of the cells that
are corresponding to the three embryonic stages (Figure 6A).
Second, we applied SCENA to the Kolodziejczyk dataset derived
from 704 mouse embryonic stem cells sequenced by the SMART-
seq method [57]. These cells were cultured in three different
conditions: serum, 2i and the alternative ground state a2i. We
found that SCENA can separate these cells into three well-
defined clusters, indicating distinct cellular transcriptomes of
cells grown in different conditions.

As a representative of large scRNA-seq datasets, we ana-
lyzed the SCENA results from the analysis of the Zeisel dataset
that was sequenced by quantitative scRNA-seq with UMI. This
dataset includes 3005 cells that were obtained from two regions
of mouse brain: the primary somatosensory cortex (S1) and the
hippocampal CA1 region [40]. Previous analyses have classified
cells in S1 and CA1 as pyramidal neurons, interneurons, oligo-
dendrocytes, astrocytes, microglia, vascular endothelial cells,
mural cells and ependymal cells. On this complicated dataset,
SCENA defined a total of 15 clusters that have clear bound-
aries and functional annotations (Figure 6C). First, we found the
majority of SCENA clusters were consistent with the authors’
labels. As shown in Figure 6C, eight SCENA clusters show a high
degree of overlap with the clusters annotated by original labels,
including C1, C2, C4, C5, C6, C7 and C11. In particular, this overlap
can be clearly observed for the C6 cluster that includes the two
cell types projected by the tSNE method [59]. Second, we noticed
that most of SCENA clusters provided more clear boundaries
than those generated from original labels. In SCENA’s results of
C2, C7 and C9, the cells can be clearly observed as local clusters,
exhibiting local areas with high density. In particular, SCENA
clustered C9 as a unique cluster that includes outlier points
from three groups in original labels (Figure 6C). Meanwhile, any
cells originally labeled as C1 can be found in C2 and C9 clusters.
Third, we found that SCENA reported several new clusters by
dividing large original clusters into smaller subclusters that have
observable boundaries between them. For example, SCENA took
C3 and C4 as two different cell types corresponding to two
separable shapes between them. Meanwhile, SCENA separated
C8, C9, C10, C11 and C12 from a single large cluster which was
previously annotated by authors [40].

Fourth, we checked the differentially expressed genes for
these clusters: C3, C4, C8, C9, C10, C11 and C12. As shown in

Figure 6D, we found 20 genes with significantly different expres-
sion levels between clusters C3 and C4 (KS testing, P-values
< 0.001), indicating functional classification of two cell types.
Among these genes, 16 genes show higher expression in C3,
and six show higher expression in C4 (Supplementary Table S5
available online at http://bib.oxfordjournals.org/). Interestingly,
we found 11 ribosomal genes highly expressed in interneurons
of hippocampus CA1, while three genes that are related to
the neurotransmitter gamma-aminobutyric acid (GABA) were
highly expressed in the interneurons of somatosensory cortex
S1. The specific expression pattern of GABA receptor subunits
(Gabra1 and Gabrb1) and transporter (Slc6a1) provide molec-
ular evidence of GABAergic pathways in the interneurons of
somatosensory cortex S1 [60]. For clusters C8, C9, C10, C11 and
C12, we found at least four gene sets that showed differen-
tial expression profiles among them (red blocks in Figure 6E,
detailed information in Supplementary Table S6 available online
at http://bib.oxfordjournals.org/). Each gene set was shown to be
significantly expressed in at least two cell clusters (KS testing,
P-value < 0.001). In summary, these detailed clustering results
show that SCENA can precisely define cluster numbers from
datasets of various sizes generated from different scRNA-seq
protocols and is able to detect individual cell types with different
biological functions.

Discussion
The success of SCENA can be mainly attributed to three
aspects. First, and maybe most importantly, SCENA exploits
the local modularity of cells by enhancing the affinity among
them. Since dropout noise and other experimental noise
may falsely reduce or improve the relationship among same-
cell groups, this iterative enhancement of local connections
within individual modules will concordantly synchronize their
similarities and enhance the differences between cell groups.
Second, it uses diverse feature sets. This strategy helps to
avoid the usage limitation of a single feature set. In contrast,
many previous methods consider only one feature set that is
selected by the PCA or tSNE. Third, SCENA takes the advantage
of consensus clustering by merging several cluster results
based on different feature sets. The combination of these three
aspects makes SCENA robust to dropout noise and minimizes
the impact of false positives and false negatives in cell–cell
connections.

Compared with supervised methods that use predefined
marker genes or geometric/conditional features of certain cell
types, SCENA has an advantage in detecting novel cell types.
Supervised clustering methods usually use prior knowledge
of cell-type marker genes to annotate scRNA-seq data into
predefined cell types [61–63]. Although these methods can
reduce the burden of estimating features of cell types, the
methods are unlikely to discover new cell types. Additionally,
since known marker genes are very limited for many cell types,
and some less studied types of cells even have no known marker
genes, false negative results are more likely to be produced.
SCENA can automatically estimate the cluster numbers based
on the network connectome information and thus avoid the
false labeling of outlier points. As a demonstration, we found
that SCENA clusters in the Zeisel dataset show clear boundaries
and higher local aggregations compared to other methods.
Consequently, the detailed analysis of feature genes for 15
cell clusters provides potential marker gene sets for defining
the molecular barcodes of these cell types. We especially
checked two clusters with differential expression profiles of
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Figure 6. Application of SCENA to scRNA-seq datasets of different sizes. (A) Comparative analysis of clustering results on Biase dataset (small size). There are 49

embryonic cells for three groups as 1-cell, 2-cell and 4-cell types. (B) Comparative analysis of clustering results on the Kolodziejczyk dataset (medium size). There

are 704 mESC cells that were cultured using three different conditions. (C) Comparative analysis of clustering results on Zeisel dataset (large size). A total of 3005

mouse brain cells were defined as 15 clusters by SCENA (left). Nine clusters were previously labeled by the authors (right). Twelve clusters (C1–C12) are annotated and

indicated by red dot circles for comparative analysis. (D) Twenty-two genes with differential expression profiles in C3 and C4 clusters. Enriched ribosomal genes are

marked in red. GABAergic related genes are marked in light blue. The detailed genes and cell information are listed in Supplementary Table S5 available online at

http://bib.oxfordjournals.org/. (E) Fifty-four genes (in four sets G1, G2, G3, G4) with differential expression profiles in five clusters (C8, C9, C10, C11, C12). The detailed

genes and cell information are listed in Supplementary Table S6 available online at http://bib.oxfordjournals.org/.

GABAergic-related genes that are highly expressed in the
interneurons of the somatosensory cortex S1 but not in the
hippocampus CA1 interneurons. Since various classes of cortical
and hippocampal interneurons are putatively involved in the

pathogenesis of the epilepsy [64–67], these single-cell-based
analyses provide multimodal cell features in understanding the
appropriate granularity of neuron types and potential functional
abnormalities in epileptic brain.
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Although SCENA achieved high performance in analyzing
13 datasets that were generated from diverse scRNA-seq pro-
tocols, there are several technical considerations in applica-
tion. One general concern is the potential confounding factor
in batch effects. In these 13 datasets, the cell populations were
either known or were considered to be identical across batches.
However, large-scale scRNA-seq datasets may be produced in
different laboratories, at different times, by differing handling
personnel and technology platforms, resulting in large vari-
ations or batch effects. Unlike dropout noise that generated
by the stochasticity of gene expression, or by the failure in
RNA library preparation [28, 29], batch effects can be highly
nonlinear, making it difficult to separate them from biological
variations. For example, the cells from different batches may
introduce false modules within which the cells will achieve
pseudo-similarity of expression patterns. In this case, additional
normalization techniques must be applied to adjust the mean
and variance of the gene expression, especially for heteroge-
neous datasets merged from different scRNA-seq methods, such
as UMI or whole gene-body-based methods. Another possible
concern is over the enhancement of local affinity since too
many steps of enhancement may introduce over-diffused con-
nections among cells, resulting in false cluster numbers. To
avoid this, we comprehensively analyzed two parameters: the
iteration step t and the number of nearest cell neighbors k.
We empirically optimized them by considering the total cell
numbers and potential cluster numbers. We suggest users not
to use too many steps or too large a number of cell neighbors to
avoid such over-enhancement. Another factor that may cause
overfitting of SCENA is the number of feature sets, f , where
the ARI scores can be observed to be slightly lower on sev-
eral datasets when f > 5 (Supplementary Figure S2A available
online at http://bib.oxfordjournals.org/). Therefore, we suggest
the number of feature sets to be set as f = 5 in practice.
Since the gene features with high variance are considered to
be good feature candidates, we selected the features for each
of five feature sets only within top-ranked features with certain
increments. In practice, we suggest the five feature sets to be
(50, 100, 150, 200 and 250) for datasets with a smaller number
of total gene features (≤ 8000) and to be (200, 400, 600, 800,
1000) for the dataset with a larger number of total gene features
(> 12 000). These practical selections of multiple feature sets
can highlight the major features, retain reasonable coverage
and simplify the feature selection process that is usually time
consuming. In the SCENA software, all these parameters will
be automatically recommended and printed for users but will
also be adjustable for user preference. Another general point to
be considered in the clustering analysis of scRNA-seq data is
the diversity of scRNA-seq techniques. Usually, the clustering
analysis is started from a gene-cell expression matrix. Since
there are more than 20 different scRNA-seq protocols available
now [26, 27], specific normalization and preprocessing of the
different protocols are essential for following clustering analysis
and differential expression analysis.

In summary, SCENA is designed to reduce the effects of
dropout noise, reconstruct cell–cell similarity and detect the
biological variabilities across cells. SCENA is scalable to dataset
size and works well on diverse datasets that are generated
by different protocols. Considering scRNA-seq experiments are
generating increased cell throughput and larger datasets, we
equipped SCENA with a CPU + GPU heterogeneous parallel com-
puting design and provided users with computing flexibility in
analyzing relatively large datasets. Altogether, SCENA is tested to
be an effective clustering method and may be useful in various

fields of biological research by facilitating novel discoveries in
the scRNA-seq data.

Key Points
• Clustering analysis is essential to identify novel cell

types, gene expression patterns and marker genes.
• SCENA R package provides an effective platform for

clustering analyses of scRNA-seq data.
• SCENA is robust against high dropout noise levels.
• SCENA is parallelized and easily scales to datasets

with tens of thousands of cells.
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