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The flow state – an experience of complete absorption in an activity – is linked with less
self-referential processing and increased arousal. We used the heart-evoked potential
(HEP), an index representing brain–heart interaction, as well as indices of peripheral
physiology to assess the state of flow in individuals playing a video game. 22 gamers
and 21 non-gamers played the video game Thumper for 25 min while their brain and
cardiorespiratory signals were simultaneously recorded. The more participants were
absorbed in the game, the less they thought about time and the faster time passed
subjectively. On the cortical level, the fronto-central HEP amplitude was significantly
lower while playing the game compared to resting states before and after the game,
reflecting less self-referential processing while playing. This HEP effect corresponded
with lower activity during gameplay in brain regions contributing to interoceptive
processing. The HEP amplitude predicted the level of absorption in the game. While
the HEP amplitude was overall lower during the gaming session than during the resting
states, within the gaming session the amplitude of HEP was positively associated with
absorption. Since higher absorption was related to higher performance in the game, the
higher HEP in more absorbed individuals reflects more efficient brain–heart interaction,
which is necessary for efficient game play. On the physiological level, a higher level
of flow was associated with increased overall sympathetic activity and less inhibited
parasympathetic activity toward the end of the game. These results are building blocks
for future neurophysiological assessments of flow.

Keywords: experience of flow, heart-evoked potential, brain–heart interaction, self-referential processing,
arousal, time perception

INTRODUCTION

Csikszentmihalyi (1975) described the state of flow as an optimal experience that occurs when an
individual is immersed in an activity and feels enjoyment. The main antecedents of this experiential
state are clear goals, immediate feedback, and an optimal balance between the individual’s skills
and the level of challenge posed by the activity (the skill-challenge balance; Csikszentmihalyi and
Csikszentmihalyi, 1992; Engeser and Rheinberg, 2008; Keller and Blomann, 2008; Fong et al.,
2015). According to the flow-channel model (Csikszentmihalyi, 1975, 1990; Figure 1), whenever
the challenge level of the activity outweighs the performer’s skill level, the person will become
frustrated or anxious. In contrast, when the level of challenge is lower than the individual’s skill
level, they will feel bored. The flow experience has been associated with successful performance
and feelings of competence (Engeser and Rheinberg, 2008; Jin, 2012; Rutrecht et al., 2021),
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FIGURE 1 | The flow-channel model (Csikszentmihalyi, 1975).

since frustration and boredom lead to diminished concentration
and, consequently, poor performance (Perone et al., 2019). Flow
is often linked with the experience of losing the sense of time
and of the self (Csikszentmihalyi and Csikszentmihalyi, 1992;
Wittmann, 2015, 2018; Rutrecht et al., 2021).

The underlying physiological and neural mechanisms of the
flow state are beginning to be studied extensively. Researchers
have attempted to map specific neurophysiological indicators of
this mental state by employing a skill-challenge balance. So far,
the results have been heterogeneous and inconclusive in terms
of identifying a unified mechanism underlying this state (for
more details see our review, Khoshnoud et al., 2020). In the
present study, we focused on two important mechanisms of the
experience of flow, namely heightened arousal as manifested in
elevated cardiovascular (de Manzano et al., 2010; Chanel et al.,
2011; Keller et al., 2011; Tian et al., 2017; De Sampaio Barros et al.,
2018) and loss of self-related processing typically associated with
decreased activity in the default-mode network (DMN, Ulrich
et al., 2014, 2016, 2018; De Sampaio Barros et al., 2018).

Video games are promising tools for systematically inducing
flow under controlled laboratory conditions. They offer clear
goals, immediate feedback, and challenging tasks with the
possibility of modulating the level of difficulty for achieving
the desired skill-challenge balance (Salen and Zimmerman,
2003; Alvarez Igarzábal, 2019). For this reason, we chose to
investigate arousal and self-related processing during flow states
with the commercially available video game Thumper, which
our previous research had shown to be highly flow inducing
(Rutrecht et al., 2021). We tested experienced gamers and non-
gamers who played the game for 25 min and recorded their
electroencephalography (EEG) and cardiorespiratory signals.
Gamers were recruited because their experience with video
games would in principle allow them to more easily familiarize
themselves with the game and enter a flow state. The non-gamer
sample constituted the control group to allow us to compare
how individuals lacking gaming skills would experience the play
sessions – i.e., if they would enter a state of flow or not. This study
was conducted in the context of the VIRTUALTIMES project
with the goal of developing a therapeutic game that could reduce
the symptoms of patients with psychiatric disorders through
the induction of flow states. Recent conceptualizations suggest

that inducing the experience of flow with video games could
help reduce pathologically increased self-rumination (Kühn et al.,
2018), which is associated with time distortions in many patient
groups with psychopathologies, such as depression, attention
deficit hyperactivity disorder, and addiction (Wittmann et al.,
2007; Khoshnoud et al., 2018; Vogel et al., 2018). The game
resulting from the VIRTUALTIMES project should effectively
induce flow states regardless of the gaming experience of the
player. We included the non-gamer sample for this reason
as well, since potential differences between groups (or a lack
thereof) would inform the design of the game. Continuous play,
which is the more natural way of playing video games – by
progressing and encountering increasingly difficult challenges –
was preferred over difficulty modulation, in which the level of
challenge is adapted to the player’s performance. Employing
such form of difficulty modulation to achieve the skill-challenge
balance can facilitate flow induction, but does not necessarily lead
to a state of flow.

Flow, Selflessness, and Brain–Heart
Interaction
Reduced self-awareness is one of the main characteristics of the
flow experience (Csikszentmihalyi, 1975, 1990). The high levels
of concentration and focused attention demanded by the task
at hand restrict resource allocation for task-irrelevant demands,
like body- and self-awareness. Several studies reported less self-
referential processing during the flow experience by showing
deactivation of the DMN, specifically the medial prefrontal cortex
(MPFC) (Sadlo, 2016; Ulrich et al., 2016, 2014, 2018; De Sampaio
Barros et al., 2018; Ju and Wallraven, 2019). DMN activity is
associated with relaxation, mind-wandering, and self-referential
thinking, and it diminishes during task-focused and goal-directed
actions (Raichle et al., 2001; Goldberg et al., 2006). Increased
activation of the insular cortex has also been reported during flow
states (Ulrich et al., 2016; Huskey et al., 2018; Ju and Wallraven,
2019). The insular cortex is the primary visceral area (Craig,
2009). Recent neuroscientific research has shown that cortical
processing of signals from internal visceral organs, like the heart
and the gut, are important for cognition (Park et al., 2014;
Critchley and Garfinkel, 2018), self-consciousness (Damasio and
Carvalho, 2013; Tallon-Baudry et al., 2018; Park and Blanke,
2019), and subjective time (Craig, 2009; Wittmann, 2013; Teghil
et al., 2020). According to Tallon-Baudry et al. (2018), the gut
and the heart are similar to ticking clocks that constantly send
intrinsically generated information up to the central nervous
system. By monitoring this bodily information, the brain creates
a neural reference frame for developing a first-person perspective.

To evaluate self-related processing during moments of flow,
we investigated the brain–heart interaction by exploring possible
associations between the heart-evoked potential (HEP) – an
index representing the neural processing of cardiac afferents –
and the flow experience while playing the game. HEPs are
cortical electrophysiological responses in the brain that are
time-locked to the R-peaks of the simultaneously measured
electrocardiography (ECG) signal (Montoya et al., 1993;
Schandry and Montoya, 1996). The precise pathways underlying
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the HEP are unknown. In addition to cardiac and blood vessel
receptors, it has been argued that cardiac afferents are projected
to the cortex through tactile and proprioceptive receptors
(Azzalini et al., 2019; Park and Blanke, 2019). Research has
shown that self-relatedness (Babo-Rebelo et al., 2016, 2019;
Park et al., 2016; Sel et al., 2017), focus of attention (Petzschner
et al., 2019), emotional feelings (Fukushima et al., 2011; Shao
et al., 2011), and arousal (Luft and Bhattacharya, 2015) modulate
the HEP amplitude.

Despite the established relationship between selfhood and
the HEP amplitude, the findings regarding the direction of
this association are mixed; i.e., there are positive and negative
correlations between the HEP amplitude and self-relatedness.
Employing a full-body illusion paradigm, Park et al. (2016)
identified a relationship between the HEP amplitude over fronto-
central scalp sensors and experimentally modulated changes
in self-identification. The negative HEP amplitude was more
pronounced during the condition with lower self-identification
rating compared to the condition with higher self-identification.
A study conducted by Babo-Rebelo et al. (2016) revealed a
direct link between self-relatedness of spontaneous thoughts and
the HEP amplitude. The HEP amplitude was evaluated in two
conditions: one where participants were the subject (first-person
perspective) of presented thoughts (“I” as in “I like him”) and
another where they were the object of the thoughts (“Me” as in
“He likes me”). The amplitude of the HEP in the mid-posterior
regions of the brain co-varied negatively with the engagement of
“I”, showing higher amplitudes for lower ratings on the “I” scale.
The HEP amplitude also differed between “high” and “low” trials
on the “Me” scale over medial frontal sensors with higher HEP
amplitudes for the trials with higher score of the “Me” scale.

In the present work, we investigated the link between flow and
the HEP amplitude as an index reflecting self-related processing.
This was the first time that the HEP was studied in the context
of flow, as far as we know. Considering the connection between
the HEP amplitude and the self (Park et al., 2016; Babo-Rebelo
et al., 2019, 2016), as well as the existing overlap between the
cortical sources of the HEP and the DMN (Park and Blanke,
2019), one can expect to see a decrease in neural responses
to the heartbeats and a lower HEP amplitude while playing
a video game compared to the resting state. This means that
self-referential processing is lower while gaming than while
resting (Hypothesis1). The aforementioned associations between
selfhood and the amplitude of the HEP may refer to a distinct
HEP during gameplay as a result of experiencing flow and a loss
of self-awareness. Considering the mixed nature of the direction
of the reported associations, we expected a relationship between
flow and the HEP amplitude without making any assumptions
regarding its direction (Hypothesis 2).

Flow and Arousal
The feeling of enjoyment along with high levels of concentration
on a given task suggests that flow states are modulated through
arousal levels, which are related to the activation of the autonomic
nervous system (ANS). The two branches of the ANS, the
sympathetic nervous system (SNS, responsible for “fight-or-
flight” responses) and the parasympathetic nervous system

(PNS, responsible for “rest-and-digest” responses) operate as
excitatory and inhibitory physiological mechanisms, respectively
(Cacioppo et al., 2007). Numerous indicators of sympathetic
and parasympathetic activity have been studied in flow
research, including cardiovascular, electrodermal, and respiratory
measures. Aggregating the existing empirical results, both linear
and non-linear associations between the activity of the autonomic
nervous system and flow have been reported (Khoshnoud et al.,
2020). The most established theory links the experience of flow
to high levels of the SNS activity (Kivikangas, 2006; de Manzano
et al., 2010). The reported positive association between the
electrodermal activity (EDA) as a robust indicator of sympathetic
arousal (Critchley and Nagai, 2013) and flow (Nacke and Lindley,
2010; Léger et al., 2014; Ulrich et al., 2016, 2014) confirms this
theory. Increased flow while playing a video game was reported
to be related to an increased heart rate (de Manzano et al., 2010;
Bian et al., 2016), a faster respiration rate (Bian et al., 2016; Tian
et al., 2017), high levels of salivary cortisol (Keller et al., 2011), and
lower heart-rate variability (HRV) measures, specifically lower
high-frequency (HF) HRV (Chanel et al., 2011; Keller et al., 2011;
Harmat et al., 2015; Harris et al., 2016; De Sampaio Barros et al.,
2018; Kozhevnikov et al., 2018). HF-HRV reflects the variance in
the 0.15–0.4 Hz frequency range of the heart rate and is a reliable
indicator of parasympathetic activity (Laborde et al., 2017; Shaffer
and Ginsberg, 2017).

In two studies, the reported heightened sympathetic activity
during flow was associated with the modulated parasympathetic
activity manifested by deeper respiration (de Manzano et al.,
2010; Harmat et al., 2015; Tian et al., 2017). According
to Porges’ (1995, 2021) polyvagal theory, parasympathetic
influences are essential for an individual’s successful adaptation to
changing environmental demands. Several studies have suggested
a connection between parasympathetic activity and cognitive
performance, working memory, and attention (Hansen et al.,
2003; Frewen et al., 2013; Mahinrad et al., 2016; Tsakiris and
De Preester, 2018). The so-called parasympathetic modulation of
sympathetic activity may describe flow as a state of heightened
arousal accompanied by a feeling of pleasure and, at the same
time, seemingly paradoxical relaxation, which is suggested to
act as a physiological coping mechanism for high demands of
attention in moments of flow (de Manzano et al., 2010; Ullén
et al., 2010).

In light of the above-mentioned findings, we expected to see
a positive association between sympathetic activity and the self-
reported flow measures. Given the reported connection between
parasympathetic activity and attention, relatively increased
parasympathetic activity should help cope with the changing
attentional demands of the task. We assumed that more
flow would be associated with increased sympathetic and
parasympathetic activity (Hypothesis 3).

MATERIALS AND METHODS

Participants
Participants were 43 healthy subjects (Gamers: n = 22; 19 males,
3 females; Non-Gamers: n = 21; 18 males, 3 females) with

Frontiers in Human Neuroscience | www.frontiersin.org 3 April 2022 | Volume 16 | Article 819834

https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-16-819834 April 23, 2022 Time: 14:38 # 4

Khoshnoud et al. Brain–Heart Interaction and Flow

an average age of 24.90 ± 3.98 years (Gamers: 25.59 ± 4.56,
Non-Gamers: 24.19 ± 3.23). The age difference between the
two groups was not significant (t(41) = –1.15, p = 0.254). All
participants were recruited via online platforms (Student Services
University Freiburg), flyers, word-of-mouth dissemination, and
through advertisements on social media and gaming forums.
As an inclusion criterion for being a gamer, individuals had
to: (a) consider themselves a gamer, (b) have more than
five years of experience playing videogames regularly, and (c)
have played videogames in the past six months for at least
5 h a week. On average, gamers had 15.36 ± 4.97 years of
experience and non-gamers, 6.28 ± 7.3 years with an average
of 15.97 ± 8.89 and 0.48 ± 0.54 h of playing games in a week,
respectively. Gaming experience in years of playing (t(41) = –
4.77, p < 0.001) and average hours of gameplay in a week
(t(40) = –7.96, p < 0.001) were significantly higher in gamers
than in non-gamers. No significant difference was identified for
the educational level between the two groups (U = 263, p = 0.4).
This study was approved by the local Ethics Committee of the
Institute for Frontier Areas of Psychology and Mental Health
(IGPP_2019_01).

Questionnaires
The state of flow was measured with the 10-item Flow Short
Scale (FSS, Rheinberg and Vollmeyer, 2003) with seven-point
Likert scales ranging from 1 (not at all) to 7 (very much)
which are linked to two subscales: absorption and fluency.
Absorption is measured by four items (e.g., “I am totally
absorbed in what I am doing” or “I don’t notice time
passing”), while the remaining six items index the fluency
of performance (e.g., “My thoughts/activities run fluidly and
smoothly” or “The right thoughts/movements occur of their
own accord”). Considering the flow-channel model (Figure 1),
the absorption subscale can be considered a stronger indicator
of flow, while fluency can also occur in situations in which
external demands are lower than individual skills (Peifer et al.,
2014). Besides the overall flow score comprising all items (FSS
mean score), we also looked at the absorption and fluency
subscales’ mean values separately in their relationships with the
other behavioral and physiological measures. The Cronbach’s
alpha values found in our dataset for the FSS mean score,
the absorption, and the fluency subscales are 0.847, 0.768, and
0.787, respectively.

We used the Subjective Time, Self, and Space (STSS)
questionnaire (Jokic et al., 2018) to assess the effects of the gaming
session on time and bodily perception. This questionnaire
consists of an item to evaluate bodily awareness (“How
intensively did you experience your body most of the time?”)
with a non-verbal pictorial scale with the answer category ranging
from 1 to 7. Three items assess the experience of time: (1)
“Intuitively, without thinking about it, the gameplay session
lasted ____ minutes and ____ seconds” (estimated duration); (2)
“How often did you think about time?” (thinking about time);
and (3) “How fast did time pass?” (speed of time passage). The
latter two time questions were answered with a vertical streak on a
visual analog scale (a 10-centimeter-long horizontal line) ranging
from “not at all” to “a lot” on question two and from “very slowly”

to “very fast” on question three. The Self-Assessment Manikin
(SAM) scale (Bradley and Lang, 1994) was used to measure
valence (SAM-valence) and arousal (SAM-arousal) changes with
non-verbal, pictorial scales after vs. before the gaming session.
We used the 5-point version of the scales.

Experimental Design
The study took place on 3 consecutive days. The first two days
were training sessions for participants to learn how to play the
chosen game and on the third day the participants’ EEG and
cardiorespiratory signals were recorded simultaneously while
they played the game. The video game we used was Thumper,
an action/rhythm game developed by the studio Drool and
released in 2016. We acquired and launched the game through
the platform Steam. In this game, the player controls a silver
beetle that moves forward automatically on a track within an
abstract landscape. The player watches from behind the beetle,
so that s/he can react to different elements that are placed on
the track. The track also presents the player with obstacles like
sharp curves or spikes that can damage the beetle if they are not
averted in time. Players can listen to the rhythm induced by the
soundtrack to help with the timing of these actions. The goal of
this game is to achieve the highest score possible in each level and
level section by hitting as many lights as possible and avoiding
collisions with obstacles.

The first session lasted 90 min in which participants were
asked to read the information sheet, sign the consent form,
and answer questions regarding their well-being. After that the
experimenter explained the gameplay basics to the participants
and let them play for about 60 min, starting from the first level of
the game. In the second training session, participants played the
game for another 60 min, starting from the level they had reached
in the previous session, unless they preferred to start at a lower
level. In the final recording session, participants could choose the
level at which they felt comfortable to start. We recommended
that they neither pick a level that was too challenging nor one
that was too easy for them. This was done to increase the chances
that they would enter a flow state during the gameplay session.
Gamers and non-gamers therefore played at different game levels
according to their skills, since higher levels are more challenging
than lower ones.

In the final session, participants were asked to sit in a
comfortable chair watching a screen positioned 70 cm in front
of them in an electrically shielded room. They were requested
to fill out the SAM questionnaire after all the electrodes had
been placed. The recording session had three stages: a pre-
game resting-state period of 5 min with eyes open, followed
by 25 min of gameplay, and then another 5 min with a post-
game, resting-state recording. Participants were asked to play
Thumper continuously for 25 min, since there seems to be
an adaptation period while playing after which participants
tend to lose track of time (Tobin et al., 2010; Bisson et al.,
2012). Yun et al. (2017) reported that 87.5% of the participants
in their study required at least 25 min to get into the
flow state. After the post-game session, participants filled out
the SAM questionnaire once again, as well as the post-task
questionnaires STSS, and FSS. After the task, they watched their
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own recorded gameplay and answered questions regarding their
subjective experience.

Signal Recordings
Continuous EEG signals were recorded using a 32-channel
electrocap (ActiCHamp, BrainVision) with active electrodes
positioned according to the extended 10–10 international system.
All electrodes were referenced to the Fz electrode, with the
ground electrode placed on the forehead. Electrode impedances
were kept below 10 k�. EEG signals were digitized with a 1000 Hz
sampling rate and band-pass filtered within the 0.01–120 Hz
range. One electrocardiogram (ECG) signal was acquired using
three Ag/AgCl electrodes, which were positioned according to
the Lead II Einthoven configuration: two electrodes placed on
the right clavicle and the left hip/abdomen (active electrodes),
and one electrode placed on the left clavicle (ground electrode).
A respiratory signal was acquired using the Brain Vision
respiration belt attached to the participant’s chest or abdomen,
depending on the subject’s breathing mode. All peripheral
signals were co-registered with the EEG via the auxiliary inputs
of the amplifier.

Data Processing
Electroencephalography Analysis
The recorded EEG signals were processed with the Matlab
software using custom-written scripts and the EEGLAB toolbox
functions. The raw EEG signals were first down-sampled to
250 Hz and filtered with a band pass filter of 1.5–70 Hz. After
this initial filtering step, line noise and other large non-stationary
artifacts were identified and cleaned using the artifact subspace
reconstruction (ASR) approach (Chang et al., 2020). The cleaned
signals were re-referenced to a common average reference.
To identify other non-brain related EEG contamination (e.g.,
eye-blinks, muscle, heart, and channel noise), we used the
adaptive mixture independent component analysis (AMICA;
Palmer et al., 2006, 2011, 2008) to decompose the EEG signal into
its independent components (ICs). AMICA has shown superior
performance among the blind-source separation algorithms for
EEG decomposition (Delorme et al., 2012). After decomposing
the signals into ICs, their equivalent current dipoles were also
computed using the three-shell, boundary-element-method head
model based on the MNI brain template using the DIPFIT
plugin of the EEGLAB toolbox1. The identified ICs were then
automatically classified and labeled using a machine-learning
approach, which has been trained to classify the ICs based
on several characteristics, such as spectral properties and brain
topography (Pion-Tonachini et al., 2019). The brain-related ICs,
which were labeled with the probability higher than 0.5 and had
a dipole residual variance less than 0.2, were selected for further
analysis. This procedure cleans the signal from eye-blinks, muscle
noise, heart artifact, and other contamination and preserves pure
brain-related activity. To calculate the average alpha frequency
band (8 – 12 Hz) power, we used the Welch’s power-spectral
density estimation method (using the hamming window with the
size of 2000 samples and 10% overlap between windows).

1http://sccn.ucsd.edu/wiki/A08:_DIPFIT

Electrocardiography Analysis
The raw ECG signals were imported to the Kubios Heart Rate
Analysis Software (Kubios, Inc., University of Western Finland,
Finland) to calculate inter-beat intervals (IBIs) of successive
heartbeats and associated heart-rate variability measures.
Recordings were first screened manually for ectopic and missing
beats, after which the appropriate artifact-removal threshold
available in Kubios was applied. The average IBI was calculated
for each condition and each subject. Power-spectrum analysis
was performed using the Fast Fourier Transformation (FFT)
method provided by the software, and then the log power
of the low-frequency HRV (LF-HRV; 0.04–0.15 Hz) and the
high-frequency HRV (HF-HRV; 0.15–0.4 Hz) were computed.
Since the HF-HRV is influenced by breathing rates below 9 or
above 24 cycles per minute (Malik et al., 1996; Laborde et al.,
2017), we used the obtained respiration rate from the respiratory
signal to control for respiratory rates in these ranges. Participants
whose breathing rates exceeded these limits were excluded from
the frequency-domain HRV analysis.

Respiration Analysis
The recorded respiratory signals were first down sampled to
25 Hz and lowpass filtered using an infinite-impulse-response
(IIR) lowpass filter with the order of 8 and passband frequency
of 2 Hz. Since the respiratory signals were contaminated with
large artifacts due to movements, the signal amplitudes outside
the chosen threshold (mean ± 2 × S.D.) were replaced with
the interpolated values. Then the local maxima were identified
and the average respiration rate (RR-mean) and the standard
deviation of the respiration rate (RR-STD) were calculated.

Heartbeat-Evoked Potentials
For the HEP analysis, cardiac R peaks of the ECG signal were
detected offline and used as triggers for the EEG segmentation
of the pre-processed EEG signals. The R-peak detection was
performed by decomposing the ECG signals using discrete
wavelet transform analysis with the “sym4” wavelets. The “sym4”
wavelet resembles the QRS complex of ECG signals, which makes
it a good choice for the QRS detection. Wavelet decomposition
was performed for five levels, and then the signal approximation
was built from the wavelet coefficients of levels 4 and 5. The exact
location of R peaks was identified using the squared absolute
values of the signal approximation and a peak-finding algorithm.
EEG epochs were then extracted time-locked from 200 ms before
to 600 ms after the detected R-peaks. Baseline correction was
performed from –200 to –100 ms time-locked to the R peak
for each epoch. The HEP signals were then averaged for each
electrode, each condition, and each subject.

Source Localization
Cortical source reconstruction and surface visualization were
implemented by the BrainStorm toolbox (version January 04,
2021; Tadel et al., 2011) on the Matlab software. After co-
registration of the EEG sensors and the template anatomy (MNI
brain template, ICBM152) for each participant, the forward
model was calculated using the boundary element method from
the open-source software OpenMEEG (Gramfort et al., 2010) on
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the cortical surface of the template brain. Cortical currents for
each subject and each condition were estimated by a distributed
model consisting of 15,002 current dipoles using the weighted
minimum-norm, current-estimation method with the dynamical
statistical parametric mapping (dSPM) providing z-score cortical
currents. The orientation of dipoles was considered constraint
and normal to the cortex. The cortical currents were then spatially
smoothed (7 mm) and averaged over 400 to 500 ms after the
R-peak (in which a significant difference between the pre-game
and the game was found). The anatomical description is based on
the Desikan–Killiany (Desikan et al., 2006) and the Brodmann
parcellations available in the BrainStorm toolbox.

Statistical Analysis
(1) For between-subject behavioral comparisons, we computed
the independent t-test and, in non-normal distributions, the
Mann-Whitney U-test. (2) Peripheral measure comparisons were
performed using repeated-measure ANOVAs with condition
(pre-game, game, and post-game) as a within-subject factor,
group (gamers vs. non-gamers) as a between-subject factor,
and each measure as a dependent variable. Degrees of freedom
in repeated-measure ANOVAs were corrected according to
the Greenhouse-Geisser method for violation of the sphericity
assumption when appropriate. (3) Correlations were analyzed
with Pearson’s correlation coefficients (r) affording parametric
assumptions, such as a normal distribution. Whenever we found
a significant effect using the Shapiro-Wilk test for non-normality
in one of the two variables, we reported the Spearman correlation
coefficient (ρ). Analysis significance levels were set to p < 0.05
for each correlation. The false-discovery rate (FDR) method, a
multiple-comparisons-correction procedure by Benjamini and
Hochberg (1995) was used to control for multiple tests for each
of the correlation tables.

(4) Differences in the HEPs between conditions and
the corresponding cortical sources were tested using two
statistical methods. One was the cluster-based permutation
t-test implemented in the Fieldtrip toolbox, which is available
in the BrainStorm toolbox. With this procedure, individual
samples with a t value higher than threshold (p < 0.05, two
tailed), are clustered in connected sets based on temporal and
spatial adjacency. For each cluster, cluster-level statistics are
assigned by taking the sum of the t values within a cluster,
and then the maximum of the cluster-level statistics is selected
for the evaluation of the null hypothesis. After shuffling the
condition labels 10,000 times, the two-tailed Monte-Carlo p value
corresponds to the proportion of elements in the distribution
of shuffled, maximal cluster-level statistics that exceeds the
observed maximum or minimum original cluster-level test
statistics. As this method uses maximal cluster-level test statistics,
it intrinsically controls for multiple comparisons in time and
space (Park et al., 2014). Without a priori selection of a time
window and region of interest, getting a significant result from
this method does not establish significance of effect for latency
or location (Sassenhagen and Draschkow, 2019). To test the
differences of the HEP amplitude in the sensory domain for
which we did not have an a priori assumption of a time window
and scalp locations, we used a non-parametric permutation test

with an FDR correction for multiple comparisons. After finding
the time window in which the HEP amplitude was significantly
different between conditions, the cortical-source differences were
tested with the cluster-based permutation t test and then the
non-parametric permutation test.

RESULTS

Subjective and Behavioral Results
Gamers vs. Non-gamers
By taking into account the outcomes of the two prior training
sessions, gamers started playing at significantly higher levels of
the game (t(41) = –4.342, p < 0.001) and achieved significantly
higher levels (t(41) = –4.030, p < 0.001) than non-gamers. No
significant differences were observed in performance between the
two groups in terms of total final score (t(41) = –1.449, p = 0.155)
and total final error (t(41) = 0.315, p = 0.754), which accumulated
during playing on the different levels of the game. As shown
in Supplementary Table 1 in the Supplementary Data, playing
Thumper elicited comparably high levels of flow (FSS mean score)
in both groups with the value of 4.86 ± 1.03 in non-gamers and
5.34 ± 0.77 in gamers (7 is the maximum value). There were no
significant differences between the two groups in self-reported
flow (t(41) = –1.741, p = 0.089) or for the subscales of absorption
(t(41) = –1.819, p = 0.076) and fluency (t(41) = –1.324, p = 0.193).
The estimated duration of the play session, how often participants
thought about time, and the passage of time were not significantly
different between the two groups. Neither emotional and arousal
change nor bodily awareness change before and after playing
Thumper were significantly different between groups. That is,
due to the fact that non-gamers and gamers played on their
respective lower and higher performance levels, there were no
group differences in related subjective experience of the game.

Correlations With Total Flow, Absorption, and Fluency
Scores
The correlation coefficients among the total flow/
absorption/fluency and other subjective measures considering all
participants are shown in Table 1. Since gamers and non-gamers
did not differ significantly in subjective variables, the correlation
coefficients and related p values for the separate groups are
presented in the Supplementary Data in Supplementary
Table 2. As shown in Table 1, the more flow participants
experienced, the less they thought about time (r =–0.481,
p = 0.001; FDR corrected), and the higher their total game scores
was (r = 0.466, p = 0.002, FDR corrected). The more absorbed
participants were in the game, the less they thought about time
(ρ = –0.530, p < 0.001, FDR corrected), and the faster time
passed for them (ρ = 0.423, p = 0.005, FDR corrected).

The last two correlations were driven mainly by the gamers.
A positive association was also identified between the absorption
score and measures of performance. More absorption in the game
led to a higher final gaming score (ρ = 0.452, p = 0.002, FDR
corrected) and lower total errors (ρ = –0.377, p = 0.013). Only two
correlations appear to be significant on a 1% alpha level for FSS-
Fluency. The more fluency participants felt, the less they thought
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TABLE 1 | Correlation coefficients and related p-Values between the total flow, absorption, and fluency subscales of flow and related variables for all subjects.

Measures & related variables Total flow (FSS mean score) Absorption (FSS-Absorption) Fluency (FSS-Fluency)

All r (p) All r (p) All r (p)

Thinking about time (STSS) –0.481rho (0.001FDR) –0.530rho (< 0.001)FDR –0.394rho (0.009)

Speed of time passage (STSS) 0.271 (0.079) 0.423rho (0.005)FDR 0.123 (0.433)

Estimated duration of play session (STSS) 0.101rho (0.519) 0.069rho (0.661) –0.075rho (0.635)

Total final score in the game 0.466 (0.002FDR) 0.452rho (0.002)FDR 0.390 (0.010)

Total final error in the game –0.343 (0.024) –0.377rho (0.013) –0.232 (0.135)

Bodily awareness (STSS) –0.160rho (0.307) –0.167rho (0.285) –0.149rho (0.342)

Arousal change (SAM-arousal)1 –0.032rho (0.839) 0.122rho (0.437) –0.141rho (0.368)

Valence change (SAM-valence)1 0.112rho (0.474) 0.213rho (0.170) 0.019rho (0.904)

rho Spearman correlation results.
1Difference between after and before the game session; after-before; significant correlations on the 5% level are marked in bold; FDR = Significant after false-discovery-rate
(FDR) adjustment.

about time (ρ = –0.394, p = 0.009; not significant after FDR), and
the higher their final game score was (r = 0.390, p = 0.010; not
significant after FDR).

The Heart-Evoked Potential Measure
Since HEP modulations have been reported in widely distributed
scalp electrodes (frontal, central, and parietal sites), as well as
a range of latencies between 200 and 600 ms after the R-peak
(Pollatos and Schandry, 2004; Babo-Rebelo et al., 2016; Park et al.,
2016; Petzschner et al., 2019), we performed a whole brain, whole
time-window analysis of the HEPs for the three conditions (pre-
game, game, and post-game) using non-parametric permutation
tests with 1000 randomizations. Across all subjects, the HEPs
significantly differed in the game condition compared to the
pre-game and the post-game conditions (considering α < 0.05
with FDR correction) over the fronto-central sensors (Fz, FC1,
FC2, Cz) in the time window of 400–500 ms after the R-peak
(Figure 2A). The grand average fronto-central HEP waveform
is shown for the three experimental conditions in Figure 2B.
A post hoc analysis revealed that the average HEP amplitude
in the time window of 400–500 ms after the R-peak was
significantly lower (considering α < 0.05 with FDR correction)
over the fronto-central sensors for the game condition compared
to the pre-game (p < 0.001) and the post-game (p < 0.001)
conditions (Figures 2B,C). The lower HEP amplitude during the
gameplay represents a lower neural response to the heartbeats
while playing, which corresponds with our first hypothesis. No
significant difference was found for the HEP waveform between
the pre-game and the post-game conditions.

The same suppression of the fronto-central HEP amplitude
during playing the game was observed within each group.
The topographical maps of the average HEP amplitude over
the 400 to 500 ms time window after the R-peak for each
condition, as well as the corresponding statistical p values
(derived from non-parametric permutation tests with 1000
randomizations), are separately presented for each group in the
Supplementary Figure 1a of the Supplementary Data. As shown
in Supplementary Figure 1b, during the game condition the
mean HEP amplitude over the 400–500 ms time window in
the gamers was slightly higher compared to the non-gamers,

which was not statistically significant (t(41) = –1.637, p = 0.109).
To test whether the observed difference in the HEP amplitude
was truly time-locked to the heartbeats, the same statistical
analysis was conducted repeatedly (100 times), but this time using
surrogate R-peaks, which had the same inter-beat interval and
variability as the original R-peaks, but were shifted randomly in
time. A surrogate analysis performed separately for each group
showed no such significant difference as originally found for
the real R-peaks, confirming the fact that the differential HEP
during the gameplay compared to the resting state is truly locked
to the heartbeats.

To test possible associations between the HEP amplitude and
flow measures, the mean amplitude of the HEP while playing
the game was calculated within the time-window in which a
significant difference was detected. No significant association
between the HEP amplitude and the level of flow (FSS mean
score) was identified across all subjects (r = 0.253, p = 0.102).
The higher the HEP amplitude, the stronger the absorption in the
game (ρ = 0.377, p = 0.013). This association (Figure 2D) which
was not significant within each group (Supplementary Table 4)
associated higher absorption in the game with higher cortical
processing of cardiac afferents.

Neural Sources of the Observed Differential
Heart-Evoked Potential for the Game and the
Pre-game Conditions
We reconstructed neural sources of the HEP signals for the
pregame and the game conditions to identify the cortical regions
contributing to the HEP effect observed over the fronto-central
scalp electrodes. After identifying the time window for which a
significant difference between these two conditions was found
in sensor space, a cluster-based permutation test can be applied
on the reconstructed cortical currents averaged over that time
window. The difference in cortical currents between the pre-game
and the game conditions was significant over two large regions,
one pronounced over the left supplementary motor area (SMA;
BA 6) and left primary motor cortex (BA 4) extending to the left
primary somatosensory cortex (BA1, 2,3) and the left posterior
cingulate cortex (PCC; cluster size = 1928 vertices, Monte Carlo
p = 0.002).
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FIGURE 2 | (A) Topographical map of the scalp sensors where the distinct heart-evoked potential (HEP) between the game and the pre-/post-game conditions was
observed. The red-colored region including FC1, FC2, Fz, and Cz sensors indicates the location of the electrodes contributing to this significant difference, (B) the
grand average HEP across fronto-central sensors for the three conditions. The shaded area shows the time window in which we observed a significant difference.
(C) Mean amplitude and the standard deviation of the HEP over the 400–500 ms time window in which the significant difference was observed for the three
conditions, (D) Flow-absorption score as a function of the HEP amplitude.

The other cluster included the right primary somatosensory
cortex and the right primary motor cortex (BA4) along with
the right PPC (cluster size = 1478 vertices, Monte Carlo
p = 0.002). We also performed a non-parametric permutation
test with FDR correction considering α < 0.01 to identify
the most significant regions. As presented in Figure 3A, the
HEP neural sources differed significantly between the pre-
game and the game condition over the left supplementary and
primary motor cortices, the left primary somatosensory cortex
extended to the left PCC (Figure 3A). Small regions in the
right primary motor cortex, the right primary somatosensory
cortex, and the right posterior cingulate were also differently

activated between the pre-game and the post-game conditions.
The superposition of the statistically different regions with
the difference in the absolute values of the cortical currents
between the pre-game and the game conditions showed that
the activity in the above-mentioned regions during 400 to
500 ms after the R peak was significantly higher in the
pre-game condition as compared to the game condition (a
video clip demonstrating this source activity difference between
the pre-game and the game condition can be found in
Supplementary Materials).

The time course of the reconstructed neural currents from the
primary somatosensory region (Figure 3B) demonstrated lower
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FIGURE 3 | (A) Neural sources of the differential HEP for the pre-game and the game conditions. Different activation patterns were identified in the left primary
somatosensory and the left supplementary and primary motor cortices extended to the left posterior cingulate cortex (t pertains to permutation test results
considering α < 0.01 with FDR correction) stemming from higher activation during the pre-game condition, (B) Reconstructed time course of the HEP in the left
primary somatosensory cortex grand averaged across all subjects in absolute values of dipole currents for the pre-game and the game conditions. The shaded area
shows the time window in which significantly more activation was observed during the pre-game condition.

FIGURE 4 | Neural sources of the differential HEP observed for the pre-game and the game conditions for the gamers (left) and the non-games (right). (t pertains to
permutation test results considering α < 0.05 with the FDR correction).

neural activity locked to the heartbeats in this brain region while
playing the game compared to the pre-game condition. We then
explored neural sources of the differential HEP observed for the
pre-game and the game conditions separately for each group
(Figure 4). The permutation test results with an FDR correction
considering α < 0.05 showed that in the gamer group only
the supplementary motor cortex (the significant region peaked
at MNI coordinates –25, –14, 60 with peak t = 5.81) was less
activated during the game condition compared to the pre-game
condition. In non-gamers, though, the left supplementary and
primary motor cortex, the left primary somatosensory cortex, the
left and right posterior and anterior cingulate cortices, and the

left frontopolar prefrontal cortex (BA10; the significant region
peaked at MNI coordinates –31, 52, 25 with peak t = 8.67)
were less activated during the game condition than during the
pre-game condition.

Dissimilar neural sources of the observed differential HEP for
the gamers and non-gamers may reflect differences in resource
allocation to the cortical processing of the heartbeats between
these two groups while playing the game vs. the resting state.
Similar to the sensor space, the neural sources of the HEP
between gamers and non-gamers did not statistically differ in
either the pre-game or in the game condition. We also looked
at possible correlations between the average neural currents of
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the identified sources around 400–500 ms after the R-peak in the
game condition and subjective flow measures. No associations
were identified across the subjects.

The Function Between the Heart-Evoked Potential
Amplitude and Enhanced Automaticity
Difference in resource allocation to the cortical processing of
the cardiac information between two groups while playing the
game vs. the resting state raised this question whether the
observed relation between the HEP amplitude and absorption
was related to the enhanced automaticity experienced during
flow state. To address this, we extracted the parietal alpha and
explored possible correlations between this measure and the HEP
amplitude. According to a previous study (Gevins et al., 1997),
higher automaticity leads to higher parietal deactivation (higher
parietal alpha). The amplitude of the HEP showed a tendency
to associate positively with the parietal alpha power (r = 0.314,
p = 0.04); the higher the HEP amplitude, the higher the parietal
alpha power. This finding may suggest that the higher absorption
in the game resulted in an increased response to the heartbeats
(higher HEP amplitude) through enhanced automaticity.

The Function Between the Heart-Evoked Potential
Amplitude and Cardiovascular Activity
To explore whether the HEP amplitude is associated with the
change in cardiovascular parameters, we searched for possible
correlations between the average HEP over the 400–500 ms time
window at the fronto-central scalp electrodes and the IBI, the
HF- and LF-HRV while playing the game. No associations were
identified between the HEP amplitude in this time window and
the mentioned cardiac measures during the entire gameplay
session. The HEP amplitude was positively associated with the
LF- and the HF-HRV power difference between the last and
the first 5 min of gameplay (r = 0.443, p = 0.005; r = 0.354,
p = 0.029, respectively), i.e., the higher the parasympathetic
activity recorded during the last 5 min as compared to the first
5 min, the larger the HEP amplitude was.

Peripheral Measures
All physiological measures were extracted and analyzed for the
three experimental conditions of the pre-game (5 min), the
game (25 min), and the post-game (5 min). The mean value
of the neurophysiological measures for the three experimental
conditions and for each group along with the statistical results are
presented in the Supplementary Table 3. To examine the pattern
of cardiorespiratory activity more precisely during the whole 25-
min gameplay, we segmented the recorded physiological signals
of the game condition into non-overlapping, 5-min intervals and
analyzed the differences between corresponding cardiovascular
and respiratory measures for the first and the last intervals.
Here we reported the findings regarding all participants. For
some differences between gamers and non-gamers we refer to the
Supplementary Data (Supplementary Table 4).

Respiratory Activity
We analyzed two parameters from the respiration signals: the
mean respiration rate (RR-mean), the standard deviation of the

respiration rate (RR-STD). The Greenhouse-Geisser correction
revealed a significant main effect of condition (pre-game, game,
post-game) for the RR-mean (F(1.25, 51.28) = 36.70; p < 0.001,
η2 = 0.203) and RR-STD (F(1.55, 63.64) = 42.602; p < 0.001,
η2 = 0.314). Post hoc tests showed that the mean and variance
of the respiration rate were significantly higher during the
game compared to the pre-game (p < 0.001) and the post-
game (p < 0.001) conditions. The main group effect (gamers,
non-gamers), as well as the interaction between condition and
group, was not significant for any of these parameters (see
Supplementary Table 4).

There was no association between the RR-mean and flow
measures during the whole gameplay session. The respiration-
rate difference between the last 5 min and the first 5 min of
gameplay was negatively correlated with absorption across all
subjects (ρ = –0.424, p = 0.005). A slower respiration rate at the
end of the gameplay session compared to the beginning (lower
sympathetic and higher parasympathetic activity) is related to
greater absorption in the game. The variation in the respiration
rate (RR-STD) during the whole 25-min game interval was
significantly correlated with the total flow (r = 0.418, p = 0.005),
and the absorption sub-scale of flow (ρ = 0.505, p < 0.001).
These two correlations which were driven mainly by the gamers
(Supplementary Table 4) highlighted that the more variation in
the respiration rate was associated with more flow and a stronger
absorption in the game. The difference in the RR-STD value
between the last and the first 5 min of gameplay showed no
significant correlations with flow measures.

Cardiac Activity
The inter-beat interval (IBI) of the ECG signals differed
significantly between conditions (F(2, 82) = 8.295; p < 0.001,
η2 = 0.01). Post hoc testing revealed a smaller IBI (higher heart
rate) during gameplay compared to the pre-game (p = 0.005)
and the post-game (p < 0.001) conditions across all subjects. As
shown in Supplementary Figure 2a in the Supplementary Data,
the IBI was overall significantly longer for the non-gamers than
for the gamers (F(1, 41) = 4.68; p = 0.03, η2 = 0.096) reflecting
lower sympathetic activity in non-gamers. The interaction of
condition and group was not significant. The data of five
participants whose breathing rates were beyond 9–24 cycles per
minute (below 9 and above 24 cycles) were excluded from the
frequency-domain analysis of the HRV. We found a significant
main-condition effect for both the LF-HRV (F(2, 72) = 6.21;
p = 0.003, η2 = 0.032) and the HF-HRV (F(2, 72) = 16.31;
p < 0.001, η2 = 0.060) measures. Post hoc testing showed that both
measures were lower during the game compared to the pre-game
(p = 0.047, p < 0.001, respectively) and the post-game (p = 0.003,
p < 0.001, respectively) conditions. No main effect of group or
interaction effect was found for these measures.

Figure 5A illustrates that the average IBI continuously
declined while playing the game from the first interval up to the
third 5-min interval, followed by a plateau for the following 5-
min interval, and with a slight increase during the final 5-min
interval. During the entire 25 min of gameplay, the shorter the
IBI (i.e., the faster heart rate), the higher the total flow score
(r = –0.325, p = 0.033). This effect, which was mainly driven
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by the non-gamers (Supplementary Table 4), showed that flow
was associated with higher sympathetic activity during the whole
gameplay period.

Correlations between IBI and absorption/fluency were not
significant. The IBI difference between the last and the first 5 min
of gameplay was significantly correlated with flow (r = 0.435,
p = 0.003), absorption (ρ = 0.432, p = 0.004), and fluency
(r = 0.354, p = 0.020). This relationship, which is mostly driven
by non-gamers (Supplementary Table 4), emphasizes that a
higher IBI and consequently slower heart rate (lower sympathetic
activity) during the last 5 min of playing compared to the
first 5 min is positively associated with higher levels of flow
(Figure 5B), absorption (Figure 5C), and fluency.

The LF and HF-HRV measures were significantly decreased
during gameplay compared to the pre-game and the post-
game resting states (see Supplementary Figure 2b). During
gameplay, there were no significant associations between LF-
HRV and HF-HRV during the game and the total flow experience,
absorption, fluency. The HF-HRV power difference between the
last and the first 5-min interval of gameplay (Supplementary
Figure 2a) showed a positive correlation with the FSS-absorption
score (ρ = 0.365, p = 0.024). Higher HF-HRV power (higher
parasympathetic activity) during the last 5 min compared to the
first 5 min of gameplay is associated with higher absorption in
the game. No significant correlations were found for the HF-
HRV difference and flow or fluency scores. A similar trend
for an association was found for the LF-HRV power values
showing higher LF-HRV power during the last 5-min interval of
gameplay compared to the first, which was associated with higher
absorption in the game (ρ = 0.353, p = 0.029). These findings
show that, although playing the game results in a reduction in
parasympathetic activity (lower LF- and HF-HRV), the increase
in parasympathetic activity (or, more precisely, less inhibition of
parasympathetic activity) at the end of the game leads to higher
levels of absorption.

DISCUSSION

In the present study, we investigated the experience of flow,
absorption, and subjective time in gamers and non-gamers while
playing the video game Thumper. We concentrated on two
important aspects of the flow experience, namely the loss of self-
referential processing and increased arousal. We used the HEP
amplitude as an index of cortical processing of cardiac afferents
to evaluate self-referential processing during flow. Associations
between the activity of the autonomous nervous system and
flow were assessed by evaluating cardiorespiratory measures,
including the mean and standard deviation of the respiration rate,
the mean IBI, and the average LF- and HF-HRV power.

Our behavioral findings showed that playing Thumper elicited
comparable levels of flow in both groups with no significant
differences in terms of total flow, absorption, or fluency scores.
Also, the measures of subjective time did not differ between
the groups. We interpret these findings in the way that playing
the video game Thumper on a level chosen by the participant
according to their skill facilitated flow induction. In this way,

non-gamers tended to play at relatively lower levels whereas
gamers chose relatively higher levels, which made it possible for
each group to achieve flow.

The experience of flow was related to the subjective experience
of time. The higher the participants’ flow score and the higher
the degrees of absorption and fluency they experienced during
the game, the less they thought about time. Higher absorption
scores were also positively associated with a faster passage of time.
These results coincide with those of previous studies that found
an association between the experience of flow and subjective
time (Keller and Bless, 2008; Rutrecht et al., 2021). Experienced
flow, absorption, and fluency were positively correlated with
performance, as reflected in the attained final score. This positive
association was also reported by several other studies assessing
flow (Engeser and Rheinberg, 2008; Jin, 2012; Yun et al., 2017;
Rutrecht et al., 2021) and aligns well with the notion of peak
performance resulting from the flow experience (Landhäußer
and Keller, 2012; Khoshnoud et al., 2020). Task engagement
has been related to performance (Matthews et al., 2010). Flow
as a positively toned state of high task engagement, signals a
cognitive-adaptive process (Matthews et al., 2010) that leads to
more effective mobilization of attentional resources to the task
(De Sampaio Barros et al., 2018).

Flow Is Linked to a More Active
Brain–Heart Interaction
The HEP amplitude significantly decreased 400–500 ms after the
R-peak over the fronto-central scalp electrodes while participants
played the game as compared to the pre-game and the post-game
conditions. The same HEP difference was observed separately
for gamers and non-gamers in the same time range. The use of
surrogate R-peaks confirmed that the observed differential HEP
during the gameplay session compared to the resting states was
actually locked to the heartbeats. This HEP amplitude difference
can be considered free from artifactual components because
confounding noises, such as cardiac field artifacts, were identified
and removed in the preprocessing step using the AMICA. The
differential HEP was observed during the time period (400 ms
after the R-peak) which is known to be less affected by the cardiac
field artifact (Park and Blanke, 2019). The location and latency of
the observed differential HEP coincide with previous literature
reporting differential HEP between 250 and 500 ms after the
R-peak over the fronto-central scalp sensors in modulated self-
related processing (Park et al., 2016; Sel et al., 2017; Babo-
Rebelo et al., 2019, 2016), and in mental disorders associated
with atypical states of self-consciousness, such as depression
(Schulz et al., 2015). This lower cortical response to the cardiac
afferent while playing may reflect lower self-awareness during
gameplay compared to the resting state, in which the sense
of self is comparably higher, a typical experience in waiting
situations (Jokic et al., 2018). The fact that the fronto-central
HEP amplitude was significantly higher during the resting states
before and after the game as compared to the game condition
reflects higher self-referential processing while waiting. As we
have empirically shown, a real waiting period of several minutes
is related to stronger negative self-awareness (i.e., boredom) and
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FIGURE 5 | (A) The average IBI and its standard deviation during the pre-game, 5-min intervals while playing the game (1, 2, 3, 4, 5), and the post-game conditions,
(B) association between the difference in the IBI during the last and the first 5 min of gameplay and the FSS mean score, (C) association between the difference in
the IBI during the last and the first 5 min of the gameplay and the FSS-absorption score.

a slower felt passage of time (Witowska et al., 2020; Alvarez
Igarzábal et al., 2021). A waiting period without distraction can
be defined as a state with higher levels of self-awareness. The
higher HEP amplitude during resting states suggests that bodily
signals (such as from the heart) are more readily available during
waiting time. This finding corresponds also with a previous study
by Wei et al. (2016) that reported a lower fronto-central HEP
amplitude during an exteroceptive state (eyes-open resting state)
compared to an interoceptive state (eyes-closed resting state).
In this regard, playing the game as an intense exteroceptive
state led to the lower HEP amplitude compared to the resting
states (pre- and post-game), which can be considered relatively
more interoceptive.

During the gameplay session, we found a positive correlation
between the HEP amplitude and the level of absorption.
Individuals who were more absorbed while playing the
game exhibited higher HEP amplitudes. Higher levels on the
absorption subscale of the flow questionnaire by definition are
a strong indicator of flow (Csikszentmihalyi, 1975; Peifer et al.,
2014). As formulated by Csikszentmihalyi (1975, p. 39), during
flow “your concentration is very complete. Your mind isn’t
wandering, you are not thinking of something else; you are
totally involved in what you are doing.” Therefore the positive
correlation between the absorption subscale of FSS and the
HEP amplitude shows a positive association between flow and
the HEP. This could be interpreted in the way that flow-
absorption during the game necessitated more information from
the body, leading to a stronger connection between the brain
and the heart. HEP amplitudes around 400–500ms after the
ECG R-peak have been mostly investigated and interpreted as
correlates of the successive cognitive elaboration of interoceptive
information (Baranauskas et al., 2017). In the context of
interoceptive predictive coding concepts (Seth et al., 2012;
Critchley and Garfinkel, 2018), the brain has been shown to
use the interoceptive signals (cardiac information) to successfully
predict upcoming exteroceptive events (Park et al., 2014; Pfeiffer
and De Lucia, 2017; Banellis and Cruse, 2020). Thumper is a
dynamic rhythm game that demands high levels of concentration

while performing challenging sensorimotor tasks. It is reasonable
therefore to assume that precise prediction of sensory stimuli and
adequate reactions to them are dependent on information from
body states and vice versa, especially since navigating in Thumper
necessitates the continuous anticipation of upcoming objects the
player has to synchronize with. Therefore, we suggest that the
stronger HEP response in more absorbed individuals stems from
a more efficient brain-body interaction. This interpretation is
substantiated by our findings that more absorbed participants
had a higher total final score and a lower total final error in the
game (Table 1).

Alpha oscillations has been reported to be important for
the efficiency of brain–heart interaction (Luft and Bhattacharya,
2015). Our result showed that higher HEP amplitude is
associated with higher parietal alpha power (more deactivation
of the parietal cortex). Higher automaticity achieved with
increased practice on the task has been linked to higher
parietal alpha oscillations (Gevins et al., 1997). We argue that
enhanced automaticity during flow may also contribute to the
observed function between the HEP amplitude and absorption.
The enhanced automaticity during moments of flow through
increased reliance on implicit information-processing resources
(Dietrich, 2004) may facilitate brain–heart interaction during
flow by making more frontal and parietal resources available
for the processing of cardiac afferents. It has been reported that
enhanced automaticity during flow helps individuals maintain a
sustained level of attention so that the increased task demands
and challenges can be carried out without a further increase in
felt attentional effort (Harris et al., 2017; Yelamanchili, 2018;
Khoshnoud et al., 2020).

The Heart-Evoked Potential Effect Generated in
Regions Associated With Interoceptive Processing
We demonstrated that the HEP effect was generated in regions
associated with the processing of internal bodily signals across
all participants. The identified neural sources contributing to
the observed differential fronto-central HEP between the game
and the pre-game conditions covered the left SMA and the left
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primary motor cortex, extending to the primary somatosensory
cortex and the PCC. The activity in these regions was significantly
lower during gameplay compared to the pre-game resting state.
Since the primary somatosensory cortex and the PCC are two
important regions known for the processing of interoceptive
signals (Kern et al., 2013; Park and Blanke, 2019), the lower HEP
amplitude observed during gameplay corresponds with the lower
cortical source currents in regions known for the processing of
cardiac signals.

The HEP effect was localized differently in the brain for
gamers and non-gamers. While for gamers only the SMA was less
activated during the game compared to the pre-game condition,
for non-gamers an extended area including the left SMA, the
left primary motor cortex, the left primary somatosensory cortex,
the left and right PCC and anterior cingulate cortex (ACC), and
the left frontopolar prefrontal cortex were less activated during
gameplay compared to the pre-game condition. An explanation
for this huge difference between gamers and non-gamers in
size and location of the identified neural sources contributing
to the observed HEP effect may be related to the enhanced
skill and automaticity of gamers during the gameplay. For
gamers, playing Thumper was not such a demanding challenge
due to their experience, therefore the HEP source difference
before and during the game was relatively smaller. For the non-
gamers Thumper posed a higher challenge, as they lacked the
experience and skills of gamers. Consequently, a larger difference
in neural sources was detected between the resting state before
the game and the game condition in non-gamers. Dietrich (2004)
proposed that higher automaticity during moments of flow
can be achieved by increased reliance on implicit information
processing (which is supported primarily by the basal ganglia)
instead of explicit information processing (which is supported
by the frontal and parietal lobes) in the brain. Considering this,
the higher automaticity in gamers achieved through the use of
more implicit information processing may have allowed them
to allocate comparable resources to the cortical processing of
the heartbeats during gameplay to the resting state before the
game. Non-gamers exhibited less automaticity during the game
because of their lack of skills and relied more on the explicit
information-processing system (which is based on frontal and
parietal resources). This may result in fewer available frontal
and parietal resources for the processing of cardiac information
while playing the game. Thus, the extended brain regions in
frontal and parietal cortex were less activated during gameplay
compared to the pre-game condition in these participants in
response to the heartbeats.

Contribution of Parasympathetic Activity to the
Observed Heart-Evoked Potential Effect
Several studies have shown a link between emotional and arousal
processes and the HEP amplitude (Fukushima et al., 2011; Shao
et al., 2011; Schulz et al., 2013; Luft and Bhattacharya, 2015),
but have not always observed a difference in cardiac parameters
between experimental conditions in which HEP differences
were found (Fukushima et al., 2011; Park and Blanke, 2019).
Considering the whole gameplay session, we did not observe

any associations between the cardiorespiratory measures and the
HEP amplitude. The HEP amplitude was positively correlated
with the difference in parasympathetic activity (higher LF and
HF-HRV) between the last 5 and the first 5 min of gameplay.
This observed positive association shows that the brain–heart
interaction is associated with the activation of the vagus nerve at
the end of the game compared to the beginning. It has been stated
that the vagus nerve is activated during self-transcendent positive
emotions (Kitson et al., 2020).

Flow Is Associated With Increased
Sympathetic and Less Inhibition of
Parasympathetic Activity
The total flow and absorption levels were positively correlated
with variations in the respiration rates (RR-STD), revealing
greater variations during the game, higher flow, and stronger
absorption in the game. Respiration has been shown to contribute
to the short-term modulation of the sympathetic nervous system
(Narkiewicz et al., 2006) with a faster respiration rate associated
with higher sympathetic activity (Wientjes, 1992; de Manzano
et al., 2010). A more varied respiration rate while playing
the video game shows greater short-term modulations of the
sympathetic nervous system, which may help the respiration
system to co-vary with the demands of the game and thereby
facilitate the experience of flow and absorption. Total flow was
also positively correlated with the average IBI values during
the entire game session. The higher the total flow participants
reported, the faster their heart rate. These findings align well with
the reported positive association between increased sympathetic
activity and flow in previous studies (Kivikangas, 2006; de
Manzano et al., 2010; Bian et al., 2016). The lower mean-RR
(slower respiration rate) and the longer IBI (slower heart rate)
during the last 5 min compared to the first were associated with
higher absorption in the game. The IBI difference between the
last and the first 5-min intervals was also positively correlated
with the total flow and fluency levels. These results indicate
that higher parasympathetic activity during the last 5 min of
gameplay compared to the first 5 min led to the higher flow and
absorption levels.

In contrast to studies reporting a relationship between
flow and HRV measures (Chanel et al., 2011; Keller et al.,
2011; Harmat et al., 2015; Harris et al., 2016; De Sampaio
Barros et al., 2018; Kozhevnikov et al., 2018), no significant
associations were identified between LF-HRV/HF-HRV and flow
measures during the 25 min of gameplay. Parasympathetic
activity (including LF and HF-HRV) decreased during gameplay
with no significant difference between gamers and non-gamers.
This general inhibition of parasympathetic activity reflects
increased mental effort while playing as compared to the pre-
and post-game resting states. The higher LF-HRV and HF-
HRV during the last 5 min of gameplay compared to the first
5 min were positively correlated with the level of absorption
in the game among all participants. The reduced inhibition of
parasympathetic activity at the end of the game led to higher
absorption.
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Combining these findings and considering the whole
gameplay session, we suggest that flow is associated with
increased sympathetic activity manifested by more variable
respiration and a faster heart rate. Participants who had
less inhibition of parasympathetic activity at the end of
the gameplay session compared to the beginning were
better able to actually control the heightened sympathetic
activity and consequently reported higher flow, absorption,
and fluency. According to Porges’ (2001) polyvagal theory,
parasympathetic influences are essential for an individual’s
successful adaptation to changing environmental demands.
Studies have related parasympathetic activity (specifically
HRV) to working- memory performance, mental workload,
and attention (Veltman and Gaillard, 1998; Hansen et al.,
2003). Hansen et al. (2003) reported that a higher resting state
parasympathetic activity (higher HF-HRV) is associated with
better performance in a working-memory task and continuous
performance test. Both increased sympathetic activity and
decreased parasympathetic activity have been associated with
lower performance (Forte et al., 2019) in a systematic review.
Considering the identified positive association between flow
and sympathetic activity in this study, relatively less inhibition
of parasympathetic activity at the end of the gameplay session
compared to the beginning may indicate a higher ability to
respond flexibly to the changing demands of the game. Our
findings align well with the reported link between the co-
activation of sympathetic and parasympathetic activity and
the flow experience (de Manzano et al., 2010; Harmat et al.,
2015; Tian et al., 2017). The co-activation in our results was
demonstrated by increased overall sympathetic activity and
decreased inhibition of parasympathetic activity during the last
5 min of gameplay.

All in all, our findings indicate that game-induced flow
modulates subjective time perception in terms of less thinking
about time and the feeling of a faster passage of time. We
showed that the monitoring of cardiac afferent information
being processed by the brain can serve as an objective measure
to assess the level of absorption in the game. The positive
association identified between the fronto-central HEP amplitude
and absorption during the game can be interpreted by a better
brain–heart interaction that led to a better performance, i.e.,
a higher final score and a lower total error. Our findings
also provide evidence for the relationship between the co-
activation of the sympathetic and parasympathetic nervous
systems and the flow experience. As an applied perspective
of our work, the HEP amplitude could function as a neural
marker of flow-absorption in patients with depression and
anxiety who have lost their ability to lose track of the
self and time. It is known that individuals with Major
Depressive Disorder have deficits in emotional self-regulation
and also report a drastically slowed down subjective passage
of time (Vogel et al., 2018). Further inquiries are needed to
assess whether states of flow elicited by games like Thumper
ameliorate symptoms of depression by accelerating the subjective
flow of time. In one earlier study by Kühn et al. (2018),
depressed individuals played the video game Boson X, which

has similar characteristics to Thumper, for 6 weeks and this
reduced rumination and enhanced cognitive abilities. The
HEP amplitude thereby could function as neural marker for
increased states of flow-absorption during tasks individuals with
depression are undertaking. It could reflect improvements of
their psychological state.
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Baranauskas, M., Grabauskaitė, A., and Griškova-Bulanova, I. (2017). Brain
responses and self-reported indices of interoception: heartbeat evoked
potentials are inversely associated with worrying about body sensations. Physiol.
Behav. 180, 1–7. doi: 10.1016/j.physbeh.2017.07.032

Benjamini, Y., and Hochberg, Y. (1995). Controlling the False Discovery Rate: a
Practical and Powerful Approach to Multiple Testing. J. R. Stat. Soc. Ser. B 57,
289–300. doi: 10.1111/j.2517-6161.1995.tb02031.x

Bian, Y., Yang, C., Gao, F., Li, H., Zhou, S., Li, H., et al. (2016). A framework for
physiological indicators of flow in VR games: construction and preliminary
evaluation. Pers. Ubiquitous Comput. 20, 821–832. doi: 10.1007/s00779-016-
0953-5

Bisson, N., Tobin, S., and Grondin, S. (2012). Prospective and retrospective time
estimates of children: a comparison based on ecological tasks. PLoS One
7:e33049. doi: 10.1371/journal.pone.0033049

Bradley, M. M., and Lang, P. J. (1994). Measuring emotion: the self-assessment
manikin and the semantic differential. J. Behav. Ther. Exp. Psychiatry 25, 49–59.
doi: 10.1016/0005-7916(94)90063-9

Cacioppo, J. T., Tassinary, L. G., and Berntson, G. (2007). Handbook of
psychophysiology. Cambridge: Cambridge University press.

Chanel, G., Rebetez, C., Bétrancourt, M., and Pun, T. (2011). Emotion Assessment
From Physiological Signals for Adaptation of Game Difficult. IEEE Trans. Syst.
Man Cybern. A Syst. Hum. 41, 1052–1063. doi: 10.1109/TSMCA.2011.2116000

Chang, C. Y., Hsu, S. H., Pion-Tonachini, L., and Jung, T. P. (2020). Evaluation of
Artifact Subspace Reconstruction for Automatic Artifact Components Removal
in Multi-Channel EEG Recordings. IEEE Trans. Biomed. Eng. 67, 1114–1121.
doi: 10.1109/TBME.2019.2930186

Craig, A. D. (2009). Emotional moments across time: a possible neural basis for
time perception in the anterior insula. Philos. Trans. R. Soc. B Biol. Sci. 364,
1933–1942. doi: 10.1098/rstb.2009.0008

Critchley, H. D., and Garfinkel, S. N. (2018). The influence of physiological signals
on cognition. Curr. Opin. Behav. Sci. 19, 13–18. doi: 10.1016/j.cobeha.2017.08.
014

Critchley, H., and Nagai, Y. (2013). “Electrodermal Activity (EDA),” in
Encyclopedia of Behavioral Medicine, eds M. D. Gellman and J. R. Turner
(New York: Springer), 666–669. doi: 10.1007/978-3-642-28753-4_100709

Csikszentmihalyi, M. (1975). Beyond boredom and anxiety. Hoboken, NJ: Jossey-
Bass Publishers.

Csikszentmihalyi, M. (1990). Flow: The psychology of optimal experience. New York,
NY: Harper Perennial.

Csikszentmihalyi, M., and Csikszentmihalyi, I. S. (1992). Optimal experience:
Psychological studies of flow in consciousness. Cambridge: Cambridge University
Press, doi: 10.7551/mitpress/9780262013840.003.0010

Damasio, A., and Carvalho, G. B. (2013). The nature of feelings: evolutionary and
neurobiological origins. Nat. Rev. Neurosci. 14, 143–152. doi: 10.1038/nrn3403

de Manzano, Ö, Theorell, T., Harmat, L., and Ullén, F. (2010). The
psychophysiology of flow during piano playing. Emotion 10, 301–311. doi:
10.1037/a0018432

De Sampaio Barros, F. M., Araújo-Moreira, F. M., Trevelin, L. C., and Radel, R.
(2018). Flow experience and the mobilization of attentional resources. Cogn.
Affect. Behav. Neurosci. 18, 810–823. doi: 10.3758/s13415-018-0606-4

Delorme, A., Palmer, J., Onton, J., Oostenveld, R., and Makeig, S. (2012).
Independent EEG Sources Are Dipolar. PLoS One 7:e30135. doi: 10.1371/
journal.pone.0030135

Desikan, R. S., Ségonne, F., Fischl, B., Quinn, B. T., Dickerson, B. C., Blacker,
D., et al. (2006). An automated labeling system for subdividing the human
cerebral cortex on MRI scans into gyral based regions of interest. NeuroImage
31, 968–980. doi: 10.1016/j.neuroimage.2006.01.021

Dietrich, A. (2004). Neurocognitive mechanisms underlying the experience of flow.
Conscious. Cogn. 13, 746–761. doi: 10.1016/j.concog.2004.07.002

Engeser, S., and Rheinberg, F. (2008). Flow, performance and moderators of
challenge-skill balance. Motiv. Emot. 32, 158–172. doi: 10.1007/s11031-008-
9102-4

Fong, C. J., Zaleski, D. J., and Leach, J. K. (2015). The challenge–skill balance and
antecedents of flow: a meta-analytic investigation. J. Posit. Psychol. 10, 425–446.
doi: 10.1080/17439760.2014.967799

Forte, G., Favieri, F., and Casagrande, M. (2019). Heart Rate Variability and
Cognitive Function: a Systematic Review. Front. Neurosci. 13:710. doi: 10.3389/
fnins.2019.00710

Frewen, J., Finucane, C., Savva, G. M., Boyle, G., Coen, R. F., and Kenny, R. A.
(2013). Cognitive function is associated with impaired heart rate variability in
ageing adults: the Irish longitudinal study on ageing wave one results. Clin.
Auton. Res. 23, 313–323. doi: 10.1007/s10286-013-0214-x

Fukushima, H., Terasawa, Y., and Umeda, S. (2011). Association between
interoception and empathy: evidence from heartbeat-evoked brain potential.
Int. J. Psychophysiol. 79, 259–265. doi: 10.1016/j.ijpsycho.2010.10.015

Gevins, A., Smith, M. E., McEvoy, L., and Yu, D. (1997). High-resolution EEG
mapping of cortical activation related to working memory: effects of task
difficulty, type of processing, and practice. Cereb. Cortex 7, 374–385. doi: 10.
1093/cercor/7.4.374

Goldberg, I. I., Harel, M., and Malach, R. (2006). When the Brain Loses Its Self:
prefrontal Inactivation during Sensorimotor Processing. Neuron 50, 329–339.
doi: 10.1016/j.neuron.2006.03.015

Gramfort, A., Papadopoulo, T., Olivi, E., and Clerc, M. (2010). OpenMEEG:
opensource software for quasistatic bioelectromagnetics. BioMed. Eng. Online
9:45. doi: 10.1186/1475-925X-9-45

Hansen, A. L., Johnsen, B. H., and Thayer, J. F. (2003). Vagal influence on working
memory and attention. Int. J. Psychophysiol. 48, 263–274. doi: 10.1016/S0167-
8760(03)00073-4

Harmat, L., de Manzano, Ö, Theorell, T., Högman, L., Fischer, H., and Ullén, F.
(2015). Physiological correlates of the flow experience during computer game
playing. Int. J. Psychophysiol. 97, 1–7. doi: 10.1016/j.ijpsycho.2015.05.001

Harris, D. J., Vine, S. J., and Wilson, M. R. (2016). Is flow really effortless? The
complex role of effortful attention. Sport Exerc. Perform. Psychol. 6, 103–114.
doi: 10.1037/spy0000083

Harris, D. J., Vine, S. J., and Wilson, M. R. (2017). Neurocognitive mechanisms of
the flow state. Prog. Brain Res. 234, 221–243. doi: 10.1016/bs.pbr.2017.06.012

Huskey, R., Craighead, B., Miller, M. B., and Weber, R. (2018). Does intrinsic
reward motivate cognitive control? a naturalistic-fMRI study based on the
synchronization theory of flow. Cogn. Affect. Behav. Neurosci. 18, 902–924.
doi: 10.3758/s13415-018-0612-6

Jin, S. A. A. (2012). “Toward Integrative Models of Flow”: effects of Performance,
Skill, Challenge, Playfulness, and Presence on Flow in Video Games.
J. Broadcast. Electron. Media 56, 169–186. doi: 10.1080/08838151.2012.678516

Jokic, T., Zakay, D., and Wittmann, M. (2018). Individual Differences in Self-
Rated Impulsivity Modulate the Estimation of Time in a Real Waiting Situation.
Timing Time Percept. 6, 71–89. doi: 10.1163/22134468-00002101

Ju, U., and Wallraven, C. (2019). Manipulating and decoding subjective gaming
experience during active gameplay: a multivariate, whole-brain analysis.
NeuroImage 188, 1–13. doi: 10.1016/j.neuroimage.2018.11.061

Keller, J., and Bless, H. (2008). Flow and regulatory compatibility: an experimental
approach to the flow model of intrinsic motivation. Pers. Soc. Psychol. Bull. 34,
196–209. doi: 10.1177/0146167207310026

Keller, J., and Blomann, F. (2008). Locus of control and the flow experience: an
experimental analysis. Eur. J. Pers. 22, 589–607. doi: 10.1002/per.692

Frontiers in Human Neuroscience | www.frontiersin.org 15 April 2022 | Volume 16 | Article 819834

https://doi.org/10.1037/tmb0000038
https://doi.org/10.1016/j.tics.2019.03.007
https://doi.org/10.1016/j.tics.2019.03.007
https://doi.org/10.1016/j.neuroimage.2019.02.012
https://doi.org/10.1523/JNEUROSCI.0262-16.2016
https://doi.org/10.1093/texcom/tgaa060
https://doi.org/10.1016/j.physbeh.2017.07.032
https://doi.org/10.1111/j.2517-6161.1995.tb02031.x
https://doi.org/10.1007/s00779-016-0953-5
https://doi.org/10.1007/s00779-016-0953-5
https://doi.org/10.1371/journal.pone.0033049
https://doi.org/10.1016/0005-7916(94)90063-9
https://doi.org/10.1109/TSMCA.2011.2116000
https://doi.org/10.1109/TBME.2019.2930186
https://doi.org/10.1098/rstb.2009.0008
https://doi.org/10.1016/j.cobeha.2017.08.014
https://doi.org/10.1016/j.cobeha.2017.08.014
https://doi.org/10.1007/978-3-642-28753-4_100709
https://doi.org/10.7551/mitpress/9780262013840.003.0010
https://doi.org/10.1038/nrn3403
https://doi.org/10.1037/a0018432
https://doi.org/10.1037/a0018432
https://doi.org/10.3758/s13415-018-0606-4
https://doi.org/10.1371/journal.pone.0030135
https://doi.org/10.1371/journal.pone.0030135
https://doi.org/10.1016/j.neuroimage.2006.01.021
https://doi.org/10.1016/j.concog.2004.07.002
https://doi.org/10.1007/s11031-008-9102-4
https://doi.org/10.1007/s11031-008-9102-4
https://doi.org/10.1080/17439760.2014.967799
https://doi.org/10.3389/fnins.2019.00710
https://doi.org/10.3389/fnins.2019.00710
https://doi.org/10.1007/s10286-013-0214-x
https://doi.org/10.1016/j.ijpsycho.2010.10.015
https://doi.org/10.1093/cercor/7.4.374
https://doi.org/10.1093/cercor/7.4.374
https://doi.org/10.1016/j.neuron.2006.03.015
https://doi.org/10.1186/1475-925X-9-45
https://doi.org/10.1016/S0167-8760(03)00073-4
https://doi.org/10.1016/S0167-8760(03)00073-4
https://doi.org/10.1016/j.ijpsycho.2015.05.001
https://doi.org/10.1037/spy0000083
https://doi.org/10.1016/bs.pbr.2017.06.012
https://doi.org/10.3758/s13415-018-0612-6
https://doi.org/10.1080/08838151.2012.678516
https://doi.org/10.1163/22134468-00002101
https://doi.org/10.1016/j.neuroimage.2018.11.061
https://doi.org/10.1177/0146167207310026
https://doi.org/10.1002/per.692
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-16-819834 April 23, 2022 Time: 14:38 # 16

Khoshnoud et al. Brain–Heart Interaction and Flow

Keller, J., Bless, H., Blomann, F., and Kleinböhl, D. (2011). Physiological aspects
of flow experiences: skills-demand-compatibility effects on heart rate variability
and salivary cortisol. J. Exp. Soc. Psychol. 47, 849–852. doi: 10.1016/j.jesp.2011.
02.004

Kern, M., Aertsen, A., Schulze-Bonhage, A., and Ball, T. (2013). Heart cycle-related
effects on event-related potentials, spectral power changes, and connectivity
patterns in the human ECoG. NeuroImage 81, 178–190. doi: 10.1016/j.
neuroimage.2013.05.042

Khoshnoud, S., Alvarez Igarzábal, F., and Wittmann, M. (2020). Peripheral-
physiological and neural correlates of the flow experience while playing video
games: a comprehensive review. PeerJ 8:e10520. doi: 10.7717/peerj.10520

Khoshnoud, S., Shamsi, M., Nazari, M. A., and Makeig, S. (2018). Different cortical
source activation patterns in children with attention deficit hyperactivity
disorder during a time reproduction task. J. Clin. Exp. Neuropsychol. 40,
633–649. doi: 10.1080/13803395.2017.1406897

Kitson, A., Chirico, A., Gaggioli, A., and Riecke, B. E. (2020). A Review on Research
and Evaluation Methods for Investigating Self-Transcendence. Front. Psychol.
11:547687. doi: 10.3389/fpsyg.2020.547687

Kivikangas, J. (2006). Sychophysiology Of Flow Experience: An Explorative Study.
Ph.D. thesis. Finland: University of Helsinki.

Kozhevnikov, M., Li, Y., Wong, S., Obana, T., and Amihai, I. (2018). Do enhanced
states exist? Boosting cognitive capacities through an action video-game.
Cognition 173, 93–105. doi: 10.1016/j.cognition.2018.01.006

Kühn, S., Berna, F., Lüdtke, T., Gallinat, J., and Moritz, S. (2018). Fighting
depression: action video game play may reduce rumination and increase
subjective and objective cognition in depressed patients. Front. Psychol. 9:129.
doi: 10.3389/fpsyg.2018.00129

Laborde, S., Mosley, E., and Thayer, J. F. (2017). Heart rate variability and cardiac
vagal tone in psychophysiological research - Recommendations for experiment
planning, data analysis, and data reporting. Front. Psychol. 8:213. doi: 10.3389/
fpsyg.2017.00213

Landhäußer, A., and Keller, J. (2012). “Flow and its affective, cognitive, and
performance-related consequences,” in Advances in flow research, ed. S. Engeser
(New York, NY: Springer), 65–85. doi: 10.1007/978-1-4614-2359-1_4

Léger, P. M., Davis, F. D., Cronan, T. P., and Perret, J. (2014). Neurophysiological
correlates of cognitive absorption in an enactive training context. Comput.
Hum. Behav. 34, 273–283. doi: 10.1016/j.chb.2014.02.011

Luft, C. D. B., and Bhattacharya, J. (2015). Aroused with heart: modulation of
heartbeat evoked potential by arousal induction and its oscillatory correlates.
Sci. Rep. 5, 1–11. doi: 10.1038/srep15717

Mahinrad, S., Jukema, J. W., Van Heemst, D., MacFarlane, P. W., Clark, E. N.,
De Craen, A. J. M., et al. (2016). 10-Second heart rate variability and
cognitive function in old age. Neurology 86, 1120–1127. doi: 10.1212/WNL.
0000000000002499

Malik, M., Bigger, J. T., Camm, A. J., Kleiger, R. E., Malliani, A., Moss, A. J.,
et al. (1996). Heart rate variability. Standards of measurement, physiological
interpretation, and clinical use. Eur. Heart J. 17, 354–381. doi: 10.1093/
oxfordjournals.eurheartj.a014868

Matthews, G., Warm, J. S., Reinerman, L. E., Langheim, L. K., and Saxby, D. J.
(2010). “Task Engagement, Attention, and Executive Control,” in Handbook
of Individual Differences in Cognition, eds A. Gruszka, G. Matthews, and B.
Szymura (Heidelberg: Springer Science + Business Media), 205–230. doi: 10.
1007/978-1-4419-1210-7_13

Montoya, P., Schandry, R., and Müller, A. (1993). Heartbeat evoked potentials
(HEP): topography and influence of cardiac awareness and focus of attention.
Electroencephalogr. Clin. Neurophysiol. 88, 163–172. doi: 10.1016/0168-
5597(93)90001-6

Nacke, L. E., and Lindley, C. A. (2010). Affective Ludology, Flow and Immersion
in a First- Person Shooter: measurement of Player Experience. ArXiv [Preprint]
Available Online at: http://arxiv.org/abs/1004.0248 (accessed March 2020).

Narkiewicz, K., van de Borne, P., Montano, N., Hering, D., Kara, T., and Somers,
V. K. (2006). Sympathetic Neural Outflow and Chemoreflex Sensitivity Are
Related to Spontaneous Breathing Rate in Normal Men. Hypertension 47,
51–55. doi: 10.1161/01.HYP.0000197613.47649.02

Palmer, J. A., Kreutz-Delgado, K., and Makeig, S. (2006). “Super-Gaussian mixture
source model for ICA,” in Independent Component Analysis and Blind Signal
Separation. ICA 2006. Lecture Notes in Computer Science (Including Subseries
Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)

eds J. Rosca, D. Erdogmus, J. C. Príncipe, and S. Haykin (Berlin, Heidelberg:
Springer), 3889, 854–861. doi: 10.1007/11679363_106

Palmer, J. A., Kreutz-Delgado, K., and Makeig, S. (2011). AMICA: An adaptive
mixture of independent component analyzers with shared components. San
Diego, CA: Swartz Center for Computational Neuroscience.

Palmer, J. A., Makeig, S., Kreutz-Delgado, K., and Rao, B. D. (2008). “Newton
method for the ICA mixture model,” in IEEE International Conference on
Acoustics, Speech and Signal Processing, (Las Vegas, NV, USA: IEEE), 1805–
1808. doi: 10.1109/ICASSP.2008.4517982

Park, H. D., and Blanke, O. (2019). Heartbeat-evoked cortical responses:
underlying mechanisms, functional roles, and methodological considerations.
NeuroImage 197, 502–511. doi: 10.1016/j.neuroimage.2019.04.081

Park, H. D., Bernasconi, F., Bello-Ruiz, J., Pfeiffer, C., Salomon, R., and Blanke,
O. (2016). Transient modulations of neural responses to heartbeats covary
with bodily self-consciousness. J. Neurosci. 36, 8453–8460. doi: 10.1523/
JNEUROSCI.0311-16.2016

Park, H. D., Correia, S., Ducorps, A., and Tallon-Baudry, C. (2014). Spontaneous
fluctuations in neural responses to heartbeats predict visual detection. Nat.
Neurosci. 17, 612–618. doi: 10.1038/nn.3671

Peifer, C., Schulz, A., Schächinger, H., Baumann, N., and Antoni, C. H. (2014). The
relation of flow-experience and physiological arousal under stress - Can u shape
it? J. Exp. Soc. Psychol. 53, 62–69. doi: 10.1016/j.jesp.2014.01.009

Perone, S., Weybright, E. H., and Anderson, A. J. (2019). Over and over again:
changes in frontal EEG asymmetry across a boring task. Psychophysiology 56,
1–12. doi: 10.1111/psyp.13427

Petzschner, F. H., Weber, L. A., Wellstein, K. V., Paolini, G., Do, C. T., and Stephan,
K. E. (2019). Focus of attention modulates the heartbeat evoked potential.
NeuroImage 186, 595–606. doi: 10.1016/j.neuroimage.2018.11.037

Pfeiffer, C., and De Lucia, M. (2017). Cardio-audio synchronization drives neural
surprise response. Sci. Rep. 7, 1–10. doi: 10.1038/s41598-017-13861-8

Pion-Tonachini, L., Kreutz-Delgado, K., and Makeig, S. (2019). ICLabel: an
automated electroencephalographic independent component classifier, dataset,
and website. NeuroImage 198, 181–197. doi: 10.1016/j.neuroimage.2019.05.026

Pollatos, O., and Schandry, R. (2004). Accuracy of heartbeat perception is reflected
in the amplitude of the heartbeat-evoked brain potential. Psychophysiology 41,
476–482. doi: 10.1111/1469-8986.2004.00170.x

Porges, S. W. (1995). Cardiac vagal tone: a physiological index of stress. Neurosci.
Biobehav. Rev. 19, 225–233. doi: 10.1016/0149-7634(94)00066-A

Porges, S. W. (2001). The polyvagal theory: phylogenetic substrates of a social
nervous system. Int. J. Psychophysiol. 42, 123–146. doi: 10.1016/S0167-8760(01)
00162-3

Raichle, M. E., MacLeod, A. M., Snyder, A. Z., Powers, W. J., Gusnard, D. A., and
Shulman, G. L. (2001). A default mode of brain function. Proc. Natl. Acad. Sci.
U. S. A. 98, 676–682. doi: 10.1073/pnas.98.2.676

Rheinberg, F., and Vollmeyer, R. (2003). Flow-Erleben in einem Computerspiel
unter experimentell variierten Bedingungen. Z. Für Psychol. 4, 161–170. doi:
10.1026//0044-3409.211.4.161

Rutrecht, H., Wittmann, M., Khoshnoud, S., and Igarzábal, F. A. (2021). Time
Speeds Up During Flow States: a Study in Virtual Reality with the Video Game
Thumper. Timing Time Percept. 9, 353–376. doi: 10.1163/22134468-bja10033

Sadlo, G. (2016). “Towards a Neurobiological Understanding of Reduced Self-
Awareness During Flow: An Occupational Science Perspective,” in Flow
Experience: Empirical Research and Applications, eds L. Harmat, F. Ø Andersen,
F. Ullén, J. Wright, and G. Sadlo (Berlin: Springer), 375–388. doi: 10.1007/978-
3-319-28634-1

Salen, K., and Zimmerman, E. (2003). Rules of Play: Game Design Fundamentals.
Cambridge, MA: The MIT Press.

Sassenhagen, J., and Draschkow, D. (2019). Cluster-based permutation tests of
MEG/EEG data do not establish significance of effect latency or location.
Psychophysiology 56:e13335. doi: 10.1111/psyp.13335

Schandry, R., and Montoya, P. (1996). Event-related brain potentials and the
processing of cardiac activity. Biol. Psychol. 42, 75–85. doi: 10.1016/0301-
0511(95)05147-3

Schulz, A., Köster, S., Beutel, M. E., Schächinger, H., Vögele, C., Rost,
S., et al. (2015). Altered patterns of heartbeat-evoked potentials in
depersonalization/derealization disorder: neurophysiological evidence for
impaired cortical representation of bodily signals. Psychosom. Med. 77,
506–516. doi: 10.1097/PSY.0000000000000195

Frontiers in Human Neuroscience | www.frontiersin.org 16 April 2022 | Volume 16 | Article 819834

https://doi.org/10.1016/j.jesp.2011.02.004
https://doi.org/10.1016/j.jesp.2011.02.004
https://doi.org/10.1016/j.neuroimage.2013.05.042
https://doi.org/10.1016/j.neuroimage.2013.05.042
https://doi.org/10.7717/peerj.10520
https://doi.org/10.1080/13803395.2017.1406897
https://doi.org/10.3389/fpsyg.2020.547687
https://doi.org/10.1016/j.cognition.2018.01.006
https://doi.org/10.3389/fpsyg.2018.00129
https://doi.org/10.3389/fpsyg.2017.00213
https://doi.org/10.3389/fpsyg.2017.00213
https://doi.org/10.1007/978-1-4614-2359-1_4
https://doi.org/10.1016/j.chb.2014.02.011
https://doi.org/10.1038/srep15717
https://doi.org/10.1212/WNL.0000000000002499
https://doi.org/10.1212/WNL.0000000000002499
https://doi.org/10.1093/oxfordjournals.eurheartj.a014868
https://doi.org/10.1093/oxfordjournals.eurheartj.a014868
https://doi.org/10.1007/978-1-4419-1210-7_13
https://doi.org/10.1007/978-1-4419-1210-7_13
https://doi.org/10.1016/0168-5597(93)90001-6
https://doi.org/10.1016/0168-5597(93)90001-6
http://arxiv.org/abs/1004.0248
https://doi.org/10.1161/01.HYP.0000197613.47649.02
https://doi.org/10.1007/11679363_106
https://doi.org/10.1109/ICASSP.2008.4517982
https://doi.org/10.1016/j.neuroimage.2019.04.081
https://doi.org/10.1523/JNEUROSCI.0311-16.2016
https://doi.org/10.1523/JNEUROSCI.0311-16.2016
https://doi.org/10.1038/nn.3671
https://doi.org/10.1016/j.jesp.2014.01.009
https://doi.org/10.1111/psyp.13427
https://doi.org/10.1016/j.neuroimage.2018.11.037
https://doi.org/10.1038/s41598-017-13861-8
https://doi.org/10.1016/j.neuroimage.2019.05.026
https://doi.org/10.1111/1469-8986.2004.00170.x
https://doi.org/10.1016/0149-7634(94)00066-A
https://doi.org/10.1016/S0167-8760(01)00162-3
https://doi.org/10.1016/S0167-8760(01)00162-3
https://doi.org/10.1073/pnas.98.2.676
https://doi.org/10.1026//0044-3409.211.4.161
https://doi.org/10.1026//0044-3409.211.4.161
https://doi.org/10.1163/22134468-bja10033
https://doi.org/10.1007/978-3-319-28634-1
https://doi.org/10.1007/978-3-319-28634-1
https://doi.org/10.1111/psyp.13335
https://doi.org/10.1016/0301-0511(95)05147-3
https://doi.org/10.1016/0301-0511(95)05147-3
https://doi.org/10.1097/PSY.0000000000000195
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles


fnhum-16-819834 April 23, 2022 Time: 14:38 # 17

Khoshnoud et al. Brain–Heart Interaction and Flow

Schulz, A., Strelzyk, F., Ferreira de Sá, D. S., Naumann, E., Vögele, C., and
Schächinger, H. (2013). Cortisol rapidly affects amplitudes of heartbeat-evoked
brain potentials—Implications for the contribution of stress to an altered
perception of physical sensations?. Psychoneuroendocrinology 38, 2686–2693.
doi: 10.1016/j.psyneuen.2013.06.027

Sel, A., Azevedo, R. T., and Tsakiris, M. (2017). Heartfelt Self: cardio-
Visual Integration Affects Self-Face Recognition and Interoceptive Cortical
Processing. Cereb. Cortex 27, 5144–5155. doi: 10.1093/cercor/bhw296

Seth, A. K., Suzuki, K., and Critchley, H. D. (2012). An interoceptive predictive
coding model of conscious presence. Front. Psychol. 3:395. doi: 10.3389/fpsyg.
2011.00395

Shaffer, F., and Ginsberg, J. P. (2017). An Overview of Heart Rate Variability
Metrics and Norms. Front. Public Health 5:258. doi: 10.3389/fpubh.2017.00258

Shao, S., Shen, K., Wilder-Smith, E. P. V., and Li, X. (2011). Effect of pain
perception on the heartbeat evoked potential. Clin. Neurophysiol. 122, 1838–
1845. doi: 10.1016/j.clinph.2011.02.014

Tadel, F., Baillet, S., Mosher, J. C., Pantazis, D., and Leahy, R. M. (2011).
Brainstorm: a User-Friendly Application for MEG/EEG Analysis. Comput.
Intell. Neurosci. 2011, 1–13. doi: 10.1155/2011/879716

Tallon-Baudry, C., Campana, F., Park, H. D., and Babo-Rebelo, M. (2018). The
neural monitoring of visceral inputs, rather than attention, accounts for first-
person perspective in conscious vision. Cortex 102, 139–149. doi: 10.1016/j.
cortex.2017.05.019

Teghil, A., Di Vita, A., D’Antonio, F., and Boccia, M. (2020). Inter-individual
differences in resting-state functional connectivity are linked to interval timing
in irregular contexts. Cortex 128, 254–269. doi: 10.1016/j.cortex.2020.03.021

Tian, Y., Bian, Y., Han, P., Wang, P., Gao, F., and Chen, Y. (2017). Physiological
signal analysis for evaluating flow during playing of computer games of varying
difficulty. Front. Psychol. 8:1121. doi: 10.3389/fpsyg.2017.01121

Tobin, S., Bisson, N., and Grondin, S. (2010). An ecological approach to prospective
and retrospective timing of long durations: a study involving gamers. PLoS One
5:e9271. doi: 10.1371/journal.pone.0009271

Tsakiris, M., and De Preester, H. (2018). The Interoceptive Mind: From Homeostasis
to Awareness. Oxford: Oxford University Press.

Ullén, F., de Manzano, Ö, Theorell, T., and Harmat, L. (2010). “The Physiology of
Effortless Attention: Correlates of State Flow and Flow Proneness,” in Effortless
attention: a new perspective in the cognitive science of attention and action,
ed. B. Bruya (Cambridge (Massachusetts): MIT Press), 205–218. doi: 10.7551/
mitpress/9780262013840.003.0011

Ulrich, M., Keller, J., and Grön, G. (2016). Neural signatures of experimentally
induced flow experiences identified in a typical fMRI block design with
BOLD imaging. Soc. Cogn. Affect. Neurosci. 11, 496–507. doi: 10.1093/scan/
nsv133

Ulrich, M., Keller, J., Hoenig, K., Waller, C., and Grön, G. (2014). Neural correlates
of experimentally induced flow experiences. NeuroImage 86, 194–202. doi: 10.
1016/j.neuroimage.2013.08.019

Ulrich, M., Niemann, J., Boland, M., Kammer, T., Niemann, F., and Grön, G.
(2018). The neural correlates of flow experience explored with transcranial
direct current stimulation. Exp. Brain Res. 236, 3223–3237. doi: 10.1007/
s00221-018-5378-0

Veltman, J. A., and Gaillard, A. W. K. (1998). Physiological workload reactions
to increasing levels of task difficulty. Ergonomics 41, 656–669. doi: 10.1080/
001401398186829

Vogel, D., Krämer, K., Schoofs, T., Kupke, C., and Vogeley, K. (2018). Disturbed
Experience of Time in Depression—Evidence from Content Analysis. Front.
Hum. Neurosci. 12:66. doi: 10.3389/fnhum.2018.00066

Wei, Y., Ramautar, J. R., Colombo, M. A., Stoffers, D., Gómez-Herrero, G., Van
Der Meijden, W. P., et al. (2016). I keep a close watch on this heart of mine:
increased interoception in Insomnia. Sleep 39, 2113–2124. doi: 10.5665/sleep.
6308

Wientjes, C. J. E. (1992). Respiration in psychophysiology: methods and
applications. Biol. Psychol. 34, 179–203. doi: 10.1016/0301-0511(92)90015-M

Witowska, J., Schmidt, S., and Wittmann, M. (2020). What happens while waiting?
How self-regulation affects boredom and subjective time during a real waiting
situation. Acta Psychol. 205:103061. doi: 10.1016/j.actpsy.2020.103061

Wittmann, M. (2013). The inner sense of time: how the brain creates a
representation of duration. Nat. Rev. Neurosci. 14, 217–223. doi: 10.1038/
nrn3452

Wittmann, M. (2015). Modulations of the experience of self and time. Conscious.
Cogn. 38, 172–181. doi: 10.1016/j.concog.2015.06.008

Wittmann, M. (2018). Altered States of Consciousness: Experiences Out of Time and
Self. Cambridge, MA: MIT Press.

Wittmann, M., Leland, D. S., Churan, J., and Paulus, M. P. (2007). Impaired time
perception and motor timing in stimulant-dependent subjects. Drug Alcohol
Depend. 90, 183–192. doi: 10.1016/j.drugalcdep.2007.03.005

Yelamanchili, T. (2018). Neural Correlates of Flow, Boredom, and Anxiety in
Gaming: An Electroencephalogram Study. Ph.D. thesis. Missouri: Missouri
University of Science and Technology.

Yun, K., Doh, S., Carrus, E., Wu, D., and Shimojo, S. (2017). Being in
the zone: flow state and the underlying neural dynamics in video game
playing. ArXiv [Preprint] Available Online at: https://arxiv.org/abs/1711.06967
(accessed March 2020).

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Khoshnoud, Alvarez Igarzábal and Wittmann. This is an open-
access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Human Neuroscience | www.frontiersin.org 17 April 2022 | Volume 16 | Article 819834

https://doi.org/10.1016/j.psyneuen.2013.06.027
https://doi.org/10.1093/cercor/bhw296
https://doi.org/10.3389/fpsyg.2011.00395
https://doi.org/10.3389/fpsyg.2011.00395
https://doi.org/10.3389/fpubh.2017.00258
https://doi.org/10.1016/j.clinph.2011.02.014
https://doi.org/10.1155/2011/879716
https://doi.org/10.1016/j.cortex.2017.05.019
https://doi.org/10.1016/j.cortex.2017.05.019
https://doi.org/10.1016/j.cortex.2020.03.021
https://doi.org/10.3389/fpsyg.2017.01121
https://doi.org/10.1371/journal.pone.0009271
https://doi.org/10.7551/mitpress/9780262013840.003.0011
https://doi.org/10.7551/mitpress/9780262013840.003.0011
https://doi.org/10.1093/scan/nsv133
https://doi.org/10.1093/scan/nsv133
https://doi.org/10.1016/j.neuroimage.2013.08.019
https://doi.org/10.1016/j.neuroimage.2013.08.019
https://doi.org/10.1007/s00221-018-5378-0
https://doi.org/10.1007/s00221-018-5378-0
https://doi.org/10.1080/001401398186829
https://doi.org/10.1080/001401398186829
https://doi.org/10.3389/fnhum.2018.00066
https://doi.org/10.5665/sleep.6308
https://doi.org/10.5665/sleep.6308
https://doi.org/10.1016/0301-0511(92)90015-M
https://doi.org/10.1016/j.actpsy.2020.103061
https://doi.org/10.1038/nrn3452
https://doi.org/10.1038/nrn3452
https://doi.org/10.1016/j.concog.2015.06.008
https://doi.org/10.1016/j.drugalcdep.2007.03.005
https://arxiv.org/abs/1711.06967
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/human-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles

	Brain–Heart Interaction and the Experience of Flow While Playing a Video Game
	Introduction
	Flow, Selflessness, and Brain–Heart Interaction
	Flow and Arousal

	Materials and Methods
	Participants
	Questionnaires
	Experimental Design
	Signal Recordings
	Data Processing
	Electroencephalography Analysis
	Electrocardiography Analysis
	Respiration Analysis
	Heartbeat-Evoked Potentials
	Source Localization

	Statistical Analysis

	Results
	Subjective and Behavioral Results
	Gamers vs. Non-gamers
	Correlations With Total Flow, Absorption, and Fluency Scores

	The Heart-Evoked Potential Measure
	Neural Sources of the Observed Differential Heart-Evoked Potential for the Game and the Pre-game Conditions
	The Function Between the Heart-Evoked Potential Amplitude and Enhanced Automaticity
	The Function Between the Heart-Evoked Potential Amplitude and Cardiovascular Activity

	Peripheral Measures
	Respiratory Activity
	Cardiac Activity


	Discussion
	Flow Is Linked to a More Active Brain–Heart Interaction
	The Heart-Evoked Potential Effect Generated in Regions Associated With Interoceptive Processing
	Contribution of Parasympathetic Activity to the Observed Heart-Evoked Potential Effect

	Flow Is Associated With Increased Sympathetic and Less Inhibition of Parasympathetic Activity

	Data Availability Statement
	Ethics Statement
	Author Contributions
	Funding
	Acknowledgments
	Supplementary Material
	References


