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Recent developments in virtual, augmented, and mixed reality have introduced a considerable number of new devices into the
consumer market. This momentum is also affecting the medical and health care sector. Although many of the theoretical and
practical foundations of virtual reality (VR) were already researched and experienced in the 1980s, the vastly improved fea-
tures of displays, sensors, interactivity, and computing power currently available in devices offer a new field of applications to
the medical sector and also to urology in particular. The purpose of this review article is to review the extent to which VR
technology has already influenced certain aspects of medicine, the applications that are currently in use in urology, and the fu-
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INTRODUCTION

A new wave of virtual (VR) and augmented reality (AR) has
started. Benefiting from considerable media hype, the enter-
tainment industry tries to embrace the mass market, with new
applications and games based in a virtual environment. These
new technological developments might emphasize a virtual re-
ality trend that has been the subject of research in the medical
field over many decades.

This article aims to review the technologies that are available
today and their application to the medical field and in particu-
lar to urology. The review presents an overview of significant
developments that have occurred in medicine and in the disci-
pline of urology using either AR or VR. Considering both the

achievements and also the remaining challenges, it aims to
identify trends towards possible future developments.

Concepts of Virtual, Augmented, and Mixed Reality
Definitions and terms

Several attempts have been made to find an appropriate defini-
tion to describe different types of reality. The definition found
in the dictionary states: an artificial environment that is experi-
enced through sensory stimuli (as sights and sounds) provided
by a computer and in which one’s actions partially determine
what happens in the environment [1]. One commonly quoted
definition is the model introduced by Milgram and Kishino de-
scribing a continuum and a gradual transition as shown in Fig.
1. The figure depicts the continuum from the real world to the
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Fig. 1. Reality continuum.

virtual world, leaving space in between for AR as well as for
augmented virtuality and considering everything between these
two worlds the mixed reality (MR) [2].

AR is generally referred to as a system in which the user has
a direct view of their environment and where a specially con-
structed device allows additional information or graphical ele-
ments to be blended with the real environment in the form of
an overlay. Examples of this technology are the early Google
Glass first released in 2013, Epson SmartGlasses, or Microsoft
Hololens. In principle, the concept of creating an information
overlay was already present in head-up displays (HUDs) as they
have been in use for pilots of military aircraft since the 1950s.
Several automotive manufacturers offer miniaturized versions
of HUD:s as instruments and for speed indication in some of
their recent models.

Although AR describes a vision enhanced with artificial ad-
ditions, the opposite is also conceivable. Diminished reality re-
fers to a processed environment from which insignificant or
unwanted parts are omitted. Objects can be removed from an
image by using image processing, for example, when they are
occluding the view of a more important or significant object [3].

A more recent definition of VR was proposed by LaValle [4]:
“Inducing targeted behavior in an organism by using artificial
sensory stimulation, while the organism has little or no aware-
ness of the interference” This definition broadens the field of ap-
plication to a much wider field, so that the application of VR can
be seen as a wide simulation environment, not only applicable
to humans, but generally to everything else. Moreover, it insists
on the fact that the experience is deliberately created by an au-
thor with the intention to fool the senses of the user or organ-
ism. This concept removes the difficult term reality which can
be subject to various interpretations, both philosophical as well
as behavioral. It draws VR closer towards the definition of simu-
lation, namely that it is designed for a particular purpose. In this
sense it rejoins a concept that has been present in medicine for a
long time and is a proven concept for teaching and training.

Considering the development in scientific research over the
last decades, we discover that there has been a steady rise in the
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Fig. 2. Keyword occurrence.

number of publications since the late 1990s. Fig. 2 shows the re-
sult of a keyword search in Google Scholar for the terms aug-
mented reality, virtual reality, and mixed reality. This figure can
be interpreted as a trend with its peak centered around 2010 for
VR and MR, and around 2014 for AR. The present success of
new technologies might imply that the results of many previous
research efforts have now reached maturity of application.

Brief history of development

The history of VR can be traced back to the early years of the
20th century when the first mechanical simulators were used in
1909 for the training of aircraft pilots. Sensorama, one of the
first multisense simulators, entered the market in 1960. It was
advertised as providing the user with a complete experience
comprising stereo sound, movement, vibration, wind, smell,
and 3-dimensional (3D) imagery in a virtual motor cycle ride
through New York. The first trackers and haptic devices such as
the data glove date back to 1970. One of the first head-mounted
displays (HMDs) was developed by Callahan in 1983 and was
considered a breakthrough [5]. Commercial devices became
available shortly after. HMDs with a greater or lesser degree of
sophistication brought miniaturized standard definition moni-
tors right before the users’ eyes, combined with a stereophonic
audio experience.

New technical developments today

Compared to the first generation of HMDs significant changes
have been observed in recent years, particularly concerning the
quality of visual images. Early commercial HMDs generally
provided a resolution comparable to that of standard TV, i.e.,
800 % 600 pixels for each eye with an average field of view of 30
degrees. In contrast, new generation HMDs are capable of dis-
playing full high-definition resolution or more and allows a
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field of view of at least 110 degrees. This significant change not
only allows the creation of experiences that appear more im-
mersive and realistic, but also increases the level of detail and
precision users might need for professional applications such as
in the medical field.

On the computational side, prevailing computers have fol-
lowed Moore’s law steadily and have sufficient power to per-
form graphical computation of high-quality images in real time.
Underlying algorithms based on the theories of machine learn-
ing that can lead towards intelligent interaction are now sup-
ported by dedicated chips and manufacturer components [6].

Furthermore, batteries and communication technologies
have advanced to a level where huge amounts of video data can
be transferred with almost no latency over dedicated cable con-
nections or even wireless. Implementation of the next genera-
tion of LTE (long-term evolution) transmission technology
makes it conceivable to create ubiquitous networks [7].

Technology of Virtual and Augmented Reality

Virtual reality

Recent years have experienced the introduction of a wave of
VR devices into the mass consumer market, offering image
quality and performance that could not be matched before.
Low-cost-entry devices on offer in the consumer market are
mainly dominated by 2 players, but other manufacturers have
announced their intention to enter the competition. One of the
pioneers of the new wave of VR is Facebook-owned Oculus, an
HMD with tracking and space sensors. The other player is
VIVE manufactured by HTC (New Taipei City, Taiwan). The
device is similar to Oculus, but contains an additional video
capture device for AR applications. The HMD also provides
tracking and external laser-based trackers that are available to
determine the user’s position in space.

The common principle of VR is the complete immersion of
the user in a computer-generated environment. Each device re-
quires a powerful computer with a modern graphics processing
unit to provide fluent stereoscopic images with low latency and
a high refresh rate.

Augmented reality
Among the technologies focusing on AR, 2 types of devices are
presently predominant:

Glasses: The first type of AR devices is based on glasses.
These glasses allow the user to see their physical environment
with their own eyes by blending it with a layer of additional
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graphics generated by a computer. The overlaying images can
be either monoscopic or stereoscopic. Stereoscopic overlays
have the advantage that they can be positioned in 3D space in
front of the viewer. Google Glass and Epson SmartGlasses are
prototypes of this technology. They are constructed from light-
weight glass wired to a portable computer, which the user can
wear in their pocket. The recently available Hololens from Mi-
crosoft combines an external computer with a headset com-
bined with glasses and also integrates additional cameras and
sensors. This device is powered with high-performance batter-
ies and presently allows unconnected operation for approxi-
mately three hours. Additionally, as software manufacturer, Mi-
crosoft delivers a software development kit (SDK), giving access
to lower level algorithms and libraries that perform elementary
AR functions such as environment space recognition or colli-
sion detection, that facilitate placement of additional virtual ob-
jects above or in front of rather than inside real-world objects.
Tablets: Tablets present an alternative possibility for deploy
AR applications. These applications rely on the built-in sensors
of the tablet, such as the camera and motion and gyroscopic
sensors, to determine the user’s position. The camera is used to
capture the physical world, and the display shows the AR with
enhancements or additions provided by the software, which
can calculate the appropriate homography to match computed
image parts and overlay them over the captured images of the
physical world. Although basic AR can be performed with any
tablet device, Intel is now offering specific AR components for
tablets with its RealSenseTM SDK and R200 camera. Tablets
equipped with this technology contain additional sensors and
depth capture devices to obtain a more accurate scan of the
physical world and offer AR capability on system level [8].

Sensors

As opposed to low-cost smartphone-based Google Cardboard-
type VR devices, which use the internal sensors of smartphones
to determine users’ movements, the dedicated HMDs possess
their own accelerometer and gyroscope sensors.

Trackers

The purpose of trackers is to identify the user’s position in the
environment to allow interaction. In this respect, Oculus uses
infrared tracking systems to the one side of the user, whereas
HTC VIVE uses a laser-based system in front of and behind the
user; thus, it is able to track the user’s movements with slightly
greater precision. Trackers can also be used for interaction, sim-
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ilar to markers the user holds in their hands. They allow greater
precision to detect the user’s gestures and movements.

Interaction

Interaction is a crucial factor for VR devices. Most devices use a
kind of game console for interaction. The Microsoft Hololens
offers some possibilities for interaction that are already part of
the system and do not require programming on the application
level. System-wide gestures such as opening the hand in front
of the viewer are shown in Fig. 3. This is known as “blooming”
and allows the user to call the main menu or interrupt an appli-
cation. Fig. 4 demonstrates an “Air tap” gesture that signifies a
mouse click in the air.

Beyond this translated desktop behavior, additional interac-
tion using voice recognition is also possible. However, since the
speech recognition uses Microsoft’s cloud services, it becomes
necessary to address privacy concerns when sensible data is
transferred to remote data centers beyond the user’s control.

Overview of AR, VR, and MR in Medical Science
Neuroscience/psychotherapy

The NeuroVR open source platform is designed to meet the
specific demands of a clinical or experimental setting. A screen-
shot of the platform editor is shown in Fig. 5. The NeuroVR
platform can be used to create different environments, such as a
living room, supermarket, or park, aiming at behavioral reha-
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Fig. 6. Concept of using augmented reality in therapy for pho-
bias of small animals.

bilitation of patients suffering from various phobias such as fear
of flying, agoraphobia, acrophobia, and eating disorders [9].
One of its features is open protocols to gather biofeedback and
real-time modification of the objects in the virtual environment
based on the patient’s interaction. North et al. [10] describe the
experiments and case studies they have conducted in 1998 us-
ing VR technology. One of the main conclusions is that experi-
ences made in the virtual world may modify the patient’s be-
havior in the real world.

One of the limitations of working with virtual environments
is the graphic complexity ofthe environment. Another drawback
is related to safety. In fear of exposing the patients to an excessive
amount of flicker that might enhance the risk of a panic attack,
sessions were prevented from exceeding 20 minutes and the pa-
tient was required to sit, in order to avoid simulator sickness.
This problem continues to remain unresolved to this day [10,11].

Although virtual environments require meticulously realistic
reconstruction, another approach in behavioral therapy in-
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Fig. 7. iPad used during an operation. Adapted with permission
from Fraunhofer MEVIS.

volved using AR in the case of phobias of small animals. In
2005, Juan et al. [12] reported research conducted to study the
phobia of spiders and cockroaches. The use of AR for exposure
therapy generally increased patients acceptance, because, in-
stead of being exposed to the target animal in reality, they
would only be using a simulation. The AR system allowed ex-
posure to a certain situation, e.g., a spider crawling over a hand
as simulated in Fig. 6, or the simulation of placing a dead cock-
roach in a box. This is technically achieved by optical markers.
The patient can see and use their hands for the interactions. AR
therapy seems to be more efficient than other VR experiments,
because the time needed to reduce the patient’s fears seems to
be shorter [13]. The author concludes that AR might be a useful
therapeutic tool for several other psychological disorders.

Liver

In 2013, the project MEVIS was initiated by the Fraunhofer Re-
search Institute. The project involved the use of an iPad-based
AR application to support liver operations. As doctors need to
know as accurately as possible before and during an operation
where blood vessels are located inside the organ, this AR appli-
cation supports the surgeon by comparing the actual operation
with the planning data based on 3D X-ray images. Fig. 7 shows
an overlay of the planning data on the actual camera image, as
iflooking inside the organ.

Orthopedics

Various research studies have been carried out in the field of
stroke rehabilitation to reduce the costs of rehabilitation train-
ing for the patient as well as for the rehabilitation facility. Very
similar to a game, the patient has to perform tasks directed by
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Fig. 8. Rehabilitation training with virtual reality.

an application and the results are measured with a game con-
troller virtual glove as shown in Fig. 8 [14]. A currently running
survey of 46 patients concludes that VR-based rehabilitation
combined with standard occupational therapy might be more
effective than amount-matched conventional rehabilitation.

Applications of VR, AR, and MR in Urology

The question of applying VR to the field of urology was dis-
cussed by Shah et al. [15] as early as 2001. One of the main ob-
jectives of using simulators is to shorten the time needed for
training and provide the doctors or surgeons with the possibili-
ty to gain experience and improve performance outside of the
operating room environment. According to Shah et al. [15], a
functioning medical simulator requires the following four ele-
ments: (1) Visual reality, meaning that the visual simulation has
to be sufficiently realistic and have the appearance of a true
medical situation. (2) Physical reality, meaning that, e.g., tissues
need to contain dynamic realism when grasped and the simula-
tor devices need to correctly respond to the forces applied by
the trainee. (3) Physiological reality, muscles should show con-
traction and bleeding should occur as in real situations. (4) Tac-
tile reality in that resistance and forces need to be experienced
realistically by the trainee to achieve a good simulation. Howev-
er, recent publications reporting 3D image-guided surgery indi-
cate that AR with visual cues to the subsurface anatomy could
be a replacement in the case of minimally invasive surgery in
the field of urology [16].

Education

Teaching anatomy

Anatomy teaching in the field of urology can be a central appli-
cation of VR. Datasets from scanned computed tomography,
magnetic resonance imaging, and tissue images made available
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Fig. 9. Virtual Korean Human, pelvis after removal of the left ili-
acbone.

by the National Library of Medicine in the USA as part of the
“visible human project” could be used to create a virtual male
and female dataset [17]. In 2006 Korean researchers replied to
this model and created the “visible Korean human” for anatomy
education. As part of this project presegmented images were
further segmented using SURFdriver software, to allow the
structures of ureters, the urinary bladder (inner boundary),
urethra, testes, epididymides, ducti deferens, seminal vesicles,
prostate, rectum, anal canal, superior mesenteric artery, inferior
vena cava, renal veins, and intervertebral disks to be deter-
mined. This data was used to model each anatomical structure
into a separate 3D object. The result is an interactive 3D model
as shown Fig. 9 with the purpose of helping medicine students
with their study of anatomy. This model is also expected to as-
sist urologists in the process of explaining diseases to patients.
The 3D images of this model are made freely available by the
researchers.

Even though VR/AR applications are often thought of en-
hancing an existing body or adding information and presence
to an operation situation, a more general aspect in education
would be recent technology developments using AR in combi-
nation with medicine textbooks. In this regard, the “Gunner
Goggles” project aims to enhance teaching books with addi-
tional content such as movies or 3D objects, using special mark-
ers in the textbook and an associated application on a smart-
phone or tablet to visualize this additional content [18].

Medical imaging visualizations: 3D modeling of medical imaging
In 2015, Case Western Reserve University and Cleveland Clinic
announced their cooperation with Microsoft using the AR
headset Hololens for teaching anatomy students [19]. The mod-
els were generated from patient MRI data with color-coded ar-
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eas assisting with the identification of tumorous zones in the
brain. Gestures allow interaction with the 3D model to reveal
organs that may be obscured by others.

Training

Digital rectal examination (DRE) simulator. The second-most
frequent cause of death among men is prostate malignancies;
thus, early diagnosis is of the highest importance. Before the
trainees practice on patients, simulation is necessary to reduce
the discomfort patients might undergo when a DRE is per-
formed by an inexperienced trainee. Although many prostate
training kits exist to familiarize trainees with the use of DRE to
perform a diagnosis, most simulation kits lack the capability of
haptic feedback. Burdea et al. [20] undertook a human factor
study with 12 virtual patients where medicine students used VR
and were trained with the PHANToM haptic interface. Howev-
er, further development is still required, even though the results
showed the feasibility of such a VR-based DRE simulator.

A simulator for transrectal ultrasound guided prostate biopsy
was developed by the University of Grenoble in 2013 [21]. Re-
cent systems have become available and allow the transrectal
ultrasound to be mapped and targeted during a prostate biopsy.
The simulator works with a haptic interface and allows trainees
to experiment and exercise with a large amount of prostate im-
age datasets as well as various clinical situations or specific tasks
that need to be performed in clinical practice.

Transurethral resection of the prostate (TURP). Research
published in 2001 states the need for an adequate TURP simu-
lator. The danger exists that fewer urologists are practicing these
procedures and that this may even weaken their skills (p366)
[22]. TURP may be an ideal procedure to simulate, since it is
performed in a fluid environment and involves a variety of situ-
ations for bleeding. It might be an ideal tool for the practice of
hemostasis. Presently five TURP simulators have been validat-
ed. Among them are the GreenLight laser simulator, Kansai
HoLEP simulator, and UroSim HoLEP. A study entailing simu-
lation-based training for prostate surgery concluded that all
simulator models can be used to provide additional training
sessions for trainee surgeons along other traditional training
methods [23].

Therapy

Beyond a training application in VR and AR, attempts have
been made toward the treatment of erectile dysfunction using
VR. Specially designed VR software allows patients to learn to
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identify the obstacles that are the causes for their sexual dys-
function. After therapy sessions in combination with VR ses-
sions the researchers reported a partially positive response rate
of 73% [24]. (With the total being defined as the return of ade-
quate erection with completion of sexual activity.)

Planning

In the field of preoperative planning, several new technologies
can be identified. In the last ten years the use of 3D printed
models has grown in importance. Surgeons can use these 3D
models for renal cell carcinoma, ureteral stents, and staghorn
calculus for planning complicated procedures. They also help to
improve the patients’ understanding of surgery [25]. Reports
show that printed 3D models seem to be useful, especially in
the case of complex tumor operations [26].

The use of VR in preoperative planning has been researched
over the last few decades. It seems that planning has become a
central field of application for this technology. Reports have ap-
peared in different areas of endoscopic surgery [27]. The re-
searchers suggest that it offers additional tools for surgeons and
helps to optimize surgical procedures and maximize functional
preservation.

As simulation methods become increasingly realistic, mod-
ern 3D models offer the possibility to show real deformations,
e.g., those due to insufflation and respiration, as is the case in
soft tissue laparoscopic surgery. Research indicated that im-
proved quality of registration and model alignments was
achievable and could be used to expand applications in intra-
operative planning and image guidance [28].

Eventually a symbiosis between preoperative planning and
assistance during surgery would be observed. Patients’ individ-
ual 3D models used in conjunction with medical image recon-
struction and guiding systems assist with forecasting possible
complications during laparoscopic partial nephrectomy. Plan-
ning and real-time assistance during surgery appeared to re-
duce the time in the operation room [29].

Assisting

AR in nephrectomy and partial nephrectomy has gained im-
portance in recent years because of the wider use of robot-as-
sisted laparoscopy. As the haptic feedback is lost using this
technology it appears that AR can play a significant role by
compensating for this loss by offering enhanced visual informa-
tion [30]. In this context, AR, also known as “image-enhanced
operating environment® in a study by Hughes-Hallett et al. [31]
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of over 60 cases, shows that surgery is undergoing an important
change with a movement towards minimal invasive surgery
(MIS) becoming a new standard of care [32]. The proposed 3D
image-guided surgery relies on 2 phases: planning and execu-
tion. Although the first phase requires a large amount of ana-
tomical data, the second only requires a subset of this informa-
tion, but of much higher accuracy. The 3D models needed dur-
ing the planning phase are visualized to the surgeon both on a
tablet and a daVinci console.

The tracking of instruments has also been improved. During
the execution phase, optically registered intraoperative ultra-
sound is used for high-precision guidance and to create free-
hand 3D reconstructions that can be blended over the operative
view via a tablet. A study by the same author concludes that the
tablet can be a “low-barrier-to-entry” device with sufficient ac-
curacy and with little impact on the surgical workflow [33].

Possible Future Developments and Applications
Telementoring forms part of telemedicine, which consists of re-
mote assistance by a specialist or surgeon. This can be part of a
broad training program or direct mentoring. Low-latency AR
systems can show the mentor what the surgeon on location can
actually see at that moment, while the mentor’s advice can be
directly displayed within the view of the surgeon on location. In
2002, Rassweiler et al. [34] published a study of research tech-
niques relating to urological laparoscopy. Many of the described
problems involving handling problems and hardware could be
resolved by new technologies such as the higher resolution pro-
vided by 4k cameras [35] and AR displays with stereoscopic ca-
pabilities, thereby overcoming the use of shutter glasses and
heavy video helmets.

Telesurgery

In principle, telesurgery entails the remote control of a surgical
robot. Feasibility studies have been carried out as well for MIS
and open surgery [36]. Possible application could be on battle-
fields, in army camps, or in remote rural areas [37]. The first
case of telesurgery was demonstrated in 2001 by Marescaux in
New York operating remotely on a patient located in a hospital
in France [38,39]. One of the drawbacks is the requirement for
dedicated communication networks to control the time latency
in the loop in which a surgeon performs an action until the re-
sult becomes visible. This latency has been the subject of re-
search and should be below 105 msec to avoid deterioration of
the performance and user experience [40]. This can presently
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only be achieved using private networks. Research using the
public Internet and securing high reliability as well as low laten-
cy was conducted by Obenshain and Tantillo [41] using an
LTN overlay network and a da Vinci robot as the telesurgical
device. Progress in image compression technologies and net-
work capabilities would be expected to open this field to wider
applications [42].

Augmented biofeedback in pelvic floor muscle re-education
Pelvic floor muscle (PFM) re-education is used to provide ther-
apy to patients with incontinence of their urine or stool. Physi-
cal therapists rehabilitate the PFMs of women experiencing in-
creased tension in the PFMs or vaginal pain during intercourse
or men suffering from chronic genital or groin pain, frequent
urination or a burning sensation when urinating [43].

In these cases biofeedback is used during rehabilitation ses-
sions to improve the performance of the PFM. Internal and ex-
ternal sensors, such as the electromyograph (EMG), surface
EMG (SEMG), perineometer, and vaginal weights/cones, exist.
These sensors help patients gain greater awareness about physi-
ological functions and supports learning how to control them
consciously. AR could be a used as a supporting device to com-
municate and visualize the biofeedback to the patient in thera-
py. A study on womenss self-efficiency in performing pelvic
muscle exercises indicates that biofeedback confirming the ex-
actitude of exercises, increases the confidence that these exer-
cises will avoid unwanted urine loss [44].

CONCLUSIONS

Current technical progress is the driving force behind a new
wave of VR and MR applications. Although conceived and de-
veloped over a decade ago, many applications have progressive-
ly found their way into clinical practice. As MIS has become the
state of care for many urological surgical interventions, robots
and operating aids have become more common in the operat-
ing room. During recent years, these tools may have introduced
a change in paradigm that also affects the work of surgeons.
The concept of haptic realism as mentioned by Shah et al. [15]
in 2001 might move towards VR or AR, where augmented vi-
sual information introduces new tools and methods to the op-
erating room. Surgeons are often compared to pilots in terms of
the skills and level of responsibility their jobs require. The new
paradigm could be the equivalent of flying by instruments for
surgeons.
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This tendency, together with the increasing use of robots,
places the surgeon in a de facto VR environment. Gradual tech-
nical modifications allow the development of further situations
and applications: using remote controls with training software
creates a virtual training environment. Increasing the distance
between the remote control device and the robot creates tele-
surgery. VR could fuse training, surgery, and telemedicine and
could create new opportunities for delivering higher quality
medical competency in additional places. This role could also
apply to tele-mentoring: despite its virtuality it bears the chance
to build a human network across borders and countries for
sharing best practices or calling for advice, when it is needed.

Although this development may not be applicable every-
where, chances are that surgeons could also take advantage of
AR using low-entry-cost tablets supporting many of their tasks
and by reducing risks and optimizing tasks in presurgery plan-
ning and saving operating time in execution as well.

The long delay before these new technologies find their way
into training institutions or the operating room indicates that
these new technologies need to meet medical requirements and
have to be validated. Critical discussions regarding precision,
operability, and latency are crucial, and are not perceivable for
nonmedical professionals. VR can only perform as good as the
real-life and work experiences of the surgeons they constitute.

AR and VR have the potential to reduce risk through im-
proved planning and relying on their assistance would reduce
the time spent in the operating room. Although most studies
and research conclude that all technologies need further im-
provements on many levels, they bear the potential to further
increase efficiency in health care and to provide enhanced
medical services to patients in the future.
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