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ORIGINAL RESEARCH

Multiclass Arrhythmia Detection and 
Classification From Photoplethysmography 
Signals Using a Deep Convolutional Neural 
Network
Zengding Liu , MPhil*; Bin Zhou, MD, PhD*; Zhiming Jiang, MPhil; Xi Chen, BE; Ye Li, PhD; Min Tang , MD, PhD†; 

Fen Miao , PhD† 

BACKGROUND: Studies have reported the use of photoplethysmography signals to detect atrial fibrillation; however, the use of 
photoplethysmography signals in classifying multiclass arrhythmias has rarely been reported. Our study investigated the feasi-
bility of using photoplethysmography signals and a deep convolutional neural network to classify multiclass arrhythmia types.

METHODS AND RESULTS: ECG and photoplethysmography signals were collected simultaneously from a group of patients who 
underwent radiofrequency ablation for arrhythmias. A deep convolutional neural network was developed to classify multiple 
rhythms based on 10-second photoplethysmography waveforms. Classification performance was evaluated by calculating 
the area under the microaverage receiver operating characteristic curve, overall accuracy, sensitivity, specificity, and positive 
and negative predictive values against annotations on the rhythm of arrhythmias provided by 2 cardiologists consulting the 
ECG results. A total of 228 patients were included; 118 217 pairs of 10-second photoplethysmography and ECG waveforms 
were used. When validated against an independent test data set (23 384 photoplethysmography waveforms from 45 patients), 
the DCNN achieved an overall accuracy of 85.0% for 6 rhythm types (sinus rhythm, premature ventricular contraction, pre-
mature atrial contraction, ventricular tachycardia, supraventricular tachycardia, and atrial fibrillation); the microaverage area 
under the microaverage receiver operating characteristic curve was 0.978; the average sensitivity, specificity, and positive and 
negative predictive values were 75.8%, 96.9%, 75.2%, and 97.0%, respectively.

CONCLUSIONS: This study demonstrated the feasibility of classifying multiclass arrhythmias from photoplethysmography sig-
nals using deep learning techniques. The approach is attractive for population-based screening and may hold promise for the 
long-term surveillance and management of arrhythmia.

REGISTRATION: URL: www.chictr.org.cn. Identifier: ChiCTR2000031170.
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Arrhythmias affect the quality of life of tens of 
millions of people worldwide, with as many as 
one-quarter of Americans over 40  years old 

developing cardiac arrhythmias.1 Arrhythmias are as-
sociated with high risks of stroke,2 heart failure,3 and 
even sudden cardiac death. More than 80% of sudden 
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cardiac deaths are reportedly closely related to car-
diac arrhythmias, and these deaths account for half of 
all deaths caused by heart diseases.4 However, some 
types of arrhythmias result in no symptoms, hindering 
timely detection in clinical settings.5

The conventional tools used to diagnose an ar-
rhythmia include a 12-lead ECG and 24-hour Holter 
monitoring.6–8 However, ECG-based recorders 
are burdensome and inconvenient for patients be-
cause electrodes must be attached to the body. 
Unobtrusive and convenient methods for arrhythmia 
detection and monitoring would greatly promote the 
prevention and management of arrhythmia-related 
complications.9

Photoplethysmography is an emerging technol-
ogy that offers a simple, inexpensive, and unobtrusive 
means to monitor the vascular system continuously.10 
Several photoplethysmography-based methods have 
been used for arrhythmia detection and have yielded 

promising results in previous studies.11–18 Such pub-
lished photoplethysmography-based detectors have 
focused on the discrimination of atrial fibrillation (AF).19 
By contrast, studies on detecting and classifying mul-
tiple arrhythmia types based on photoplethysmogra-
phy signals have been few. Because different types of 
arrhythmias pose various risks to patients and require 
different clinical attention and intervention, accurately 
distinguishing the types would facilitate arrhythmia 
management.20

To evaluate the accuracy of classifying multiple 
types of arrhythmias from photoplethysmography, we 
developed and validated a deep convolutional neural 
network (DCNN) for detecting and classifying multiple 
rhythm classes from raw photoplethysmography wave-
forms by using clinical annotations of rhythm based on 
ECG as the reference standard.

METHODS
Data Availability Statement
The validation set, test set, and code used in this study 
have been made publicly available at GitHub (https://
github.com/zdzdl​iu/PPGAr​rhyth​miaDe​tection). The 
training data are not available to other researchers.

Study Design
Between March 2020 and March 2021, patients with 
arrhythmia receiving radiofrequency catheter abla-
tion (RFCA) at Fuwai Hospital, Chinese Academy of 
Medical Sciences, were recruited. The inclusion cri-
teria for this study were (1) preoperative recording of 
arrhythmias, such as AF, premature atrial contraction 
(PAC), premature ventricular contraction (PVC), ven-
tricular tachycardia (VT), and supraventricular tachy-
cardia (SVT); (2) presence of indications for treatment 
with RFCA; (3) consent for RFCA; (4) patients without 
malignant tumors, severe organic heart diseases, or 
severe arterial stenosis; (5) intraoperative ECG and 
photoplethysmography signals collected using a mul-
tiparameter monitoring system. The exclusion criteria 
were (1) intraoperative detachment of an ECG elec-
trode or photoplethysmography sensor and (2) re-
cording time lasting <10 minutes. We have mastered 
the indications for RFCA based on the knowledge 
of guidelines and personal experiences.21–23 For AF 
(either paroxysmal AF or persistent AF), PAC, PVC, 
and VT, we performed RFCA in patients who were 
symptomatic when antiarrhythmic medications were 
ineffective, intolerant, or not desired by the patient. 
For SVT, we conducted RFCA in patients with symp-
tomatic episodes. A multiparameter monitoring sys-
tem (BeneVision N12; Shenzhen Mindray Bio-Medical 
Electronics) with simple 5-lead ECG wiring and a 
fingertip photoplethysmography sensor was used to 

CLINICAL PERSPECTIVE

What Is New?
•	 The proposed end-to-end deep convolutional 

neural network model can triage photoplethys-
mography segments into sinus rhythm, premature 
ventricular contraction, premature atrial contrac-
tion, ventricular tachycardia, supraventricular 
tachycardia, and atrial fibrillation, with an overall 
accuracy of 85.0% (95% CI, 84.6%–85.4%).

•	 Our findings indicate that it is feasible to detect 
multiple arrhythmias from photoplethysmogra-
phy signals with deep learning techniques.

What Are the Clinical Implications?
•	 A photoplethysmography-based approach to  

detect multiple arrhythmias is attractive for 
large-scale screening and has the potential to 
be helpful for the long-term and real-time moni-
toring of arrhythmia because of its convenience 
and real-time nature.

•	 Studies are needed to improve the accuracy of 
the proposed model and evaluate the perfor-
mance of the model on data sets collected with 
wearable devices in nonhospital settings.

Nonstandard Abbreviations and Acronyms

DCNN	 deep convolutional neural network
ML	 machine learning
RFCA	 radiofrequency catheter ablation
SR	 sinus rhythm
SVT	 supraventricular tachycardia
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collect ECG and photoplethysmography data. Three 
lead ECG signals (I, II, and V) were used for the analy-
sis, because they basically reflect the 3-dimensional 
vector of cardiac electrical conduction. The patient 
was in the supine position, and the sampling fre-
quency used was 250  Hz. Informed consent was 
obtained from all patients who fulfilled the inclusion 
criteria. Clinical characteristics were abstracted from 
participants’ electronic medical records. This study 
was approved by the Ethics Committee of Fuwai 
Hospital (approval number 2019-1239). The protocol 
was registered with the number ChiCTR2000031170 
at www.chictr.org.cn.

Signal Preprocessing and Data Analysis
The collected signals were first preprocessed and 
then used for algorithm development, as illustrated 
in Figure 1. The raw ECG and photoplethysmography 
recordings were downsampled from 250 to 100 Hz 
and then bandpass filtered from 0.5 to 50 Hz and 
from 0.5 to 10 Hz, respectively. After being filtered, 
each ECG and photoplethysmography recording 
was split into 10-second-long nonoverlapping seg-
ments. The length of 10 seconds was chosen be-
cause it is large enough to identify a rhythm type and 
its promising results for classifying arrhythmias in 
the previous study.8 Subsequently, each 10-second 
photoplethysmography segment was normalized 
to ensure the segments all had the same scale. 
Normalized photoplethysmography segments cor-
rupted by artifacts were removed using the signal 
quality evaluation algorithm proposed by Selvaraj et 
al.24 Photoplethysmography segments with a noisy 
ECG reference were also excluded from the analysis 

because no annotation could be made based on 
the reference data. Subsequently, all remaining 
10-second ECG segments with sufficient signal 
quality were reviewed and annotated by 2 cardiolo-
gists blinded to the photoplethysmography results 
and each other’s diagnosis based on the standard-
ized ECG criteria.25 Finally, all photoplethysmogra-
phy segments were labeled following the diagnosis 
from the corresponding ECG.

Algorithm Development and Training
To detect multiple arrhythmia types from the photop-
lethysmography signals, we developed a DCNN model 
based on the popular convolutional neural network ar-
chitecture VGGNet-16.26 This architecture was selected 
because of its simple structure and powerful data rep-
resentation ability. Because the traditional VGGNet-16 
is designed for 2-dimensional image classification, we 
have modified it appropriately to accommodate the 
1-dimensional input signal of this study. Details of the 
changes to the conventional VGGNet-16 are presented 
in Data S1. After adjustments, the architecture used 
for the DCNN model comprised 13 one-dimensional 
convolutional layers, 5 one-dimensional max-pooling 
layers, and 2 fully connected layers, as illustrated in 
Figure 2A. The specific structure, settings, and param-
eters of the DCNN model are summarized in Table S1. 
There are 1 496 102 trainable parameters in the model, 
requiring only about 5.71 MB of memory. The DCNN 
model accepted a 10-second photoplethysmography 
segment as its input and output a label prediction of 
one of the target classes.
The procedure for training, tuning, and evaluating the model 
is illustrated in Figure 2B. All patients’ data were randomly 

Figure 1.  Overall structure of proposed method for detecting multiple arrhythmia types including signal acquisition, signal 
preprocessing, and algorithm development.
AF indicates atrial fibrillation; DCNN, deep convolutional neural network; PAC, premature atrial contraction; PPG, photoplethysmography; 
PVC, premature ventricular contraction; SR, sinus rhythm; SVT, supraventricular tachycardia; and VT, ventricular tachycardia.

http://www.chictr.org.cn
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partitioned into independent training, validation, and test 
data sets in the ratio 6:2:2. The training subset was used to 
train our DCNN model over 200 epochs. The model with 
optimal performance on the validation subset was saved 
and used for further evaluation with the test subset.

Statistical Analysis
Continuous variables with normal distribution were 
expressed as mean±SD and compared using the 
t test. Nonnormally distributed continuous data were 
expressed as median (interquartile range) and com-
pared using the Mann-Whitney test. Categorical vari-
ables were expressed as numbers (percentages) and 
compared using χ2 or Fisher exact tests as appropri-
ate. To verify the performance of the proposed DCNN 
model, traditional machine learning (ML)-based mod-
els, which rely on explicit rules and handcrafted fea-
tures derived from interbeat intervals sequence and 
photoplethysmography waveforms, were used for 
comparison. Specifically, 17 handcrafted features and 
4 ML algorithms (artificial neural network, random for-
est, k-nearest neighbors, and support vector machine) 
that have been used for photoplethysmography-
based arrhythmia detection were used to develop 
the ML-based detectors, as shown in Figure S1. Each 
ML-based detector was trained and evaluated on the 
same training and test data sets as the DCNN model. 
A brief description of the ML-based detectors and the 
handcrafted features they rely on is available in Data 
S2.

For each arrhythmia detector, receiver operating 
characteristic curves were first generated for each 
rhythm to be detected, and a microaverage receiver 
operating characteristic curve was then created. The 
area under the microaverage receiver operating char-
acteristic curve and its corresponding 95% CI were 
computed and compared for all arrhythmia detectors 
using the DeLong test.27 Sensitivity, specificity, positive 
predictive value, negative predictive value (NPV), and 
overall accuracy were also calculated for each detec-
tor, along with the corresponding 95% CI.

All statistical tests in this study were 2-sided, and 
P<0.05 was considered statistically significant. SPSS 
version 21.0 (IBM) and Python version 3.8.8 were used 
for data analysis.

Visualization of the Proposed DCNN
To improve the understanding of the DCNN’s de-
cisions, we used t-distributed stochastic neighbor 
embedding and guided gradient-weighted class ac-
tivation mapping techniques for visual explanations. 
The t-distributed stochastic neighbor embedding 
technique is a nonlinear dimensionality reduction 
technique well suited for embedding high-dimensional 
data for visualization in a low-dimensional space.28 

The guided gradient-weighted class activation map-
ping combines fine-grained guided backpropagation 
and gradient-weighted class activation mapping. It 
produces a high-resolution class-discriminative heat-
map from the final convolutional layer.29 In this study, 
the features automatically learned from the various 
layers of the DCNN were mapped into 2-dimensional 
space using t-distributed stochastic neighbor embed-
ding. The heat map produced using guided gradient-
weighted class activation mapping was superimposed 
over the photoplethysmography waveforms to high-
light the regions in the photoplethysmography wave-
forms that were important to the DCNN for predicting 
a rhythm category.

RESULTS
Study Population
Two hundred forty-two patients with arrhythmia who 
met the inclusion criteria were enrolled in this study 
(Figure S2). Of the enrolled patients, 14 were excluded 
because of detachment of an ECG electrode (N=5) or 
photoplethysmography sensor (N=3) or because their 
recordings lasted <10  minutes (N=6). Two hundred 
twenty-eight pairs of photoplethysmography and 
ECG recordings were obtained from the consenting 
patients (N=228; 1 recording for each patient). The 
228 photoplethysmography recordings were divided 
into 158 355 10-second photoplethysmography seg-
ments; 127 562 of these were retained, whereas an-
other 30 793 (19.4%) were removed because of their 
poor signal quality or the poor signal quality of their 
ECG reference data. Among the 127 562 clean pho-
toplethysmography segments, 118 217 (92.7%) were 
labeled as having a definite rhythm by the 2 cardi-
ologists. The remaining segments were unclassified, 
because the 2 cardiologists could not provide the 
correct category.

Specifically, the segments numbered the follow-
ing for each label: 38  081 for sinus rhythm (SR), 
11 372 for PVC, 11 248 for PAC, 5783 for VT (3 or 
more consecutive PVCs at a rate of >100 beats per 
minute), 12  539 for SVT (3 or more consecutive 
PACs at a rate of >100 beats per minute), and 39 194 
for AF. To train the model accurately, we removed 
unclassified segments. Consequently, 228 record-
ings with 118  217 clean 10-second photoplethys-
mography segments collected from 228 patients 
(age, 52.3±11.3  years; 133 men) were retained in 
the final analysis. Each segment has only 1 iden-
tified rhythm type. Of the remaining 228 patients, 
we randomly separated 60% (N=137) into the train-
ing set, 20% (N=46) into the validation set, and 20% 
(N=45) into the test set. The segments included in 
the training, validation, and test sets were 71 390, 
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23 443, and 23 384, respectively. The baseline char-
acteristics (Table  1) and the distribution of rhythm 
classes (Figure  3) were similar among the 3 data 
sets. Examples of 10-second synchronous I-lead 
ECG and photoplethysmography signal segments 
for various rhythm types are presented in Figure S3.

Multiclass Rhythm Classification
The performance of the DCNN in identifying multiple 
rhythms in the test set is summarized in Table 2; the cor-
responding confusion matrix and microaverage receiver 
operating characteristic results are provided in Figures 4A 
and 4B, respectively. The DCNN distinguished 6 rhythm 
types, SR, PVC, PAC, VT, SVT, and AF, in the photo-
plethysmography waveforms at an overall accuracy of 
85.0% (95% CI, 84.6%–85.4%). Specifically, the average 
sensitivity, specificity, positive predictive value, and NPV 
for these 6 rhythm types were 75.8% (95% CI, 74.2%–
77.4%), 96.9% (95% CI, 96.7%–97.1%), 75.2% (95% 

CI, 73.7%–76.8%), and 97.0% (95% CI, 96.4%–97.6%), 
respectively.

According to the classification results of the 6 
rhythms, the performances of the DCNN model in 
classifying 4 rhythms and 2 rhythms were further 
evaluated. For the classification of the 4 rhythms, 
PVC and PAC were considered as one category, and 
VT and SVT were considered as another category, 
whereas for the classification of the 2 rhythms, PVC, 
PAC, VT, SVT, and AF were considered as the same 
class (ie, non-SR). The overall accuracy and average 
sensitivity of the DCNN increased to 90.4% (95% CI, 
90.1%–90.9%) and 88.2% (95% CI, 87.4%–89.1%) 
when classifying the 4 rhythms (Table S2) and to 97.8% 
(95% CI, 97.7%–98.0%) and 97.2% (95% CI, 96.9%–
97.5%) when classifying the 2 rhythms (Table S3).

Table 3 shows a comparison of the performance of 
DCNN and conventional ML-based detectors in terms 
of overall accuracy and average sensitivity, specificity, 
positive predictive value, and NPV for the classification 

Figure 2.  Architecture, development, and evaluation of the DCNN for classification of multiple 
arrhythmia types.
A, The DCNN model has 13 one-dimensional convolutional layers, 5 one-dimensional max-pooling layers, 
and 2 fully connected layers. B, Workflow illustrating the data sets used to train, tune, and evaluate 
the DCNN model. The symbol expressed as Conv_k represents a 1-dimensional convolution layer with 
k number of filters; for example, Conv_32 denotes a 1-dimensional convolution layer with 32 filters. DCNN 
indicates deep convolutional neural network; MaxPool, max-pooling; and PPG, photoplethysmography.
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of 6 rhythms on the same test set. The detailed perfor-
mance of the ML-based detectors for each rhythm type 
is summarized in Table S4. As indicated in Table 3, the 
ML-based detector obtained using the artificial neural 
network algorithm had the highest performance among 
the ML-based detectors in all evaluation metrics. Still, 
it did not perform as well as the DCNN did. The DCNN 
model outperformed the best ML-based model (the ar-
tificial neural network–based model) by 15.6%, 22.1%, 
3.8%, 19.2%, and 3.3% in overall accuracy and av-
erage sensitivity, specificity, positive predictive value, 
and NPV, respectively. Moreover, the area under the 
microaverage receiver operating characteristic curve 

of the DCNN was 0.978 (95% CI, 0.975–0.979), sig-
nificantly higher than those of all ML-based detectors 
(area under the microaverage receiver operating char-
acteristic curve, 0.891–0.922; P<0.001; Figure 4B).

Visualization of Learned Features
Figure 5 presents the t-distributed stochastic neighbor em-
bedding visualizations of features learned from the various 
layers of the DCNN. In Figure 5, each point represents a 
photoplethysmography waveform mapped from the out-
put features of a specific hidden layer in the DCNN into 2 
dimensions. Points that belong to the same rhythm cat-
egory are clustered. To balance the samples for a clearer 

Table 1.  Baseline Characteristics of the Patients Included in the Study

All patients, N=228 Training set, N=137 Validation set, N=46 P value* Test set, N=45 P value†

Age, y 52.3±11.3 53.1±10.3 52.0±13.3 0.576 50.4±12.1 0.141

Men, n (%) 133 (58.3) 88 (62.2) 24 (52.2) 0.146 21 (46.7) 0.037

BMI, kg/m2 25.5±2.9 25.5±2.4 25.3±3.2 0.701 25.5±4.0 0.958

SBP, mm Hg 130.4±14.8 130.3±12.6 132.8±21.4 0.344 127.9±12.8 0.273

DBP, mm Hg 82.5±10.2 82.9±9.3 82.9±14.4 0.967 80.8±7.4 0.187

CHA2DS2-VASc 
score

1.0 (0.0–2.0) 1.0 (0.0–2.0) 1.0 (1.0–3.0) 0.404 1.0 (0.3–2.0) 0.805

Hypertension, n (%) 38 (16.7) 20 (14.6) 12 (26.1) 0.076 6 (13.3) 0.833

Continuous variables are given as mean±SD or median (interquartile range). Categorical variables are given as n (percent). CHA2DS2-VASc score: heart 
failure=1 point; hypertension=1 point; age ≥75 years=2 points; diabetes=1 point; stroke=2 points; vascular disease=1 point; age between 65 and 74 years=1 
point; gender (women)=1 point. BMI indicates body mass index; DBP, diastolic blood pressure; and SBP, systolic blood pressure.

*P value was obtained by comparison of the training and validation sets.
†P value was obtained by comparison of the training and test sets.

Figure 3.  Distribution of rhythm types across data sets.
AF indicates atrial fibrillation; PAC, premature atrial contraction; PVC, premature ventricular contraction; 
SR, sinus rhythm; SVT, supraventricular tachycardia; and VT, ventricular tachycardia.
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display, we randomly selected 900 segments from each 
rhythm class (5400 in total) in the test set as a presenta-
tion data set and visualized the output features obtained 
at some representative layers (second, fourth, seventh, 
and 13th convolutional layers) of the DCNN. As illustrated 
in Figure 5, the degree of feature discrimination increased 
considerably overall with the depth of the DCNN.

Figure  6 illustrates examples of using the guided 
gradient-weighted class activation mapping approach 
to visualize crucial regions within the photoplethys-
mography signals that enabled the DCNN to predict 
a specific rhythm category. The I-lead ECG signals 
corresponding to the photoplethysmography are also 
shown. The darker color in Figure 6 indicates greater 
importance and a more significant contribution for the 
predicated category. The patterns specific to each 
rhythm have a larger attention weight. Specifically, the 
highlights of photoplethysmography in the cases of SR 
and AF were mainly focused on the positions of peaks 
that reflect the regularity of a pulse in waveforms. In the 
PVC and PAC cases, the waves with premature con-
tractions appeared to be strongly highlighted. In the VT 
and SVT cases, the strongly highlighted waves were 
concentrated in consecutive PVC and PAC events that 
indicate the occurrence of VT and SVT.

DISCUSSION
This study validated the use of a deep learning-based ap-
proach to detect multiple rhythms from raw fingertip pho-
toplethysmography waveforms obtained in a controlled 
hospital setting. We demonstrated that the DCNN per-
forms well in diagnosing multiple types of rhythms based 
on photoplethysmography signals. Using ECG-based an-
notations as the reference, the DCNN achieved an overall 
accuracy of 85.0% in classifying 6 types of rhythms (5 
arrhythmias included) from photoplethysmography sig-
nals and performed better than state-of-the-art nondeep 

learning methods using handcrafted features. Our study 
indicated the feasibility of using a deep learning algorithm 
to detect multiple types of arrhythmias from photop-
lethysmography signals.

Previous Studies on Detection of 
Multiple Arrhythmia Types from 
Photoplethysmography Signals
Previous studies have used ML or deep learning tech-
niques to detect arrhythmias from photoplethysmog-
raphy signals. The ML-based solutions for arrhythmia 
detection from photoplethysmography signals involve 
calculating handcrafted features from a sequence of 
interbeat intervals and the photoplethysmography 
waveform. For instance, McManus et al proposed a lin-
ear detection algorithm that combined 2 statistical fea-
tures calculated from the interbeat intervals sequences 
and achieved an accuracy of 96.8% in distinguishing 
AF versus SR from photoplethysmography signals.13 
Sološenko et al investigated a feed-forward artificial 
neural network framework with 6 photoplethysmog-
raphy features as inputs for discriminating PVC from 
SR in photoplethysmography signals and obtained a 
sensitivity of 98% and specificity of 98%.14 Polanía et 
al used a support vector machine algorithm that com-
bines frequency-domain and nonlinear dynamics fea-
tures extracted from the interbeat intervals series and 
pulse amplitude information of photoplethysmography 
signals to distinguish between different arrhythmia 
types.15 Experimental results on 2 subjects showed 
that their proposed method identified PVC and VT 
from SR and PAC in photoplethysmography signals 
with 96.0% and 93.9% accuracy, respectively. These 
ML-based studies, however, have mainly focused on 
the discrimination between 2 rhythm types. Limited 
attention has been paid to the detection of multiple 
arrhythmia types.

Table 2.  Performance of the Deep Convolutional Neural Network for Classification of 6 Rhythms in the Test Set

Value, % (95% CI)

Sensitivity Specificity PPV NPV

SR 95.6 (95.2–96.2) 98.8 (98.6–98.9) 97.0 (96.6–97.4) 98.2 (97.9–98.5)

PVC 68.5 (66.4–70.5) 98.0 (97.9–98.2) 76.1 (74.3–78.2) 97.1 (96.5–97.8)

PAC 55.5 (53.2–57.9) 97.0 (96.8–97.2) 59.9 (57.5–62.3) 96.5 (95.6–97.3)

VT 72.7 (69.8–75.6) 96.4 (96.1–96.6) 44.9 (42.3–47.4) 98.9 (97.9–99.8)

SVT 68.0 (66.5–69.6) 97.8 (97.6–98.1) 84.1 (82.9–85.6) 94.2 (97.9–95.3)

AF 94.4 (93.9–94.9) 93.4 (93.0–93.8) 89.1 (88.4–89.7) 96.7 (96.2–97.2)

Average 75.8 (74.2–77.4)* 96.9 (96.7–97.1)* 75.2 (73.7–76.8)* 97.0 (96.4–97.6)*

Overall accuracy 85.0 (84.6–85.4)*

AF indicates atrial fibrillation; NPV, negative predictive value; PAC, premature atrial contraction; PPV, positive predictive value; PVC, premature ventricular 
contraction; SR, sinus rhythm; SVT, supraventricular tachycardia; and VT, ventricular tachycardia.

*Significance level at 0.05.
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In recent years, deep learning techniques, rep-
resented by DCNN, have achieved great success in 
computer vision.30 These techniques simplify the fea-
ture extraction process (ie, automatically learn features 
from the original signal without the help of feature engi-
neering) and provide an end-to-end solution for disease 
classification.19 With deep learning, solving the problem 
of detecting multiple types of arrhythmias from pho-
toplethysmography signals is promising. Poh et al pro-
posed a convolutional neural network architecture with 
6 dense blocks to detect noise, SR, ectopy rhythm, and 
AF from photoplethysmography signals and reported 
an overall accuracy of 96.1%.16 Aliamiri et al developed a 

hybrid convolutional neural network and recurrent neu-
ral network model for noise, AF, and non-AF segment 
classification on the basis of photoplethysmography 
signals and achieved a >99% area under the curve for 
AF detection.17 However, these studies did not validate 
the performance of their model in detecting more types 
of arrhythmias from photoplethysmography signals.

This study developed a deep learning model based 
on VGGNet-16 to detect multiple arrhythmia types 
from photoplethysmography signals. Our results re-
vealed that our model significantly outperformed the 
ML-based models in detecting multiple rhythms from 
photoplethysmography signals. More importantly, we 

Figure 4.  Results of the confusion matrix and ROC curves.
A, Confusion matrix with numbers and relative percentages to evaluate the performance of the DCNN for 6-rhythm discrimination. 
B, Microaverage ROC curves of the DCNN and ML-based detectors for 6-rhythm discrimination. In (A), rows represent the categories 
given by the reference standard, and columns represent the categories predicted by the DCNN. Percentages were calculated by 
normalizing the results horizontally. AF indicates atrial fibrillation; ANN, artificial neural network; AUC, area under the ROC curve; 
DCNN, deep convolutional neural network; KNN, k-nearest neighbors; PAC, premature atrial contraction; PVC, premature ventricular 
contraction; RF, random forest; ROC, receiver operating characteristic; SR, sinus rhythm; SVM, support vector machine; SVT, 
supraventricular tachycardia; and VT, ventricular tachycardia.

Table 3.  DCNN Performance for Classification of Multiple Rhythms Versus Several Machine Learning–Based Arrhythmia 
Classifiers

Method

Value, % (95% CI)

Average sensitivity Average specificity Average PPV Average NPV Overall accuracy

ML based

ANN 53.7 (52.0–55.3) 93.1 (92.8–93.4) 56.0 (53.9–58.0) 93.7 (92.8–94.6) 69.4 (68.9–70.1)

RF 51.8 (50.1–53.5) 92.8 (92.4–93.1) 53.9 (52.0–55.9) 93.3 (92.4–94.2) 67.9 (67.3–68.5)

KNN 41.7 (40.2–43.1) 91.2 (90.9–91.6) 49.8 (47.1–52.4) 92.4 (91.4–93.3) 63.2 (62.6–63.8)

SVM 44.9 (43.4–46.3) 91.9 (91.5–92.2) 53.7 (50.7–56.8) 92.9 (92.0–93.8) 65.6 (65.0–66.2)

DCNN 75.8 (74.2–77.4)* 96.9 (96.7–97.1)* 75.2 (73.7–76.8)* 97.0 (96.4–97.6)* 85.0 (84.6–85.4)*

ANN indicates artificial neural network; DCNN, deep convolutional neural network; KNN, k-nearest neighbors; ML, machine learning; NPV, negative predictive 
value; PPV, positive predictive value; RF, random forest; and SVM, support vector machine.

*Significance level at 0.05.
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achieved an overall accuracy of 85.0% in classifying 5 
types of arrhythmias (PVC, PAC, VT, SVT, and AF) and 
SR, thus validating the feasibility of detecting several 
arrhythmias through photoplethysmography signals.

Results of Multiple Arrhythmia Detection 
Based on Photoplethysmography in Our 
Study
PVC and PAC are similar premature heartbeats that 
disrupt the regular heart rhythm. Because of their 

distinctive waveform morphologies in the ECG, PVC 
and PAC can be well detected by ECG data. However, 
because of the absence of ECG QRS- and P-wave 
information in the photoplethysmography, PVC and 
PAC (or VT and SVT) have similar patterns in the pho-
toplethysmography waveforms, as shown in Figure 6. 
These similar patterns make it difficult to use photo-
plethysmography to distinguish PVC from PAC and 
thus VT from SVT. Therefore, PVC and PAC were 
usually regarded as 1 class to be detected in previ-
ous photoplethysmography-based studies to obtain 

Figure 5.  t-SNE visualizations of learned features from representative layers in the DCNN: (A) second, (B) fourth, (C) 
seventh, and (D) 13th convolutional layers
AF indicates atrial fibrillation; DCNN, deep convolutional neural network; PAC, premature atrial contraction; PVC, premature ventricular 
contraction; SR, sinus rhythm; SVT, supraventricular tachycardia; t-SNE, t-distributed stochastic neighbor embedding; and VT, 
ventricular tachycardia.
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high accuracy.12,16 Our study found that the DCNN 
model showed a relatively low accuracy in detecting 
PVC, PAC, VT, and SVT compared with detecting SR 
and AF. Overall, 15.6% of PVCs and 21.5% of PACs 
were misidentified as PACs and AFs, respectively; 
13.9% of VTs and 19.7% of SVTs were misclassified 
as SVTs and VTs, respectively; accounting for the first 
false-negative results of PVCs, PACs, VTs, and SVTs, 
as shown in Figure 4A. Therefore, the model must be 

improved before clinical implementation. However, the 
present results are consistent with previous findings 
that ectopic rhythms are the main reason for false re-
sults when using photoplethysmography arrhythmia 
detection.16,18

Notably, the main issue for a screening tool is to 
have a high sensitivity value. The average sensitivity of 
the DCNN model for detecting 6 rhythms was 75.8% 
(Table 2) and then improved to 88.2% (Table S3) and 

Figure 6.  Examples of PPG waveforms with a Guided Grad-CAM visualization showing crucial regions for the DCNN to 
predict a certain triage category: (A) sinus rhythm, (B) premature ventricular contraction, (C) premature atrial contraction, 
(D) ventricular tachycardia, (E) supraventricular tachycardia, and (F) atrial fibrillation. In each panel, the I-lead ECG waveform 
corresponding to the PPG is also shown.
DCNN indicates deep convolutional neural network; Guided Grad-CAM: guided gradient-weighted class activation mapping; and 
PPG, photoplethysmography.
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97.2% (Table S4) for detecting 4 and 2 rhythms, respec-
tively. However, the algorithm exhibited high specificity 
and NPV across all categories regardless of the num-
ber of rhythm types to be detected. High specificity 
and NPV, which can prevent causing needless angst 
in patients and reduce the costs of follow-up investi-
gations, are also essential for a large-scale screening 
tool.31

As the most common cardiac arrhythmia, AF is 
one of the critical types identified by various arrhyth-
mia detection methods. Compared with other studies 
that focused only on the determination of AF,12,13,17,18 
more types of arrhythmias were included in our study. 
Moreover, even with a high burden of ectopic rhythms 
(ie, the segments of PVC, PAC, VT, and SVT [a group 
of rhythms that severely interfere with AF detection] 
accounted for 34.6% of the total segments, as shown 
in Figure 3), the DCNN revealed high accuracy (94.4% 
sensitivity and 93.4% specificity) in discriminating AF 
from photoplethysmography signals, implying the 
higher robustness of our model.

Clinical Application Prospect
The approach of this study has several potential clinical 
applications. First, the photoplethysmography-based 
approach offers a patient-friendly and convenient so-
lution for arrhythmia detection. Although traditional 
ECG monitors are common and easily accessible in 
the clinic, the measurement of ECG signals requires 
electrodes to be attached to the body, resulting in dis-
comfort and poor patient compliance, especially after 
wearing the device for a long time (eg, 24-hour Holter). 
Photoplethysmography measurement devices, how-
ever, can be worn more comfortably, because no addi-
tional accessories (eg, electrodes) are needed, making 
them more appealing and accessible to patients.

Second, photoplethysmography provides an unob-
trusive method for continuous monitoring of arrhythmias 
in daily life. Although current ECG-based wearable de-
vices can facilitate the measurement of ECG by reduc-
ing the number of electrodes, these devices still require 
active patient participation during implementation (eg, 
watch-based ECG monitors need users to place their 
fingers on the peripheral electrodes), resulting in the 
inability to monitor ECG continuously. Moreover, some 
patients with asymptomatic arrhythmias (eg, asymp-
tomatic AF) may not take the initiative to measure their 
ECG, thus affecting the timely detection of arrhythmias. 
In contrast, photoplethysmography-based wearable 
devices enable long-term and real-time measurements 
of photoplethysmography without disturbing the pa-
tients and without requiring their compliance, thus en-
suring continuous monitoring of the cardiac rhythm.

Third, photoplethysmography may be used for 
the prejudgment of arrhythmias before ECG makes 

the final diagnosis. Today, several wearable devices 
have integrated both ECG and photoplethysmography 
sensors. During daily monitoring with these wearable 
devices, if the users actively measure the ECG after 
receiving an alert of an abnormal cardiac rhythm de-
tected by the photoplethysmography, it will reduce the 
incidence of missed detection of irregular rhythms and 
allow for a precise diagnosis based on the ECG.

Limitations
This study has several limitations. First, to prevent any 
additional increase in time taken or cost incurred, we 
used a simple 5-lead ECG wire instead of a formal 12-
lead ECG wire, and only 3-lead ECG signals (I, II, and 
V) were used for analysis. The reliance on 3-lead ECG 
signals to generate a reference diagnosis may produce 
false results. However, the 3-lead ECG signals (I, II, and 
V) reflected the 3-dimensional vector of cardiac electri-
cal conduction and were reviewed by 2 cardiologists. 
Second, all photoplethysmography and ECG record-
ings were obtained using a commercial multiparam-
eter monitor under controlled hospital conditions. The 
performance of the proposed DCNN has not been val-
idated on photoplethysmography data sets collected 
from wearable devices used in everyday life. However, 
given the generalizability of the deep learning algo-
rithm, the hardware used to acquire photoplethysmog-
raphy signals is unlikely to affect the accuracy of the 
DCNN, provided the photoplethysmography record-
ings input to the model are of sufficient resolution and 
signal quality. Additionally, the DCNN only requires a 
photoplethysmography segment as short as 10 sec-
onds, making it easy to obtain noise-free waveforms. 
Third, the primary arrhythmias included in this study 
were AF, SVT, VT, PAC, and PVC. Slow arrhythmias 
were not included in this study. Fourth, this was a 
single-center study with no additional independent test 
sets collected from other centers. Last, the model’s ac-
curacy for detecting PAC, PVC, SVT, and VT needs to 
be further improved. In the future, a multicenter study 
with a larger sample and arrhythmia type is required to 
develop a more accurate model. Furthermore, a test 
on photoplethysmography data sets collected using 
wearable devices in an unsupervised home setting 
is needed to reveal the performance of the proposed 
DCNN for multiclass arrhythmias detection.

CONCLUSIONS
This study evaluated the feasibility of using a deep 
learning algorithm to classify multiple arrhythmia types 
from photoplethysmography signals. Our results sug-
gest that the proposed DCNN can, with high accuracy, 
classify photoplethysmography signals of 10-second 
duration into those indicating SR, PVC, PAC, VT, SVT, 
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and AF. The convenience of the photoplethysmogra-
phy method supports a potential step toward devel-
oping a cost-effective tool for large-scale arrhythmia 
screening in nonhospital settings.
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SUPPLEMENTAL MATERIAL 

 



Data S1  

 

Supplemental Methods 

 

VGGNet-16 was designed for 2-dimensional image classification and had a kernel 

size of 3 × 3. Some modifications to the traditional VGGNet-16 were required to 

accommodate the one-dimensional input signal in this study. First, the convolution and 

max-pooling layers were revised to be one-dimensional, with the kernel size being 1 × 

3. Second, the number of filters was reduced from 64, 128, 256, and 512 to 32, 64, 128, 

and 256, respectively. Third, the number of fully connected layers was reduced from 4 

to 2. These steps were taken because when processing one-dimensional physiological 

signals, reducing the number of filters and fully connected layers can increase the 

training speed without affecting the performance of deep learning models. Finally, the 

deep convolutional neural network (DCNN) model employed in this study consists of 

13 one-dimensional convolutional (Conv1d) layers, five one-dimensional max-pooling 

(MaxPool1d) layers, and two fully connected layers. Each convolutional layer was 

followed by a one-dimensional batch normalization (BatchNorm1d) layer and a 

rectified linear unit (ReLu) function. A ReLu layer and a dropout (p = 0.5) layer were 

applied between the fully connected layers. The detailed configuration of our DCNN 

model is provided in Table S1. 

In the model, the weights were initialized by using the Kaiming initializer. The model 

was trained using Adam optimizer with default parameters and a mini-batch size of 128. 



The learning rate was set to 0.001 at the beginning and then decayed exponentially 

(gamma = 0.95) during the training. The construction and evaluation of the DCNN in 

this paper are implemented based on Pytorch in the CentOS7.3 operating system. 

 

Data S2 

The process of building the machine learning (ML)-based models for arrhythmia 

detection is shown in Figure S1. First, the position of peaks in the PPG waveform was 

detected (Figure S1A, left), and then the IPI series was obtained by calculating the time 

difference between two successive peaks (Supplementary Figure S1A, right). Second, 

the reported handcrafted features, including eight PPG waveform features (standard 

deviation value (STD), kurtosis, skewness, sample entropy (SampEn), Shannon entropy 

(ShEn), Hjorth mobility, Hjorth complexity, and spectral purity index (SPI)) and nine 

IPI features (mean value, STD, coefficient of variation (CoV), SampEn, ShEn, 

coefficient of sample entropy (COSEn), normalized root mean square of successive 

differences (nRMSSD) and point-care plot SD, and point-care plot SD2) were 

calculated from the PPG waveform and IPI series (Figure S1B).13, 32-35 Third, four ML 

algorithms that have been used for PPG-based arrhythmia detection were applied to 

construct the ML-based models (Figure S2C). The four ML algorithms include artificial 

neural network, random forest, k-nearest neighbors, and support vector machine.14, 15, 

32, 36 All ML algorithms were implemented by using the Scikit-learn library in a Python 

programming environment.37 The extracted features were described as follows: 

◼ Mean value and STD 



Mean and standard deviation (STD) values are the most commonly used statistical 

parameters. We calculated the mean and STD of IPI sequences and the STD of the PPG 

waveform for arrhythmia detection. 

◼ CoV 

CoV is a measure of relative variability.33 It is the ratio of the standard deviation (𝜎) 

to the mean (𝜇), i.e., 𝐶𝑉 =
𝜎

𝜇
. 

◼ Entropy measures  

Entropy describes the confusion degree of a system. Two common indices, SampEn 

and ShEn are features of entropy theory. Previous studies have used the SampEn and 

ShEn to quantify the complexity of IPI sequences and PPG waveforms.13, 34 A detailed 

introduction of ShEn and SampEn can be found in.38 

◼ COSEn 

COSEn is an entropy estimate optimized for the detection of atrial fibrillation.34 For 

a time series X, its COSEn can be calculated as 

𝐶𝑜𝑠𝐸𝑛 = 𝑆𝑎𝑚𝑝𝐸𝑛 − ln(2𝑟) − ln(𝜇) (1) 

Where 𝑆𝑎𝑚𝑝𝐸𝑛  and 𝜇  are the SampEn and mean of X, respectively. 𝑟  is the 

tolerance, usually set as 0.2 ∙ 𝑠𝑡𝑑(𝑋). 

◼ nRMSSD 

nRMSSD is the ratio of root mean square of successive difference to mean of IPI 

series,13 defined as 

𝑛𝑅𝑀𝑆𝑆𝐷 =
1

∑ 𝑎(𝑖)𝑁
𝑖=1

∙ √
1

𝑁 − 1
∑ (𝑎(𝑖 + 1) − 𝑎(𝑖))

2𝑁−1

𝑖=1
(2) 

Where N is the length of IPI sequences, and 𝑎(𝑖) is the 𝑖th IPI, where 𝑖 = 1,2,⋯ ,𝑁. 



◼ Poincaré plot parameters (SD1/SD2) 

Poincaré plot, a scatter graph that shows the correlation between two consecutive 

data points in a time series, has been widely used for heart rate variability analysis. A 

Poincaré plot contains two important parameters, the length (SD1) and width (SD2) of 

the ellipse. Previously, Krivoshei et al. has studied SD1 and SD2 for discrimination of 

atrial fibrillation from PPG.39 Given a time series with length N, 𝑥1, 𝑥2, ⋯ , 𝑥𝑁 , the 

parameters SD1 and SD2 can be defined as: 

𝑆𝐷1 =
𝑠𝑡𝑑(𝑌 − 𝑋)

√2
(3) 

𝑆𝐷2 =
𝑠𝑡𝑑(𝑌 + 𝑋)

√2
(4) 

Where 𝑋 = (𝑥1, 𝑥2, ⋯ , 𝑥𝑁−1) , 𝑌 = (𝑥2, 𝑥3, ⋯ , 𝑥𝑁) , and 𝑠𝑡𝑑(𝑌 − 𝑋)  and 𝑠𝑡𝑑(𝑌 +

𝑋) refer the standard deviation value of 𝑌 − 𝑋 and 𝑌 + 𝑋, respectively. 

◼ Kurtosis and Skewness 

Kurtosis is a measure of the heavy or light tails of a normal distribution, and 

skewness measures the symmetry or asymmetry of data distribution. Kurtosis and 

skewness are defined as: 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 = 𝐸 [(
𝑥 − 𝜇

𝜎
)
4

] (5) 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 = 𝐸 [(
𝑥 − 𝜇

𝜎
)
3

] (6) 

◼ Hjorth parameters 

Hjorth parameters called mobility (ℋ1), complexity (ℋ2), and spectral purity index 

(SPI) have been used for PPG-based atrial fibrillation detection.32 The parameters are 

calculated from the spectral moment of the signal. Let’s define the 𝑛th order spectral 

moment as  



𝑚𝑛 = ∫ 𝜔𝑛𝑆(𝜔)𝑑𝜔
𝜋

−π

(7) 

where 𝑆(𝜔) is the power spectrum. From the moment with different orders, ℋ1, ℋ2, 

and SPI are defined as the following formula:  

ℋ1 = √
𝑚2

𝑚0

(8) 

ℋ2 = √
𝑚4

𝑚2
−
𝑚2

𝑚0

(9) 

𝑆𝑃𝐼 =
𝑚2

2

𝑚4𝑚0

(10) 

Our study calculated the Hjorth parameters using a free MATLAB Toolkit provided by 

Kugiumtzis et al.40 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table S1. Structure and configuration details of the DCNN. 

 

Layers Type Output Size Filters 
Kernel-

size 
Strides Padding 

Number of 

Parameters 

1 Conv1d BS×32×1000 32 3 1 1 128 

2 BatchNorm1d+ReLU BS×32×1000 - - - - 64 

3 Conv1d BS×32×1000 32 3 1 1 3 104 

4 BatchNorm1d+ReLU BS×32×1000 - - - - 64 

5 MaxPool1d BS×32×333 - 3 3 0 0 

6 Conv1d BS×64×333 64 3 1 1 6 208 

7 BatchNorm1d+ReLU BS×64×333 - - - - 128 

8 Conv1d BS×64×333 64 3 1 1 12 352 

9 BatchNorm1d+ReLU BS×64×333 - - - - 128 

10 MaxPool1d BS×64×111 - 3 3 0 0 

11 Conv1d BS×128×111 128 3 1 1 24 704 

12 BatchNorm1d+ReLU BS×128×111 - - - - 256 

13 Conv1d BS×128×111 128 3 1 1 49 280 

14 BatchNorm1d+ReLU BS×128×111 - - - - 256 

15 Conv1d BS×128×111 128 3 1 1 49 280 

16 BatchNorm1d+ReLU BS×128×111 - - - - 256 

17 MaxPool1d BS×128×37 - 3 3 0 0 

18 Conv1d BS×256×37 256 3 1 1 98 560 

19 BatchNorm1d+ReLU BS×256×37 - - - - 512 

20 Conv1d BS×256×37 256 3 1 1 196 864 

21 BatchNorm1d+ReLU BS×256×37 - - - - 512 

22 Conv1d BS×256×37 256 3 1 1 196 864 

23 BatchNorm1d+ReLU BS×256×37 - - - - 512 

24 MaxPool1d BS×256×12 - 3 3 0 0 

25 Conv1d BS×256×12 256 3 1 1 196 864 

26 BatchNorm1d+ReLU BS×256×12 - - - - 512 

27 Conv1d BS×256×12 256 3 1 1 196 864 

28 BatchNorm1d+ReLU BS×256×12 - - - - 512 

29 Conv1d BS×256×12 256 3 1 1 196 864 

30 BatchNorm1d+ReLU BS×256×12 - - - - 512 

31 MaxPool1d BS×256×4 - 3 3 0 0 

32 Fully-connected BS×256 - - - - 262 400 

33 Fully-connected BS×6 - - - - 1 542 

Total parameters 1 496 102 

Each conv1d layer is followed by a one-dimensional batch normalization (BatchNorm1d) layer and a rectified 

linear unit (ReLU) function. A ReLU layer and a dropout (p = 0.5) layer are applied between the fully connected 

layers. DCNN, deep convolutional neural network; Conv1d, one-dimensional convolutional; MaxPool1d, one-

dimensional max-pooling; BS: batch size. 

 



Table S2. Classification results of four rhythm types by the DCNN model on the test set. 

 Value, % (95% CI) 

 Sensitivity Specificity PPV NPV 

SR 95.7 (95.2 to 96.2) 98.8 (98.6 to 98.9) 97.0 (96.6 to 97.4) 98.2 (97.9 to 98.5) 

PVC and PAC 75.4 (74.0 to 76.8) 97.0 (96.8 to 97.3) 82.7 (81.4 to 84.0) 95.4 (94.9 to 96.0) 

VT and SVT 87.5 (86.5 to 88.5) 97.6 (97.4 to 97.9) 89.3 (88.4 to 90.3) 97.2 (96.7 to 97.7) 

AF 94.4 (93.9 to 94.9) 93.4 (93.0 to 93.8) 89.1 (88.4 to 89.7) 96.7 (96.2 to 97.2) 

Average 88.2 (87.4 to 89.1) 96.7 (96.4 to 97.0) 89.5 (88.7 to 90.3) 96.9 (96.4 to 97.3) 

Overall accuracy 90.4 (90.1 to 90.9) 

DCNN, deep convolutional neural network; SR, sinus rhythm; PVC, premature ventricular contraction; PAC, 

premature atrial contraction; VT, ventricular tachycardia; SVT, supraventricular tachycardia; AF, atrial 

fibrillation; PPV, positive predictive value; NPV, negative predictive value. 

 

 

 

 

 

 

 

 

 

 

 

 

 



Table S3. Classification results of two rhythm types by the DCNN model on the test set. 

 

 Value, % (95% CI) 

 Sensitivity Specificity PPV NPV 

SR 95.7 (95.2 to 96.2) 98.8 (98.6 to 98.9) 97.0 (96.6 to 97.4) 98.2 (97.9 to 98.5) 

non-SR (PVC, PAC, 

VT, SVT, and AF) 

98.8 (98.6 to 98.9) 95.7 (95.2 to 96.2) 98.2 (98.0 to 98.4) 97.0 (96.6 to 97.3) 

Average 97.2 (96.9 to 97.5) 97.2 (96.9 to 97.5) 97.6 (97.3 to 97.9) 97.6 (97.3 to 97.9) 

Overall accuracy 97.8 (97.7 to 98.0) 

 

DCNN, deep convolutional neural network; SR, sinus rhythm; PVC, premature ventricular contraction; PAC, 

premature atrial contraction; VT, ventricular tachycardia; SVT, supraventricular tachycardia; AF, atrial 

fibrillation; PPV, positive predictive value; NPV, negative predictive value. 

 

 

 

 

 

 

 

 

 

 

 

 



Table S4. Machine learning-based models for 6 rhythm types classification. 

 

 Value, % (95% CI) 

 Sensitivity Specificity PPV NPV 

ANN     

 SR 82.1 (81.2 to 83.0) 93.5 (93.1 to 93.9) 84.0 (83.1 to 84.9) 92.6 (92.0 to 93.2) 

 PVC 21.6 (19.8 to 23.4) 97.3 (97.1 to 97.5) 42.5 (39.4 to 45.5) 93.1 (92.1 to 94) 

 PAC 14.6 (13.0 to 16.3) 97.6 (97.4 to 97.8) 32.5 (29.2 to 35.8) 93.4 (92.4 to 94.5) 

 VT 58.4 (55.2 to 61.6) 96.0 (95.8 to 96.3) 37.4 (34.8 to 39.9) 98.3 (97.2 to 99.3) 

 SVT 57.8 (56.2 to 59.5) 95.7 (95.5 to 96.0) 69.8 (68.1 to 71.4) 93.1 (92.3 to 93.8) 

 AF 87.5 (86.8 to 88.2) 78.4 (77.7 to 79.1) 69.8 (68.9 to 70.7) 91.6 (90.7 to 92.6) 

 Average 53.7 (52.0 to 55.3) 93.1 (92.8 to 93.4) 56.0 (53.9 to 58.0) 93.7 (92.8 to 94.6) 

RF     

 SR 84.1 (83.2 to 84.9) 91.8 (91.4 to 92.2) 80.8 (79.9 to 81.8) 93.3 (92.7 to 94.0) 

 PVC 19.7 (17.9 to 21.5) 97.0 (96.8 to 97.2) 37.9 (34.9 to 40.9) 92.9 (91.9 to 93.9) 

 PAC 17.2 (15.4 to 19.0) 96.8 (96.5 to 97.0) 29.9 (27.1 to 32.8) 93.6 (92.5 to 94.6) 

 VT 51.7 (48.5 to 54.9) 95.8 (95.6 to 96.1) 33.6 (31.1 to 36.0) 98.0 (96.9 to 99.1) 

 SVT 54.7 (53.1 to 56.4) 96.4 (96.1 to 96.6) 71.9 (70.2 to 73.6) 92.6 (91.9 to 93.3) 

 AF 83.5 (82.7 to 84.3) 78.9 (78.2 to 79.5) 69.4 (68.5 to 70.3) 89.3 (88.4 to 90.2) 

 Average 51.8 (50.1 to 53.5) 92.8 (92.4 to 93.1) 53.9 (52.0 to 55.9) 93.3 (92.4 to 94.2) 

KNN     

 SR 83.4 (82.5 to 84.3) 84.3 (83.7 to 84.9) 68.9 (67.9 to 69.9) 92.4 (91.6 to 93.3) 

 PVC 8.4 (7.1 to 9.6) 98.9 (98.7 to 99.0) 40.3 (35.6 to 45.1) 92.1 (91.2 to 93.1) 

 PAC 7.8 (6.6 to 9.1) 98.4 (98.2 to 98.5) 27.9 (23.9 to 31.9) 93.0 (92.0 to 94.1) 

 VT 30.7 (27.7 to 33.7) 97.1 (96.9 to 97.3) 30.1 (27.1 to 33.0) 97.2 (96.1 to 98.3) 

 SVT 33.7 (32.1 to 35.3) 97.3 (97.1 to 97.6) 68.2 (65.9 to 70.4) 89.7 (88.9 to 90.4) 

 AF 86.1 (85.3 to 86.8) 71.5 (70.8 to 72.2) 63.3 (62.4 to 64.2) 90.0 (89.0 to 91.0) 

 Average 41.7 (40.2 to 43.1) 91.2 (90.9 to 91.6) 49.8 (47.1 to 52.4) 92.4 (91.4 to 93.3) 

SVM      

 SR 85.3 (84.5 to 86.2) 86.1 (85.6 to 86.7) 71.9 (71.0 to 72.9) 93.4 (92.6 to 94.2) 

 PVC 7.3 (6.1 to 8.4) 99.5 (99.4 to 99.6) 59.3 (53.1 to 65.4) 92.1 (91.3 to 92.9) 

 PAC 4.2 (3.3 to 5.1) 99.2 (99.0 to 99.3) 28.5 (23.0 to 34.0) 92.8 (91.8 to 93.9) 

 VT 39.4 (36.2 to 42.6) 96.7 (96.4 to 96.9) 32.3 (29.6 to 35.1) 97.5 (96.5 to 98.6) 

 SVT 47.0 (45.3 to 48.7) 95.7 (95.5 to 96.0) 65.1 (63.2 to 67.0) 91.4 (90.7 to 92.2) 

 AF 85.9 (85.2 to 86.6) 74.0 (73.3 to 74.7) 65.3 (64.4 to 66.2) 90.2 (89.2 to 91.2) 

 Average 44.9 (43.4 to 46.3) 91.9 (91.5 to 92.2) 53.7 (50.7 to 56.8) 92.9 (92.0 to 93.8) 

SR, sinus rhythm; PVC, premature ventricular contraction, PAC, premature atrial contraction, VT, ventricular 

tachycardia; SVT, supraventricular tachycardia; AF, atrial fibrillation; ANN, artificial neural network; RF, random 

forest; KNN, k- nearest neighbors; SVM, support vector machine; PPV, positive predictive value; NPV, negative 

predictive value.  

 

 

 



Figure S1. Processes for machine learning-based arrhythmia detection models’ 

development. 

 

 

 

(A) peaks detection and IPI series extraction. (B) PPG waveform features and IPI series 

features calculation. (C) models development with different machine learning 

algorithms. PPG, photoplethysmography; IPI, inter-beat intervals; STD, standard 

deviation; SampEn, sample entropy; ShEn, Shannon entropy; SPI, spectral purity index; 

CoV, coefficient of variation; nRMSSD, normalized root mean square of successive 

differences; COSEn, coefficient of sample entropy. 

 

 

 



Figure S2. Flowchart of study participants. 

 

 

 

ECG and PPG indicate electrocardiogram and photoplethysmography. 

 

 

 

 

 

 

 

 

 

 



Figure S3. Examples of synchronous ECG and PPG signals in sinus rhythm (A), 

premature ventricular contraction (B), premature atrial contraction (C), 

ventricular tachycardia (D), supraventricular tachycardia (E), and atrial 

fibrillation (F). 

 

 

 

ECG, electrocardiogram; PPG, photoplethysmography. 

 

 

 


