
entropy

Article

Aggregating Knockoffs for False Discovery Rate Control with
an Application to Gut Microbiome Data

Fang Xie * and Johannes Lederer

����������
�������

Citation: Xie, F.; Lederer, J.

Aggregating Knockoffs for False

Discovery Rate Control with an

Application to Gut Microbiome Data.

Entropy 2021, 23, 230. https://

doi.org/10.3390/e23020230

Academic Editor: Jürgen Pilz

Received: 20 January 2021

Accepted: 11 February 2021

Published: 16 February 2021

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional clai-

ms in published maps and institutio-

nal affiliations.

Copyright: © 2021 by the authors. Li-

censee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and con-

ditions of the Creative Commons At-

tribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Mathematics, Ruhr-University Bochum, Universitätsstraße 150, 44801 Bochum, Germany;
johannes.lederer@rub.de
* Correspondence: fang.xie@rub.de

Abstract: Recent discoveries suggest that our gut microbiome plays an important role in our health
and wellbeing. However, the gut microbiome data are intricate; for example, the microbial diversity
in the gut makes the data high-dimensional. While there are dedicated high-dimensional methods,
such as the lasso estimator, they always come with the risk of false discoveries. Knockoffs are a recent
approach to control the number of false discoveries. In this paper, we show that knockoffs can be
aggregated to increase power while retaining sharp control over the false discoveries. We support
our method both in theory and simulations, and we show that it can lead to new discoveries on
microbiome data from the American Gut Project. In particular, our results indicate that several phyla
that have been overlooked so far are associated with obesity.
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1. Introduction

Research on associations between the microbiome in the human gut and health and
disease has surged in recent years [1–4]. Data on the microbiome are abundant in view of
citizen science endeavors such as the American Gut Project [5], but these non-standard
ways of data collection limit data quality.

Another difficulty in the analysis of microbiome data is the high dimensionality,
which means that the number of parameters is large. The high-dimensionality is due to the
diversity of the microbiome: at the phylum level, there are typically several dozen types of
microbes; at the genus level, there are even several hundred types of microbes. Finding
the microbes that are connected to a trait, therefore, requires the use of variable selection
techniques. Consequently, in view of the low data quality and the high dimensionality,
research on microbiome data is in particular need for controlling false discovery rates.

As a specific example where false discovery control can be important, we are interested
in finding phyla and genera of microbes that are related to obesity. Successful detection
of such groups of microbes could eventually lead to new means for weight control. We
model the task as a variable selection problem in logistic regression with the obesity as the
dependent variable and the (log-transformed) counts of the microbial relative abundancies
as the variables. The number of parameters, that is, the number of potential phyla/genera,
is large, while the number of actually relevant phyla/genera is assumed to be small; hence,
we speak of sparse, high-dimensional logistic regression. A number of corresponding
variable selection methods have been established, including especially `1-penalized logistic
regression [6], which can be equipped with knockoffs to do FDR control [7]. However, in
our application, these standard pipelines perform insufficiently: for example, phyla that
are known to be associated with obesity are missed, and few phyla are selected in the
first place.

To increase the variable selection performance, we propose a simple aggregation
scheme. It consists of two steps: the knockoff method is run k times with a decreasing FDR
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target level, and the selections are then combined. We show that this aggregation scheme
keeps FDR control intact while improving power in practice.

Our three key contributions are:

1. We introduce an aggregation scheme that provably retains the original methods’
guarantees—see Theorem 1.

2. We show numerically that the aggregation can increase the original methods’ power—
see Sections 3.1 and 3.2.

3. We show that the resulting pipelines for FDR control can be readily applied to empiri-
cal data and lead to new discoveries—see Section 3.3.

The remainder of the paper is organized as follows. In Section 2, we introduce our
pipeline and establish its theory. In Sections 3.1 and 3.2, we verify the accuracy of the
pipeline in simulations. In Section 3.3, we then show the usefulness of the pipeline in
selecting phyla and genera connected with obesity. In Section 4, we finally conclude with a
brief discussion.

2. Methods and Theory

In this section, we introduce and study our aggregation scheme for knockoffs. We
presume n independent data pairs (x1, y1), . . . , (xn, yn), where each xi ∈ Rp is a vector of
variables and yi ∈ R an outcome. We keep the relationship between the outcomes and
variables completely general at this point—the relationship could be linear, logistic, or
anything else—but we assume that this relationship is captured by a parameter β ∈ Rp.
Our target for inference is then the active set S∗ := {j : β j 6= 0}.

Two important quality measures for an estimate Ŝq[X, y] of S∗ are the FDR level

FDR := E
[
|Ŝq[X, y]\S∗|
|Ŝq[X, y]| ∨ 1

]

and the power

power := E
[
|Ŝq[X, y] ∩ S∗|
|Ŝq[X, y]| ∨ 1

]
,

where | · | denotes the cardinality of a set. Our focus is on estimators that provide FDR
control at level q ∈ [0, 1], that is,

FDR ≤ q , (1)

while having large power. In the following, we recall that the knockoff filter provides FDR
control. We then equip the knockoff filter with an aggregation step to improve its power.

2.1. A Brief Introduction to the Knockoff Filter

The main ingredient of the knockoff method [7] is a "knockoff version" X̃ ∈ Rn×p of
the design matrix X. This new matrix X̃ is essentially X with additional noise such that
(1) the estimator can distinguish predictors from X and X̃ but (2) both design matrices still
have a similar correlation structure. The idea is then to compare the selections of predictors
in X̃ and in X when estimating on the extended design [X̃ X].

Denoting X̃ = (x̃1, . . . , x̃n)> and X = (x1, . . . , xn)>, the underlying assumption is that
xi ∼ N (0p, Σ) for a positive definite matrix Σ ∈ Rp×p. The knockoffs are then generated
according to [8]

x̃i|xi ∼ N (µi, V) for each i ∈ {1, . . . , n} (2)

with

µi := xi − xiΣ
−1diag{a} ,

V := 2diag{a} − diag{a}Σ−1diag{a} ,

where a ∈ Rp is such that V is positive definite.
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The variable selection is then based on the estimator

β̂[τ, X, X̃, y] ∈ arg min
α∈R2p

{
l
[
α|[X X̃], y

]
+

2p

∑
j=1

hτ [αj]

}
, (3)

where l : Rp 7→ R is a loss function, [X X̃] ∈ Rn×2p the extended design matrix, and
hτ : R 7→ [0, ∞) a penalty function with tuning parameter τ > 0. Examples include the
lasso (where l

[
α|[X X̃], y

]
:= ||y− [X X̃]α||22 and hτ [αj] := τ|αj|) and the penalized logistic

regression (where l
[
α|[X X̃], y

]
= −∑n

i=1(yix>i α− ln(1 + exp(x>i α))) and hτ [αj] := τ|αj|).
The basic test statistics of the knockoff approach then capture the maximal tuning

parameter of each variable entering the model:

Zj[X, y] := sup
{

τ : β̂j[τ, X, X̃, y] 6= 0
}

Z̃j[X, y] := sup
{

τ : β̂p+j[τ, X, X̃, y] 6= 0
}

for j ∈ {1, . . . , p}. We surpress the dependence on [X, y] in the following for notational
ease. The final test statistic W := (W1, . . . , Wp)> then combines the basic test statistics into

Wj := max{Zj, Z̃j} · sign(Zj − Z̃j) for j ∈ {1, . . . , p} .

This statistic compares how much earlier the original predictor enters the model as
compared to the fake predictor—or the other way around. The threshold of the standard
knockoff procedure for a given FDR level q ∈ [0, 1] is then

Tq := min
{

t ∈ W :
#{j : Wj ≤ −t}

#{j : Wj ≥ t} ∨ 1
≤ q

}
,

whereW := {|Wj| : j ∈ {1, . . . , p}}.
The knockoff procedure has another variant, called knockoff+, which differs in

the threshold:

T+
q := min

{
t ∈ W :

1 + #{j : Wj ≤ −t}
#{j : Wj ≥ t} ∨ 1

≤ q
}

.

These definitions finally yield the active sets

Ŝq :=
{

j : Wj ≥ Tq
}

,

Ŝ+q :=
{

j : Wj ≥ T+
q
}

.

The active sets Ŝ+q indeed provide FDR control at level q, that is, satisfy inequality (1)—
see [7], [Theorem 2]; the active sets Ŝq provide an approximate version of it—see [7],
[Theorem 1].

2.2. Aggregating Knockoffs

We now introduce the aggregation scheme and its theory. The aggregation scheme
applies the knockoff method k times and combines the results:

Step 1: Given a target FDR q ∈ [0, 1], choose a sequence q1, . . . , qk ∈ [0, 1] such that
q = ∑k

i=1 qi. Apply the standard knockoff (or knockoff+) procedure k times, once for each target
FDR qi, and denote the corresponding k-estimated active sets by Ŝq1 , . . . , Ŝqk (or Ŝ+q1

, . . . , Ŝ+qk
).

Step 2: Combine these k-estimated active sets by taking the union:

Ŝq,AKO[k] := ∪k
i=1Ŝqi (or Ŝ+q,AKO[k] := ∪k

i=1Ŝ+qi
) .

The intuition behind this scheme is that increasing the number of knockoffs stabilizes
the outcome and improves the power. While applied here to the knockoff method, we



Entropy 2021, 23, 230 4 of 13

emphasize that the aggregation scheme can be applied to every model and estimator
as long as the there is a method for FDR control to start with. Hence, rather than the
standard knockoffs as used below, we could equally well use model-X knockoffs [9], deep
knockoffs [10], or KnockoffGAN [11].

On the other hand, the aggregation scheme retains the knockoffs’ theoretical guaran-
tees:

Theorem 1. Given a target FDR level q ∈ [0, 1], the set Ŝ+q,AKO[k] of the aggregation scheme for
knockoff+ provides FDR control at level q:

E
[
|Ŝ+q,AKO[k]\S

∗|

|Ŝ+q,AKO[k]| ∨ 1

]
≤ q .

Similarly, the scheme retains the approximate FDR control of standard knockoffs—we
will demonstrate this in our simulations.

Proof of Theorem 1. The proof is—maybe suprisingly—simple. By Theorem 2 in [7], we
have for all qi, i ∈ {1, . . . , k},

E
[
|Ŝ+qi
\S∗|

|Ŝ+qi | ∨ 1

]
≤ qi .

Hence,

E
[
|Ŝ+q,AKO[k]\S

∗|

|Ŝ+q,AKO[k]| ∨ 1

]
= E

[
|(∪k

i=1Ŝ+qi
)\S∗|

| ∪k
i=1 Ŝ

+
qi | ∨ 1

]

= E
[
| ∪k

i=1 (Ŝ+qi
\S∗)|

| ∪k
i=1 Ŝ

+
qi | ∨ 1

]

≤ E
[

k

∑
i=1

|Ŝ+qi
\S∗|

| ∪k
i=1 Ŝ

+
qi | ∨ 1

]

≤ E
[

k

∑
i=1

|Ŝ+qi
\S∗|

|Ŝ+qi | ∨ 1

]

=
k

∑
i=1

E
[
|Ŝ+qi
\S∗|

|Ŝ+qi | ∨ 1

]

≤
k

∑
i=1

qi = q ,

as desired.

For k = 1, our method equals the standard knockoff (or knockoff+) procedure; in
practice, we recommend k ≈ 5 as a trade-off between computational effort and statistical
effect. We also recommend qi = q/2i−1, which, strictly speaking, does not meet our
assumptions on q1, . . . , qk exactly, but it works well empirically—see the simulations.

2.3. Other Approaches

While preparing this manuscript, two other ways of aggregating knockoffs were
proposed [12,13]. While we use k knockoffs in k processes individually and aggregate
at the end, they use multiple knockoffs simultaneously in one process. They can also
show that their schemes provide valid FDR control, but we can argue that our approach is
considerably simpler. We illustrate in the Appendix A.1 that we typically get more power
than the multiple knockoffs method proposed by [12]; we have not gotten the scheme
of [13] to run yet.
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3. Simulations and a Real Data Analysis

In this section, we test our method empirically both on synthetic and on real data.
We incorporate the specifics of microbiome data: First, in line with recent proposals for
generalized linear models in this context [14], we study linear regression as well as logistic
regression, and we transform count data with the standard log-transformation [15]. Second,
since gut microbiome data tends to be correlated [16], we ensure that the synthetic data are
also correlated. Third, since gut microbime data also tend to be zero-inflated, we replace
zero values by 0.5 times the observed minimum abundance, which is standard approach
in microbiome analysis [17,18]. We compare our modified aggregating knockoff pipeline
applied to `1-penalized regression (called AKO henceforth) with the standard knockoff
pipeline (KO).

Throughout, we set k = 5 and qi = q/2i−1. We also show the results for other choice
of q1, . . . , qk in the Appendix A.2.

3.1. Simulation 1: Linear Regression

We first consider linear regression. The dimensions of the synthetic data are (n, p) ∈
{(200, 100), (400, 200)}. The rows xi of the design matrix are sampled i.i.d. from N (0p, Σ)

with the elements in Σ satisfying Σij = ρ|i−j| with correlation factor ρ = 0.5. The noise
is drawn from u ∼ N (0, σ2 In). The true parameter β has 20 nonzero coefficients, which
are selected uniformly at random from {1, . . . , p} and set to 1 before the entire vector is
rescaled to have signal-to-noise ratio ||Xβ||22/nσ2 = 5 with σ2 = 1. The outcome y is then
generated by the linear model

y = Xβ + u.

The test statistic W is based on the lasso method as described in the preceeding section.
We compare the empirical FDR and power averaged over r = 100 repetitions of the

simulations for each method. The ideal result would be an average FDR of at most q and a
power equal to 1.

The results in Figure 1a,b show that our pipeline retains the KO’s FDR control while
increasing the power.
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(a) (n, p) = (200, 100)
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Figure 1. Our approach, AKO (solid, orange circles), has a similar FDR to the standard KO (hollow, purple circles) but has more power.

3.2. Simulation 2: Logistic Regression

We now consider logistic regression (the paper [19] was the first one to apply our
scheme to logistic regression). The above settings remain the same except for the outcomes
yi being generated by

Pr(yi = 1) =
exp(x>i β)

1 + exp(x>i β)
for i ∈ {1, . . . , n}.
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The results in Figure 2a,b show again that our pipeline retains the KO’s FDR control
while increasing the power. For more simulations in various settings, please refer to
Appendix A.3.
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Figure 2. Our approach AKO (solid, orange circles) has a similar FDR to the standard KO (hollow, purple circles) but has
more power.

3.3. Influence of the Gut Microbiome on Obesity

A well-functioning gut microbiome is essential for health [2]; for example, there is
strong evidence that the composition of the microbiome is connected to obesity [20–22].
Existing research about this connection has focused only on phyla of bacteria that are
abundant in most guts, such as Actinobacteria, Bacteroidetes, Firmicutes, and Verrucomicro-
bia [3,23–26]. In the following analysis, in contrast, we include the microbiome in its entirety.
Our findings suggest that also phyla beyond those ones mentioned in the literature are
connected to obesity.

The data for our analysis are from the American Gut Project [5]. The scope is American
adults with age between 20 and 69 and BMI between 15 kg/m2 and 60 kg/m2 in the collec-
tion up to January, 2018. This includes n = 8404 subjects, of which 278 are underweight
(uw; BMI below 18.5 kg/m2), 4972 have normal weight (nor; 18.5–25 kg/m2), 2253 are
overweight (ow; 25–30 kg/m2), and 901 are obese (ob; above 30 kg/m2). We transform the
data and deal with the zero-counts as decribed earlier. The total number of phyla in our
scope is p = 55.

The underlying model for these data is `1-penalized logistic regression model with
outcomes yi = 1 (ob) when BMI ≥ 30 and yi = 0 (non-ob) otherwise. The target FDR level
is q = 0.1. Seven different groupings are considered to get the most out of the data: (i)
all four groups (uw+nor+ow+ob), (ii) uw+ob, (iii) nor+ob, (iv) ow+ob, (v) uw+nor+ob,
(vi) uw+ow+ob and (vii) nor+ow+ob. The AKO is applied with {qi = q/2i−1 : i ∈
{1, . . . , k}}.

The results in Table 1 show that our pipeline selects more phyla in general. Since the
theory and the above similations suggest that both methods have similar FDR, the results in-
dicate that our pipeline has more power. In particilar, phyla that are known to be connected
with obesity, such as Actinobacteria, Bacteroidetes, Firmicutes, and Verrucomicrobia [3,23–26],
are selected by AKO more often across the seven groupings.

The results also highlight Spirochaetes, which have not been associated with obesity
in the literature, yet. The standard pipeline does not seem to have the power to select it,
and similarly, two other known FDR control methods for microbiome data—the standard
BH procedure [27] and the TreeFDR [28]—select Spirochaetes only for large FDR levels
(q & 0.8). (Futher comparisons with the BH procedure, TreeFDR, and the plain KO can be
found in the Appendix A.4.) In contrast, our method selects Spirochaetes even at very small
FDR levels (such as q = 0.01), which strongly suggests a connection between Spirochaetes
and obesity.

Our pipeline can, of course, also be applied to more detailed taxonomic ranks. As an
illustration, we report the results of an application to genera for ALL—cf. (i) in Table 1—in
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Table 2. The data sampling is same with the phyla analysis. The only difference is that the
total number of genera is p = 969. The rest of results for other six different groupings are
given in the Appendix B. We find correspondingly that AKO selects more genera than the
standard KO.

Table 1. Selected bacterial phyla by our pipeline (AKO) and the original pipeline (KO) at FDR level q = 0.1 for seven
groupings. AKO consistently selects more phyla than KO.

(i) all (ii) uw + ob
KO AKO KO AKO

Actinobacteria Actinobacteria Actinobacteria Actinobacteria
Bacteroidetes

Cyanobacteria Cyanobacteria Cyanobacteria
Firmicutes

Proteobacteria Proteobacteria
Spirochaetes

Synergistetes Synergistetes Synergistetes
Tenericutes Tenericutes Tenericutes Tenericutes

Verrucomicrobia
(iii) nor + ob (iv) ow + ob

KO AKO KO AKO
Actinobacteria Actinobacteria Actinobacteria
Bacteroidetes Bacteroidetes
Cyanobacteria Cyanobacteria Cyanobacteria Cyanobacteria

Firmicutes
Lentisphaerae

Proteobacteria Proteobacteria Proteobacteria
Spirochaetes Spirochaetes

Synergistetes Synergistetes Synergistetes
TM7

Tenericutes Tenericutes Tenericutes Tenericutes
Verrucomicrobia

Thermi
(v) uw + nor + ob (vi) uw + ow + ob

KO AKO KO AKO
Actinobacteria Actinobacteria Actinobacteria
Bacteroidetes Bacteroidetes
Cyanobacteria Cyanobacteria Cyanobacteria Cyanobacteria

Firmicutes
Lentisphaerae

Proteobacteria Proteobacteria Proteobacteria
Spirochaetes Spirochaetes

Synergistetes Synergistetes Synergistetes
TM7

Tenericutes Tenericutes Tenericutes Tenericutes
(vii) nor+ow+ob

KO AKO
Actinobacteria
Bacteroidetes

Cyanobacteria Cyanobacteria
Proteobacteria Proteobacteria

Spirochaetes
Synergistetes Synergistetes
Tenericutes Tenericutes

Verrucomicrobia
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Table 2. Selected bacterial genera by our pipeline (AKO) and the original pipeline (KO) at FDR level
q = 0.1 for ALL—cf. (i) in Table 1. AKO selects more genera than the original KO.

Phylum KO AKO

Actinobacteria
Actinomyces Actinomyces
Collinsella Collinsella
Eggerthella Eggerthella

Cyanobacteria YS2 YS2
Streptophyta

Firmicutes

Bacillus Bacillus
Lactobacillus

Lactococcus Lactococcus
Clostridium

Lachnospira Lachnospira
Ruminococcus Ruminococcus

Peptostreptococcaceae
Acidaminococcus Acidaminococcus

Megasphaera Megasphaera
Mogibacteriaceae

Erysipelotrichaceae Erysipelotrichaceae
Catenibacterium Catenibacterium

Proteobacteria RF32 RF32
Haemophilus Haemophilus

Tenericutes RF39

4. Discussion

Our aggregation scheme for knockoffs is supported by theory (Section 2) and simula-
tions (Sections 3.1 and 3.2) and may lead to new discoveries in microbiomics (Section 3.3).

While we focus on a specific pipeline, our concept applies very generally. For exam-
ple, it does not depend on the underlying statistical model or estimator but only on the
availability of FDR control. In particular, the FDR control can be established via standard
knockoffs or any other scheme. This flexibility is particularly interesting in practice: while
the standard knockoffs rely on normality, other knockoff procedures, such as model-X
knockoffs [9], deep knockoffs [10], and KnockoffGAN [11], allow for much more general
designs. Hence, the standard knockoffs can be readily swapped for those procedures
in our pipeline (without any changes to the methodology or theory) when indicated in
an application.

Considerably later than our paper has been put online, two other papers on the topic
have also been put online [29,30]—apparently without being aware of our manuscript. A
comparison to those results would also be of interest.
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Appendix A. Additional Explanations

Appendix A.1. Further Simulations for Comparison to Multiple Knockoffs (MKO)

We compare the three methods—KO, AKO, and MKO—in the logistic cases. The
results shown in Figure A1 indicate that the MKO is more conservative than both our
pipeline and the KO, and our pipeline always has higher power than KO and MKO.

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●
●●●

●
●●

●
●
●
●●

●
●●

●●
●

●●●●
●●

●
●●●●●●

●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●
●
●●●

●●●
●
●
●
●●

●
●●

●
●●

●●●●
●●

●
●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

Target FDR

A
ct

ua
l F

D
R

logistic
●

●
KO
AKO
MKO

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

●●●●●●●●●●●●●●●●●
●●●

●●
●●●

●●●●●●●●

●●●●●●
●
●●

●
●
●●●●

●●

●●●
●●●●●●

●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●

●●●●●●
●
●●

●
●
●●●●

●●

●●●
●●●●

●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●

Target FDR

P
ow

er

logistic
●

●
KO
AKO
MKO

(a) (n, p) = (200, 100)

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●

●
●
●
●
●●●

●●●
●
●
●●

●
●
●●

●

●
●
●

●
●
●
●●●

●
●
●●●●●●●●●●●

●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●

●●●
●
●
●
●
●●●

●●●
●
●
●●

●●
●●

●

●
●
●

●
●
●
●●

●●●
●●●●●●●●●●●

●●●●●●●●●●●●

Target FDR

A
ct

ua
l F

D
R

logistic
●

●
KO
AKO
MKO

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

●●●●●●●●●●●●●●●●●●●●●●
●●●●●●●●●

●●

●●●●●●●●●●●
●●●●

●●
●
●●●●●●

●
●
●
●●●

●●●
●●●

●
●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●
●●●●●●

●●
●●●

●●●●●●●●●●●●
●●

●
●●●●●●

●●●●●●●●●
●●●

●
●●●●●

●●●●●●●●●●●●●●●●●●●●●●●●●

Target FDR

P
ow

er

logistic
●

●
KO
AKO
MKO

(b) (n, p) = (400, 200)

Figure A1. Our approach AKO (solid, orange circles) has a similar FDR to the standard KO (hollow,
purple circles) but has more power. The MKO (solid, blue square) is more conservative than our
AKO, has lower power.

Appendix A.2. Choice of q1, . . . , qk

The theory applies to every choice of q1, . . . , qk that satisfies the condition in step 1 on
page 3, but indeed, each choice has slightly different characteristics in practice. To give an
example, we have added the result for qi = q/k (AKO.ave, Figure A2) to Figure 1a in the
main text. We observe in general that the results do look different for each choice of the
sequence but that the differences are usually only small.
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Figure A2. Actual FDR and power of the KO, AKO, AKO.ave in the linear case with (n, p) = (200, 100).
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Appendix A.3. Various Settings for the Simulation Part

Our conclusions hold over a wide spectrum of settings, including different dimension-
alities, sparsity levels, correlations, and so forth. To illustrate this, we vary the settings of
the linear case (see Figure 1a,b) once more in Figure A3 below.
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Figure A3. Our approach AKO (solid, orange circles) has a similar FDR to the standard KO (hollow,
purple circles) but has more power.

Appendix A.4. Better than other Competitors (under the AGP Data)

Knockoff methods seem to be better suited for the microbiome data than their com-
petitors. For illustration, we have included BH [27] and TreeFDR [28] in the application that
corresponds to Table 1 (i) in the paper. We find (in Table A1) on those data more generally
that the knockoff methods select many more predictors than other methods.

Table A1. Selected bacterial phyla by four methods—BH, TreeFDR, KO, and AKO (correponds to
Table 1 (i)).

(i) ALL
BH TreeFDR KO AKO

Actinobacteria Actinobacteria
Bacteroidetes

Cyanobacteria Cyanobacteria Cyanobacteria
Proteobacteria Proteobacteria

Spirochaetes
Synergistetes Synergistetes
Tenericutes Tenericutes

Verrucomicrobia Verrucomicrobia Verrucomicrobia
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Appendix B. Additional Results on the Genera Rank

We present in this section the results on the genera rank of different groupings; see
Tables A2–A7.

Table A2. Analysis at the genus level rank for the grouping (ii) uw+ob. AKO selects more genera
than the original KO.

Phylum KO AKO
Actinobacteria Collinsella Collinsella

Firmicutes
Lachnospira

Acidaminococcus
Catenibacterium

Tenericutes RF39 RF39

Table A3. Analysis at the genus level for the grouping (iii) nor + ob. AKO selects more genera than
the original KO.

Phylum KO AKO

Actinobacteria Actinomyces Actinomyces
Collinsella Collinsella

Cyanobacteria YS2 YS2

Firmicutes

Bacillus Bacillus
Lactococcus

Lachnospira Lachnospira
Ruminococcus Ruminococcus

Acidaminococcus Acidaminococcus
Megasphaera Megasphaera

Mogibacteriaceae
Erysipelotrichaceae

Catenibacterium Catenibacterium

Proteobacteria RF32 RF32
Haemophilus

Tenericutes RF39 RF39
ML615J-28

Table A4. Analysis at the genus level for the grouping (iv) ow + ob. AKO selects more genera than
the original KO.

Phylum KO AKO
Actinobacteria Eggerthella Eggerthella

Cyanobacteria YS2 YS2
Streptophyta Streptophyta

Firmicutes

Bacillus
Clostridium Clostridium
Lachnospira Lachnospira

Acidaminococcus Acidaminococcus
1-68

Erysipelotrichaceae Erysipelotrichaceae
Catenibacterium

Proteobacteria Haemophilus Haemophilus
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Table A5. Analysis at the genus level for the grouping (v) uw + nor + ob. AKO selects more genera
than the original KO.

Phylum KO AKO

Actinobacteria Actinomyces Actinomyces
Collinsella Collinsella

Cyanobacteria YS2 YS2

Firmicutes

Bacillus Bacillus
Lactococcus

Lachnospira Lachnospira
Ruminococcus Ruminococcus

Acidaminococcus Acidaminococcus
Megasphaera Megasphaera

Mogibacteriaceae
SHA-98

Erysipelotrichaceae
Catenibacterium Catenibacterium

Proteobacteria RF32 RF32
Haemophilus

Tenericutes RF39 RF39
ML615J-28

Table A6. Analysis at the genus level for the grouping (vi) uw + ow + ob. AKO selects more genera
than the original KO.

Phylum KO AKO
Actinobacteria Eggerthella Eggerthella

Cyanobacteria YS2 YS2
Streptophyta Streptophyta

Firmicutes

Bacillus Bacillus
Lactobacillus

Clostridium Clostridium
Lachnospira Lachnospira

Veillonellaceaes
Acidaminococcus Acidaminococcus

1-68 1-68
Erysipelotrichaceae Erysipelotrichaceae

Catenibacterium Catenibacterium
Eubacterium Eubacterium

Proteobacteria RF32
Haemophilus Haemophilus

Table A7. Analysis at the genus level for the grouping (vii) nor+ow+ob. AKO selects more genera
than the original KO.

Phylum KO AKO

Actinobacteria
Actinomyces Actinomyces

Collinsella Collinsella
Eggerthella Eggerthella

Cyanobacteria YS2 YS2

Firmicutes

Bacillus Bacillus
Lachnospira Lachnospira

Ruminococcus Ruminococcus
Acidaminococcus Acidaminococcus

Megasphaera Megasphaera
Erysipelotrichaceae Erysipelotrichaceae

Catenibacterium Catenibacterium

Proteobacteria RF32 RF32
Haemophilus Haemophilus

Tenericutes RF39
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