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A B S T R A C T   

Dysfunction of microbial communities in various human body sites has been shown to be associated with a 
variety of diseases raising the possibility of predicting diseases based on metagenomic samples. Although many 
studies have investigated this problem, there are no consensus on the optimal approaches for predicting disease 
status based on metagenomic samples. Using six human gut metagenomic datasets consisting of large numbers of 
colorectal cancer patients and healthy controls from different countries, we investigated different software 
packages for extracting relative abundances of known microbial genomes and for integrating mapping and as-
sembly approaches to obtain the relative abundance profiles of both known and novel genomes. The random 
forests (RF) classification algorithm was then used to predict colorectal cancer status based on the microbial 
relative abundance profiles. Based on within data cross-validation and cross-dataset prediction, we show that the 
RF prediction performance using the microbial relative abundance profiles estimated by Centrifuge is generally 
higher than that using the microbial relative abundance profiles estimated by MetaPhlAn2 and Bracken. We also 
develop a novel method to integrate the relative abundance profiles of both known and novel microbial or-
ganisms to further increase the prediction performance for colorectal cancer from metagenomes.   

1. Introduction 

Human microbial community is an aggregate of bacteria, archaea, 
viruses, plasmids, eukaryotes, etc. that reside on or within human body 
sites. According to the Human Microbiome Project, these microorgan-
isms are ten times more than the number of human cells, but only take 
up 1–3% of human body mass due to their tiny sizes [1]. Human 
microbiome has been demonstrated to play important roles in metabolic 
functions, immune system processes and other physiological activities 
[2]. Previous studies found strong associations between the abundance 
levels of some microbial organisms with various diseases, such as 
rheumatoid arthritis [2], diabetes [3,4], inflammatory bowel disease [5, 
6], and colorectal cancer [7]. These findings provide critical information 
towards understanding the potential roles of the human microbiome in 
disease developments. 

Colorectal cancer (CRC) is the third most common cancer worldwide. 
In USA alone, close to 137,000 people are diagnosed with CRC and 
50,000 people die from it annually [8]. Several studies have shown that 
hereditary, family medical history [9,10] of diseases like inflammatory 
bowel disease [11], diabetes [12], and behavior factors including 
alcohol consumption [13], smoking [14] and obesity [15] are associated 
with CRC development. In addition to these risk factors, other studies 
have established associations of the human gut microbiome with CRC 
[7,16–21]. Compositional alterations of bacteria genera like Fusobacte-
rium [22] and species like Escherichia coli [23] and Bacteroides fragilis 
[24] were shown to be associated with the development of CRC. In 
addition to independent investigations, several cross-study analyses 
were conducted and many reproducible microbiome biomarkers were 
found through comparisons of various CRC datasets collected by 
different research groups [20,21]. 

; CRC, colorectoral cancer; LOSO, leave-one-sample-out; AUC, area under the operating characteristic curve; LODO, leave-one-dataset-out; LASSO, least absolute 
shrinkage and selection operator; SVM, support vector machine; RF, random forests; AUPRC, area under the precision and recall curve. 
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An important scientific task in CRC-microbiome association studies 
is prediction, namely predicting a sample’s disease status based on its 
microbiome profile. A general workflow is to first separate the data set 
into training set and testing set, then build a machine learning predictive 
model based on input features using the training set, and finally evaluate 
the model performance on the testing set. In the context of CRC- 
microbiome association study, the input features are usually microbial 
species abundances obtained from sequence alignments against a mi-
crobial reference database and the outcome to be predicted is disease or 
normal. In previous investigations, several machine learning models 
were successfully applied to the CRC-microbiome association study, 
including LASSO [7,21], random forests [17,18,20], neural network 
[25], etc. 

However, these studies were mostly focused on revealing the link 
between CRC and known microbial organisms having reference ge-
nomes in the database such as NCBI RefSeq [26]. The role of unknown 
(novel) microbial organisms is mostly neglected in these studies due to 
lack of reference genomes. Studies have shown that about 40–50% of 
metagenomic shotgun reads cannot be mapped to known genomes, and 
thus current reference-based analyses usually do not take these un-
mapped reads into consideration [27,28]. Even though this number has 
been greatly improved by large-scale metagenomic assembly efforts in 
recent years with the possibility of the mapping rate to be over 80% 
[29], a sizable fraction of reads still cannot be mapped to these data-
bases. Meta-analysis of clinical gut microbiome have shown the associ-
ations of novel microbial organisms with numerous diseases indicating 
the potential of improving the prediction accuracy by including novel 
microbial organisms [30]. 

Zhu et al. [31] developed a metagenomic predictive pipeline, 
MicroPro, that used information from both the known and novel mi-
crobial organisms. After the characterization of known microbial or-
ganisms by sequence alignment to known genomes, MicroPro assembled 
the unmapped reads pooled from all the samples into contigs. Then, it 
clustered all the assembled contigs into bins so that each bin was 
considered as a novel organism. In this way, the bins could serve as the 
reference database for the novel organisms and contribute in further 
predictive analysis. However, the weight assignment of known and 
novel organisms in the classification model remains a challenge, since 
they may not contribute equally to the prediction for different datasets. 

To deal with the challenges mentioned above, we developed a new 
colorectal cancer predictive pipeline that incorporates both known and 
novel microbial organisms by a leave-one-sample-out (LOSO) model 
stacking method. We demonstrated that our pipeline was able to achieve 
significantly higher prediction performance when compared with an 
existing study [20]. 

2. Results 

2.1. Workflow of the CRC-microbiome prediction analysis 

To predict the CRC disease status, we built a workflow as shown in 

Fig. 1. First, we ran MicroPro [31] on each of the input datasets and 
generated abundance tables for both known and novel microbial or-
ganisms. We then renormalized known and novel microbial species 
abundance tables so that the relative abundance levels of each sample 
summed up to 1 for both known and novel species. After the renorm-
alization, we separated the dataset into training and testing sets, trained 
two random forests models on the training set using the relative abun-
dance levels of known and novel species, respectively, and applied the 
trained models to the testing set to derive predictive probabilities. We 
then used a leave-one-sample-out (LOSO) model stacking method to 
incorporate both predictive probabilities from known and novel models 
to obtain the overall AUC score. We applied the workflow to six publicly 
available metagenomic CRC datasets [7,16–20] from different pop-
ulations as described in Table 1. 

2.2. Known microbial relative abundance profiles extracted from 
Centrifuge yields higher prediction performance than other metagenomic 
taxonomic profiling tools 

Thomas et al. [20] conducted a CRC-microbiome predictive analysis 
on the same set of six public CRC datasets described in Table 1. In their 
study, they used MetaPhlAn2 [32] to generate known microbial abun-
dances, and then trained a random forests model using these abundances 
to predict the CRC disease status. In MicroPro, however, Centrifuge [33] 
was used for known microbial abundance extraction. Both MetaPhlAn2 
and Centrifuge have been commonly used in metagenomic data analyses 
for metagenomic taxonomic profiling. Centrifuge is an alignment-based 
method that counts k-mer frequency of raw reads and compares them 
with a compressed composite reference genomes. MetaPhlAn2 relies on 
the identification of clade-specific marker genes in raw reads to estimate 
the abundance of each taxa. Centrifuge uses Full-text index in Minute 
space (FM-index) to compress the reference genomes and removes re-
dundancies to save the storage space. Consequently, it allows users to 
use NCBI RefSeq, which contains over 36.5 million sequences with a 
total of 109 billion base pairs [33], as the reference database. On the 
other hand, MetaPhlAn2 profiles species-level composition of microbial 
communities by using a reference genome database that contains over 
one million unique clade-specific marker genes identified from around 
17,000 reference genomes [32]. Besides these two profiling tools, ac-
cording to a study conducted by Ye et al. [34], Bracken [35], an add-on 

Fig. 1. Workflow of the CRC-microbiome prediction analysis. MicroPro is applied to the input metagenomic dataset to characterize known and novel abundance 
tables. Two random forests classifiers are trained using known and novel abundances, respectively. LOSO model stacking is used to incorporate predictive proba-
bilities from both random forests classifiers and applied to the independent test metagenomic dataset to derive the prediction performance in terms of the AUC score. 
LOSO: leave-one-sample-out; AUC: area under the operating characteristic curve. 

Table 1 
Six metagenomic datasets related to colorectal cancer.  

Dataset Country No. of cases No. of controls Reference 

Zeller France 91 93 [7] 
Yu China 74 54 [16] 
Hannigan USA/Canada 27 28 [17] 
Feng Austria 46 63 [18] 
Vogtmann USA/Canada 52 52 [19] 
Thomas Italy 61 52 [20]  
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tool based on Kraken [36] with more accurate relative abundance 
quantification, is the top performance profiling tool compared with 
other tools including MetaPhlAn2 and Centrifuge, in terms of a more 
accurate abundance at species level as well as time complexity. Both 
Kraken and Centrifuge are k-mer matching algorithms, while Kraken 
relies on a probabilistic hash table for k-mers, Centrifuge uses an 
FM-index and within-species compression. Also, Kraken assigns each 
read to exactly one taxonomy, while Centrifuge can provide multiple 
taxonomic assignments per read. As an add-on tool for Kraken, Bracken 

further improves the classification by reassigning the unclassified reads 
from Kraken results based on a probabilistic estimate of the true abun-
dance profile. Tamames et al. [37] showed that different metagenomic 
analysis methods usually generate different taxonomic annotation re-
sults, which can impact the follow-up predictive analysis. Therefore, we 
investigated the difference of Centrifuge, MetaPhlAn2 and Bracken in 
terms of the prediction performance of colorectal cancer based on the 
generated known microbial abundance profiles. 

We compared the performance of these three profiling tools in 

Fig. 2. Barplots of AUC scores for predicting disease status (case/control) using random forests with 1000 decision trees on known species abundance profiles 
characterized by Centrifuge (orange), MetaPhlAn2 (blue), and Bracken (grey), in three experimental designs: within-dataset (subfigure A), cross-dataset (subfigure 
B), and leave-one-dataset-out (LODO) (subfigure C). AUC scores of within-dataset and cross-dataset analyses are averages from 30 independent repetitions, while 
AUC scores of LODO analysis are averages from 10 independent repetitions. MetaPhlAn2 AUC scores are directly taken from study by Thomas et al. [20]. (For 
interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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within-dataset, cross-dataset, and leave-one-dataset-out (LODO) ana-
lyses. The detailed steps for conducting these analyses can be found in 
subsection 4.4. We first used the same parameters in RF classification as 
in Thomas et al. [20] with 1000 decision trees. The AUC scores for the 
three tools in within-dataset, cross-dataset and LODO settings are shown 
in Fig. 2. Among all the comparisons, AUCs based on Centrifuge are 
higher than that based on MetaPhlAn2 for 25/42 cases, the same in 1/42 
case and lower in 16/42 cases. AUCs based on Centrifuge are higher than 
that based on Bracken for 31/42 cases, the same in 3/42 cases and lower 

in 8/42 cases. Overall, Centrifuge has the best AUC scores among the 
three tools in the three settings. 

We particularly focus on the comparison between Centrifuge and 
MetaPhlAn2. For within-dataset, Centrifuge yields higher AUCs than 
MetaPhlAn2 in 4 out of 6 cases. For cross-dataset, Centrifuge out-
performs MetaPhlAn2 in 19 out of 30 cases, performs similarly in 1 case 
and underperforms in 10 cases. For LODO, Centrifuge outperforms 
MetaPhlAn2 in 2 out of 6 cases. A two-sided paired Mann-Whitney U test 
[38] on these 42 comparisons gives a p-value of 0.040. The average 

Fig. 3. Barplots of AUC scores for predicting CRC status (case/control) using known microbial species abundance profiles trained by RF (blue), LASSO (orange) and 
SVM (grey) in three experimental designs: within-dataset (subfigure A), cross-dataset (subfigure B), and leave-one-dataset-out (LODO) (subfigure C). AUC scores of 
within-dataset and cross-dataset analyses are averages from 30 independent repetitions, while AUC scores of LODO analysis are averages from 10 independent 
repetitions. Random forests classifiers use 1000 decision trees. The regularization coefficients in LASSO and SVM are the ones that maximize AUCs of 10-fold cross 
validation. The microbial species abundance profiles were log10-transformed (a small constant, 1e − 10, was added to 0 abundance) before model training. (For 
interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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AUCs across the 42 comparisons using Centrifuge and MetaPhlAn2 are 
0.735 and 0.710, respectively. These results demonstrate that the known 
microbial abundances extracted by Centrifuge has better predictive 
power of colorectal cancer disease status compared with that extracted 
by MetaPhlAn2. Similar results hold for the comparison between 
Centrifuge and Bracken. Therefore, we used Centrifuge in the follow-up 
analysis. 

2.3. Random forests classifier outperforms LASSO and SVM in terms of 
AUC scores 

In order to show the differences in AUC scores among different 
machine learning methods, we trained two additional machine learning 
classifiers: support vector machine (SVM) [39] and least absolute 
shrinkage and selection operator (LASSO) [40], under the three exper-
imental settings. The details about training these two classifiers can be 
found in subsection 4.5. The results are shown in Fig. 3. Among all the 
three experimental settings, RF outperforms SVM and LASSO for 25 out 
of 42 cases. The average AUC scores for the 42 experiments by RF, 
LASSO and SVM are 0.735, 0.679 and 0.716, respectively. The two-sided 
paired Mann-Whitney U test [38] gives a p-value of 2.626e − 6 between 
the 42 comparisons of RF and LASSO indicating significant better per-
formance of RF over LASSO. The corresponding p-value for the com-
parison of RF and SVM is 0.13 indicating that RF and SVM perform 
similarly. These results show that the linear model in LASSO cannot fully 
capture the relationship between microbial abundance and the proba-
bility of having CRC. 

We further explored the trend of AUC scores of different experiments 
by three different classifiers. As shown in Fig. 4, both LASSO and SVM 
show very similar trends of AUC scores to RF among all 42 experiments 
(Spearman correlation of 0.79 and 0.75, respectively). This indicates the 
marked differences in AUC scores by training and testing on different 
datasets are not classifier-specific. In addition, we demonstrate that 
when dealing with classification tasks with high feature dimensions, RF 
can yield higher prediction accuracy than SVM and LASSO. Therefore, in 
the remaining part of the paper, we will only concentrate on the results 

based on RF. 

2.4. Increasing the number of decision trees in a random forests model 
significantly improves the prediction performance 

Choice of the number of decision trees in a random forests model 
affects its prediction performance. When using a small number of de-
cision trees for a dataset with a huge number of features, the random 
forests model usually has relatively poor prediction performance. On the 
other hand, increasing the number of decision trees can potentially 
improve the prediction performance, but would need more computa-
tional resources. Friedman et al. [41] cautioned the potential risk of 
overfitting when increasing the number of decision trees in a random 
forests model. On the other hand, Oshiro et al. [42] showed that the 
mean and median AUCs tend to converge when increasing the number of 
decision trees in a random forests model. In this section, we investigated 
whether increasing the number of decision trees could boost the pre-
diction performance. 

We used the cross-dataset random forests setting for the experiment. 
We took the Hannigan dataset as the training data, while the other five 
datasets as the testing data in turn. We investigated the prediction 
performance for the number of 500, and 1000 to 10,000 trees by step of 
1000 while keeping all other parameters unchanged. Each experiment 
was repeated 30 times and the mean AUCs were reported in Fig. 5. The 
figure shows that the mean AUCs have an increasing trend for all 
datasets when the number of decision trees is increased from 500 to 
3000, and then stabilize after 3000. Considering the computational cost 
of a large number of decision trees, choosing the number of decision 
trees between 3000 and 6000 would be reasonable. In our following 
analysis we used 5000 decision tress in all random forests models. 

We compared the prediction performance using random forests 
model with 5000 decision trees trained on abundance profiles extracted 
from Centrifuge in our analysis with that in Thomas et al. [20] where 
they trained random forests with 1000 decision trees on abundance 
profiles extracted from MetaPhlAn2. Both models used only known 
microbial abundances. Our model outperforms that of Thomas et al. 

Fig. 4. Scatter plots of AUC scores by three different classifiers: RF, LASSO and SVM in three experimental settings. X-axis shows the RF AUC scores, and y-axis shows 
AUC scores obtained by LASSO (subfigure A) and SVM (subfigure B). The microbial species abundance profiles were log10-transformed (a small constant, 1e − 10, 
was added to 0 abundance) before model training. Spearman correlation for RF vs. LASSO (subfigure A) is 0.79, and for RF vs. SVM (subfigure B) is 0.75. 

Y. Gao et al.                                                                                                                                                                                                                                     



Synthetic and Systems Biotechnology 7 (2022) 574–585

579

[20] in 5 out of 6 cases in within-dataset analysis (Fig. 6 A), 20 out of 30 
cases in cross-dataset analysis (Fig. 6 B), and 2 out of 5 cases in LODO 
analysis (Fig. 6C). A paired Mann-Whitney U test of two models’ AUC 
results gives a p-value of 0.004. We also compared the results of using 
1000 trees with 5000 trees based on the microbial abundances calcu-
lated using Centrifuge. While the mean AUC of 5000-tree model im-
proves slightly over 1000 trees (0.741 vs. 0.735), the Mann-Whitney U 
test p-value of 0.000 8 showed these results are significantly different. 
This indicates that increasing the number of decision trees from 1000 to 
5000 significantly improves the prediction performance. 

2.5. Including novel microbial organisms slightly improves the 
performance of CRC prediction 

We next investigated whether including novel microbial organisms 
in the model could further improve the prediction performance. We 
compared random forests models with and without abundance infor-
mation of the novel microbial organisms in within-dataset and cross- 
dataset settings. For all the analyses, novel microbial abundances was 
incorporated using the leave-one-set-out (LOSO) model stacking method 
described in subsection 4.6. 

In the setting of within-dataset (Fig. 6 A), the AUCs are increased for 
3/6 datasets when incorporating novel microbial organisms by the 
LOSO model stacking, while the AUCs of the other 3 datasets do not 
change. For the cross-dataset setting (Fig. 6 B), the AUCs of 15/30 are 
increased, 4/30 are the same, and 11/30 are decreased when novel 
microbial organisms are incorporated using LOSO. For both settings, 
LOSO AUCs are significantly higher than those reported in Thomas et al. 
[20] with a Mann-Whitney U test p-value of 0.001 5. Compared to the 
p-value of 0.002 in the previous subsection, incorporating the infor-
mation from novel microbial organisms decreases the p-value slightly in 
CRC prediction. The average AUCs across the 36 comparisons inte-
grating both known and novel microbial organisms, with only the 
known microbial organisms and that reported in Thomas et al. [20] are 

0.735, 0.731, and 0.695, respectively. 
We also measured the performance of the predictive models using 

the area under the precision and recall curves (AUPRC). The precision 
and recall curve is able to capture more information then AUC when the 
input data used in the predictive model is highly imbalanced, especially 
when disease prevalence is very low among the study population. In our 
study, as shown in Table 1, most of the CRC datasets we used were 
balanced. However, we still investigated the AUPRC results to see if it 
was consistent with the previous AUC results. Similar to the comparison 
of AUC results, we compared the AUPRC results using only known mi-
crobial species with LOSO model stacking results in within-dataset and 
cross-dataset settings, and the predictive probabilities were taken from 
random forests models with 5000 decision trees. As shown in Fig. 7, the 
LOSO model stacking AUPRC scores were higher than known species 
AUPRC scores in 14/36 cases, the same in 8 cases and lower in 14 cases. 
We did not see significant differences in their performance. The AUPRC 
results didn’t show as much improvements as the AUC results, probably 
because the datasets we used were well-balanced enough. 

2.6. Removing cross-dataset batch effect by ComBat before training did 
not improve the performance 

In cross-dataset analysis, heterogeneity in different datasets is a big 
challenge for machine learning prediction analyses. More specifically, 
the batch effects of different datasets may affect the predictions and 
result in low AUC scores. We investigated if normalization across the 
datasets can improve prediction performance in cross-dataset analyses. 
Therefore, we first removed the cross-dataset batch effects from the 
abundance profiles by the ComBat [43] function in R’s ‘sva’ package 
[44]. We then trained RF models to see if the AUC scores can be 
improved and the results are shown in Fig. 8. It can be seen that AUC 
scores were only improved in 6/30 cases after removing batch effect 
using ComBat. The average scores for with and without ComBat 
normalization were 0.686 and 0.710, respectively, with a p-value of 

Fig. 5. The AUC scores generally increase with the number of decision trees in RF in cross-dataset analysis. The Hannigan dataset is used as the training set. Each line 
refers to the testing set used in the analysis. All AUC scores are averages from 30 independent repetitions. 
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0.003 by the two-sided paired Mann-Whitney U test. These results 
demonstrate that ComBat is not helpful in increasing the AUC score for 
our setting. In the future we may consider other methods to deal with 
heterogeneity, or investigate other underlying reasons that may cause 
low AUC scores when dealing with different datasets. 

3. Discussion 

In this study, we performed comprehensive CRC-microbiome 

predictive analyses on six publicly available metagenomic datasets. We 
showed that the microbial relative abundance profiles extracted from 
Centrifuge gives higher prediction AUCs compared to other meta-
genomic taxonomic profiling tools based on random forests classifica-
tion results. We also showed that increasing the number of decision trees 
to 5000 from 1000 as used in Thomas et al. [20] and including novel 
microbial abundances can further slightly improve the prediction per-
formance compared with the results from Thomas et al. [20]. 

The random forests algorithm is a widely used machine learning 

Fig. 6. Barplots of random forests AUC scores using known microbial abundances (orange), LOSO model stacking (blue), and results from Thomas et al. [20] in three 
experimental designs: within-dataset (subfigure A), cross-dataset (subfigure B) and leave-one-dataset-out (LODO) (subfigure C). AUC scores of within-dataset and 
cross-dataset analyses are averages from 30 independent repetitions, while AUC scores of LODO analysis are averages from 10 independent repetitions. Random 
forests models in ‘known’ and ‘LOSO model stacking’ use 5000 decision trees while those in ‘Thomas et al. paper’ use 1000 decision trees. (For interpretation of the 
references to color in this figure legend, the reader is referred to the Web version of this article.) 
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algorithm for classification tasks in metagenomic analyses. It is based on 
ensemble learning and bagging algorithms, and can reduce overfitting 
compared to the decision tree algorithm. In our study, we showed that 
instead of sticking to a relative small number of decision trees, 
increasing the number of decision trees in case of a large-scale input data 
benefited the prediction. In addition, We also trained two other machine 
learning classifiers, LASSO and SVM, to compare the prediction per-
formance in the three experimental settings. Random forests out-
performs LASSO and performs similarly as SVM in all three settings 
(Fig. 3). LASSO and SVM present similar trends as random forests in 
terms of AUC scores (Fig. 4). This further indicates the differences in 
AUC scores by training and testing on different datasets are not classi-
fier-specific. 

Our study also showed that different metagenomic taxonomic 
profiling tools demonstrated different predictive abilities of the disease 
status. We compared the AUC results generated by Centrifuge [33] to the 

results by MetaPhlAn2 [32] used in Thomas et al. [20], as well as 
Bracken [35], and found that Centrifuge has better metagenomic taxo-
nomic profiling ability than other tools in terms of the CRC disease status 
prediction. Centrifuge computes abundances by sequence alignments 
against all the reference genomes including those with low abundance. 
This could be a possible reason for Centrifuge to outperform Meta-
PhlAn2 in terms of disease status prediction. 

It is not surprising that the cross-dataset analyses have much lower 
prediction accuracies than within-dataset analyses, considering that the 
heterogeneity always gives variability of outcomes when dealing with 
cross-study analysis. In particular, the Hannigan dataset always has a 
poor prediction performance whether it is treated as a training or a 
testing dataset. Thomas et al. [20] showed that the Hannigan dataset 
differs markedly from other datasets when performing principal coor-
dinate analysis with the Bray–Curtis distance using MetaPhlAn2 mi-
crobial species abundances. The heterogeneity between different 

Fig. 7. Barplots of random forests AUPRC scores using known microbial abundances (orange) and LOSO model stacking (blue) in two experimental designs: within- 
dataset (subfigure A) and cross-dataset (subfigure B). All AUPRC scores are averages from 30 independent repetitions. Random forests models in ‘known’ and ‘LOSO 
model stacking’ use 5000 decision trees. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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datasets results in non-biological experimental variations, which is 
commonly known as ‘batch effect’, and this can lead to difficulty in 
cross-dataset predictions. Many methods have been developed for data 
normalization and batch effect reduction. For example, the ComBat 
function in R’s ‘sva’ package is an algorithm to remove batch effects 
using either parametric or non-parametric empirical Bayes frameworks 
[43]. In our study, we also explored the potential of removing batch 
effects before training machine learning models. However, the 
cross-dataset AUC results did not improve (Fig. 8). How to normalize the 
metagenomic data across different datasets to improve prediction ac-
curacy is a topic for future studies. 

We also explored different ways to combine known and novel mi-
crobial abundances in constructing disease predictive models. A 
straightforward method is to pool the known and novel features together 
and train a single random forests model using the combined abundance 
table. This method is often referred to as feature stacking. We compared 
the LOSO model stacking with the feature stacking in terms of AUC 
scores and the results are shown in Supplementary Fig. S1. For within- 

dataset results (Figure S1 A), 5 out of 6 datasets have better mean 
AUC scores when using the LOSO model stacking method. For cross- 
dataset results (Figure S1 B), the LOSO model stacking method is even 
more outstanding; it outperforms feature stacking in 24 out of 30 cases. 
For leave-one-dataset-out LOSO model (Figure S3 A), the AUC for 3 out 
of 6 datasets increased when incorporating the novel microbial abun-
dances, while the AUC for one dataset did not change. Consistent with 
the AUC results, the AUPRC results showed similar trend: LOSO model 
stacking outperforms feature stacking in 6/6 cases in within-dataset 
settings (Figure S2 A), 22/30 cases in cross-dataset settings (Figure S2 
B), and 3/6 cases in LODO settings (Figure S3 B). All these results 
indicate that the LOSO model stacking method outperforms the feature 
stacking in terms of the prediction performance. Also, the LOSO model 
stacking method is computationally more efficient than the feature 
stacking method since it does not need to train a random forests model 
using the combined abundance profiles with much larger feature di-
mensions. For future analyses, researchers can apply the LOSO model 
stacking method to other machine learning prediction tasks. 

Fig. 8. Barplots of cross-dataset AUC scores for predicting disease status (case/control) using known species abundance profiles trained by random forests directly 
(blue) and removing batch effect by ComBat before training random forests models (orange). AUC scores are averages from 30 independent repetitions. Random 
forests classifiers use 1000 decision trees. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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NCBI RefSeq database is one of the most widely used databases for 
microbial research. However, it is vastly incomplete and usually only 
about half of reads in human gut can be mapped to the NCBI RefSeq 
database leaving a large fraction of the reads unused in most studies. To 
overcome this issue, several groups constructed more complete human 
gut microbial genome databases using cross assembly and binning, for 
example, the Unified Human Gastrointestinal Genome (UHGG) collec-
tion [29]. The fraction of reads that can be mapped to UHGG from the 
human gut was markedly increased to over 80% [29]. However, it is not 
known whether the microbial abundance profiles using UHGG can in-
crease the prediction accuracy of complex diseases such as CRC. In order 
to answer this question, we mapped the reads to UHGG, derived the 
microbial abundance profiles for each sample, and predicted the disease 
status using RF. The results are provided in supplementary material. The 
mapping rates for the datasets were markedly increased from around 
around 50% to close to 90% as shown in Fig. S4, consistent with pre-
vious studies [29]. Despite the marked increase in mapping rates, the 
prediction accuracy for CRC measured by AUC based on UHGG did not 
improve as shown in Fig. S5. One potential explanation is that the mi-
crobial organisms associated with CRC belong to or are strongly asso-
ciated with the NCBI known microbial species. Therefore, the inclusion 
of more microbial genomes in UHGG compared to the NCBI RefSeq 
database did not increase the prediction accuracy of CRC. This result is 
consistent with that in subsection 2.5 that including novel microbial 
organisms did not markedly increase the prediction accuracy. The use-
fulness of UHGG for the prediction of other disease status such as in-
flammatory diseases, diabetes, obesity, etc. compared to NCBI RefSeq 
needs to be further studied. 

4. Materials and methods 

4.1. Colorectal cancer metagenomic datasets 

We analyzed six publicly available and geographically diverse 
colorectal cancer metagenomic datasets with download links from their 
original papers [7,16–20]. We excluded the samples from patients with 
adenoma so that only samples from patients diagnosed with CRC and 
healthy controls were used. The numbers of cases and controls for each 
dataset are shown in Table 1. In total, there are 351 CRC samples and 
342 healthy controls. The percentage of CRC samples in each dataset is 
close to 0.5 according to Table 1, which indicates the datasets used in 
our study are balanced. 

4.2. Generating known and novel microbial relative abundance profiles by 
MicroPro [31] 

We used MicroPro [31] to generate known and novel microbial 
abundance profiles for the six CRC datasets. There are three main steps 
in the MicroPro pipeline: (1) characterization of the known microbial 
species abundance through sequence alignments against reference ge-
nomes, (2) extraction of novel microbial abundances by an 
assembly-binning-based algorithm, and (3) machine learning predictive 
analysis. 

In our study, we need to generate microbial abundances for both 
within-dataset and cross-dataset analysis. For the within-dataset anal-
ysis, we ran the MicroPro pipeline directly and generated both known 
and novel abundance tables. For cross-datasets, the known microbial 
abundances were generated in the same way as the within-dataset 
analysis. To derive abundances of novel organisms for the testing 
dataset in the cross-dataset setting, we treated the novel metagenomic 
bins of the training dataset as the reference database, mapped the un-
mapped reads of the testing dataset back to this reference, and calcu-
lated the novel abundances based on the mapping results. We then 
renormalized known and novel species abundance table so that the 
relative abundance levels of each sample summed up to 1 for both 
known and novel species. 

4.3. Generating known microbial relative abundance profiles by other 
metagenomic taxonomic profiling tools 

In this study, we compared the performance of three different met-
agenomic taxonomic profiling tools in terms of prediction performance 
of colorectal cancer based on the generated known microbial profiles. 
The known microbial abundance profiles generated by MicroPro 
described in subsection 4.2 were considered as known abundance 
generated by Centrifuge [33] since MicroPro directly uses Centrifuge for 
characterizing known abundance profiles. MetaPhlAn2 results were 
directly taken from Thomas et al. [20]. For generating known abun-
dance profiles from Bracken [35], we ran Bracken pipeline on all FASTQ 
sequence files for the six datasets. The number of microbial species 
identified by Bracken were two to three times more than the number 
generated by MicroPro. So in order to decrease the running time, we 
filtered out microbial species that had nonzero abundances in less than 
10% of all samples for each dataset. 

4.4. Random forests CRC predictive models 

In our study, we built random forests classification models to test the 
predictive power of the generated known and novel microbial abun-
dances on the CRC disease status. All the random forests analyses were 
carried out with the ‘caret’ package in R [45]. We used two parameter 
settings for different purposes of analysis. For comparison with the study 
conducted by Thomas et al. [20] as well as comparing the performance 
of three different metagenomic taxonomic profiling tools, we used 1000 
decision trees and the ‘mtry’ parameter was tuned by a 10 fold 
cross-validation. We then performed the predictive analysis three set-
tings: within-dataset, cross-dataset and leave-one-dataset-out (LODO). 
For the rest of the analysis, we used 5000 decision trees and again the 
‘mtry’ parameter was tuned by a 10 fold cross-validation, then per-
formed the predictive analysis for two settings: within-dataset and 
cross-dataset. We didn’t conduct analysis for LODO settings with 5000 
decision trees due to the extremely long computing time. 

For the within-dataset setting, we randomly split the samples in each 
dataset into 80% training set and 20% testing set. Then we trained a 
random forests model on the training data and applied it to the testing 
data to derive the predictive probabilities for each testing sample. The 
process was repeated for 30 times to obtain the average AUCs (area 
under the receiver operating characteristic curve). 

For the setting of cross-dataset, one of the six datasets was treated as 
the training set and another in the remaining five was treated as the 
testing set in turn. A random forests model was trained on the training 
set and then applied to the testing set for prediction. When applying the 
trained model to the testing set, if there was a missing feature in the 
testing matrix, we added this feature with 0 abundance in all samples, so 
that all features in the training data were presented in the testing data as 
well. 

For LODO setting, one of the six datasets was selected as the testing 
set while the other five datasets were treated as the training set together. 
All the microbial species in the five training sets were used as features in 
the random forests model, and we added a 0 abundance column to the 
testing set if any feature in the training sets is missing in the testing set. 

In terms of model evaluation, for random forests model using only 
known abundances, AUC was used as the performance measurement. An 
AUC score of 1 indicated a perfect prediction and 0.5 represented a 
random guess. For the random forests model using both known and 
novel microbial abundances, we first used a LOSO model stacking 
method to obtain weighted predictive probabilities and then derived the 
final AUC scores. The details of the LOSO model stacking method are 
described in subsection 4.6. 

4.5. LASSO and SVM CRC predictive models 

Microbial species abundance profiles were first log10-transformed 

Y. Gao et al.                                                                                                                                                                                                                                     



Synthetic and Systems Biotechnology 7 (2022) 574–585

584

and a small constant (1e − 10) was added to 0 abundance to avoid the 
indefinite value of log10(0) before training LASSO and SVM. In terms of 
hyperparameters, we chose the regularization parameter from the range 
of 0–0.5 with step 0.001 that maximized AUC by 10-fold cross validation 
in the training set in LASSO. For SVM, we used the Gaussian radial basis 
kernel and chose the regularization coefficient C that maximized AUC by 
10-fold cross validation from default values of 0.25, 0.5 and 1. We used 
the ‘caret’ package [45] in R to implement both LASSO and SVM algo-
rithms. The training process was repeated for 30 times for within-dataset 
and cross-dataset settings, and 10 times for LODO setting. The AUC 
scores reported were the average for the 30 or 10 repetitions. 

4.6. Leave-one-sample-out (LOSO) model stacking method 

In machine learning, ensemble methods that integrate predictions 
from multiple models are commonly used to boost the prediction per-
formance. According to previous studies [46,47], ensemble methods are 
often more accurate than the component methods that the ensemble 
methods contain. Among various ensemble methods, model stacking is 
an efficient method that uses the predictions generated by other ma-
chine learning algorithms as the inputs of a second layer algorithm, 
which then combines the input predictions to form a new set of pre-
dictions. If we choose weighted linear combinations of predictors as the 
second layer algorithm, then we only need to determine the weights of 
each input predictor and combine them to form an optimal predictor. 
Consider two studies S1 and S2. The disease statuses of all individuals in 
study S1 and part of the individuals in study S2 are known. We have 
several predictors, p1, p2, …, pK, based on study S1 and we are interested 
in linear combinations of these predictors to maximize the AUC for the 
integrated predictor in study S2. We can use the information of the in-
dividuals with known disease statuses in study S2 to decide the weight 
for each predictor. Since we want to maximize the AUC of the integrated 
predictor, we should give higher weights to predictors with high AUCs 
and lower weights to predictors with low AUCs according to the pre-
diction results for individuals with known disease statuses. Therefore, if 
the AUC for the k-th predictor is AUCk, the weight for the k-th predictor 
is proportional to max(AUCk − 0.5, 0) since AUC for random guess is 0.5. 

Based on this idea, we developed a leave-one-sample-out (LOSO) 
model stacking method. The high level idea of LOSO model stacking is to 
weight predictive probabilities based on known and novel microbial 
abundances by their respective prediction accuracy without bringing 
any inference by the testing data. 

For each sample i in the testing set, we obtained two predictive 
probabilities pknown

i and pnovel
i by applying the trained random forests 

model using only known or novel microbial abundances to the testing 
set, respectively. We then excluded i from the testing set and computed 
AUC scores AUCknown

i and AUCnovel
i by comparing the remaining predic-

tive probabilities to their true disease statuses. The LOSO model stacking 
method weighted pknown

i and pnovel
i by AUCknown

i and AUCnovel
i subtracting 

the background AUC score of 0.5. The detailed formula of LOSO model 
stacking is shown in equation (1). 

pi =
max(AUCknown

i − 0.5, 0) × pknown
i + max(AUCnovel

i − 0.5, 0) × pnovel
i

max(AUCknown
i − 0.5, 0) + max(AUCnovel

i − 0.5, 0)
(1)  

4.7. Prediction performance measured by the area under the precision- 
recall curve (AUPRC) 

When comparing the prediction performance of using only known 
species incorporating both known and novel species, we used an addi-
tional measure AUPRC (area under the precision-recall curve). To 
calculate AUPRC scores by the R package PRROC [48], we took the 
predictive probabilities from random forests classifier with 5000 deci-
sion trees using known microbial species and novel microbial species, 
respectively. In order to calculate the LOSO model stacking results, we 

first followed the same procedure as described in subsection 4.6 to 
generate the LOSO predictive probabilities using equation (1), and then 
used these probabilities to calculate AUPRC scores. 

5. Conclusions  

● We showed that microbial relative abundance profiles extracted 
from Centrifuge yielded high prediction performance of colorectal 
cancer status than that extracted from other tools.  

● We showed that random forests model had the best classification 
performance in CRC disease status prediction, compared with LASSO 
and SVM models.  

● We also found that increasing the number of decision trees in the 
random forests model significantly improved the classification per-
formance for a large-scale input data matrix like the microbial 
abundance table.  

● We developed a novel CRC predictive pipeline that incorporated 
both known and novel microbial organisms by a LOSO model 
stacking method.  

● We applied our pipeline to six public colorectal cancer datasets and 
found it improved the prediction performance compared with an 
existing study. 
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