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Abstract

Slow-wave sleep cortical brain activity, conformed by slow-oscillations and sleep spindles,

plays a key role in memory consolidation. The increase of the power of the slow-wave

events, obtained by auditory sensory stimulation, positively correlates with memory consoli-

dation performance. However, little is known about the experimental protocol maximizing

this effect, which could be induced by the power of slow-oscillation, the number of sleep

spindles, or the timing of both events’ co-occurrence. Using a mean-field model of thalamo-

cortical activity, we studied the effect of several stimulation protocols, varying the pulse

shape, duration, amplitude, and frequency, as well as a target-phase using a closed-loop

approach. We evaluated the effect of these parameters on slow-oscillations (SO) and sleep-

spindles (SP), considering: (i) the power at the frequency bands of interest, (ii) the number

of SO and SP, (iii) co-occurrences between SO and SP, and (iv) synchronization of SP with

the up-peak of the SO. The first three targets are maximized using a decreasing ramp pulse

with a pulse duration of 50 ms. Also, we observed a reduction in the number of SO when

increasing the stimulus energy by rising its amplitude. To assess the target-phase parame-

ter, we applied closed-loop stimulation at 0˚, 45˚, and 90˚ of the phase of the narrow-band fil-

tered ongoing activity, at 0.85 Hz as central frequency. The 0˚ stimulation produces better

results in the power and number of SO and SP than the rhythmic or random stimulation. On

the other hand, stimulating at 45˚ or 90˚ change the timing distribution of spindles centers

but with fewer co-occurrences than rhythmic and 0˚ phase. Finally, we propose the applica-

tion of closed-loop stimulation at the rising zero-cross point using pulses with a decreasing

ramp shape and 50 ms of duration for future experimental work.

Author summary

During the non-REM (NREM) phase of sleep, events that are known as slow oscillations

(SO) and spindles (SP) can be detected by EEG. These events have been associated with

the consolidation of declarative memories and learning. Thus, there is an ongoing interest
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in promoting them during sleep by non-invasive manipulations such as sensory stimula-

tion. In this paper, we used a computational model of brain activity that generates SO and

SP, to investigate which type of sensory stimulus –shape, amplitude, duration, periodic-

ity– would be optimal for increasing the events’ frequency and their co-occurrence. We

found that a decreasing ramp of 50 ms duration is the most effective. The effectiveness

increases when the stimulus pulse is delivered in a closed-loop configuration triggering

the pulse at a target phase of the ongoing SO activity. A desirable secondary effect is to

promote SPs at the rising phase of the SO oscillation.

Introduction

Humans spend about one-third time of their life sleeping. This behavior has paramount

importance for the process of learning, as it contributes to the consolidation of memories [1,

2]. During the non-rapid eye movement (NREM) phase of sleep, the brain’s electrical activity

is characterized by the occurrence of events recognizable on the cortical activity measured by

electroencephalogram (EEG) registers. These events are the slow oscillations (SO), single high-

amplitude cortical oscillations lasting 0.8 to 2 seconds [3]; and the sleep spindles (SP), thalamo-

cortical oscillation bursts lasting 0.5 to 2 seconds in the 9-16 Hz frequency band [4]. NREM is

also recognizable by events on the hippocampus activity, the sharp wave-ripples, oscillations

bursts in the 100-250 Hz frequency range of 50–100 ms duration that can be measured with

invasive intracranial electrodes [5].

The EEG measures electrical potentials from the cortex on the scalp. The characteristics of

the EEG waveform depend on the contribution from multiple electrical current sources [6].

Characteristics such as the amplitude and frequency also involve the interaction of the cortex

with other cerebral structures. It is well known that sleep and arousal rhythms, including SOs

and SPs, are generated in the thalamus and cortex [7, 8]. Moreover, similar to in-vivo activity

can be reproduced by computer models of the corticothalamic system [9, 10].

On the other hand, memory consolidation is a complex problem where different mecha-

nisms play a role. The temporal coincidence of sharp wave-ripples, the sleep spindles, and the

slow oscillations promote the transformation of short-term memories stored in hippocampus

connections to long-term storage memories by increasing the synaptic strength of cortical

neural networks. This perspective is known as the Standard Consolidation Theory [11], and

only occurs during the deepest NREM sleep stage [5, 12]. On the other hand, REM sleep theta-

gamma oscillations coupling, and the alternation between REM and NREM stages also impact

memory consolidation [13].

Regarding slow wave sleep (SWS), NREM stage of slow frequency activity with SOs and

SPs’ presence, the literature points out that the number of spindles appearances locked to the

UP phase of slow oscillations could play a more significant role in cortical memory formation

[14–16]. This has led to a standing interest in improving the consolidation process –and thus

long-term memory– by non-invasive sensory stimulation or direct electromagnetic stimula-

tion while the brain is in SWS [17, 18].

The physiological goal of stimulation during SWS is to increase the power and the occur-

rences of both events (SOs and SPs), including their precise timing coincidence. An increase

of sharp-wave ripples is also desirable [19], but there is no way to measure hippocampus activ-

ity with non-invasive methods. Further, stimulation for memory consolidation improvement

should not disturb sleep cycles [2]. Stimulating during SWS also takes advantage of a decreased

awareness to external stimuli during this sleep stage.
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There is evidence supporting that sensory manipulation of SO leads to memory improve-

ment [3] or disruption [20], with significant effects in enhancing the declarative memory and

no impact on procedural memory [20, 21]. Moreover, the number of SPs during SWS, and

their power, is also related with best results in word-pairs memory tests [2]. However, the

knowledge and optimization of stimulation protocols have been based on correlation analysis

rather than causal evidence [22].

Even if auditory closed-loop stimulation has been used to improve the memory consolida-

tion process, there is no evidence of tuning the stimulation protocol to maximize this effect.

Specifically, sensory stimulation looks to maximize the correct timing between the evoked SP

and SO events associated with the memory consolidation process. The manipulation of SP in

auditory closed-loop [23], and the use of memory cues (sounds related to the learning epi-

sode), show better results when the external stimulus is applied at a specific phase of the SO

[24].

An alternative approach to improving the stimulation paradigm that attempts to increase

SP and SO events during SWS is the use of mathematical models of brain activity [25, 26]. In

this way, mechanistic insights about the generation of SP and SO activity can guide the search

for a better stimulation that maximizes its efficacy. In this work, we present a systematic study

of possible stimulation protocols and the more efficient features of the stimuli in promoting

these SWS events’ co-occurrence.

Specifically, in this work we use a model based on the Neural Field Theory (NFT) [27, 28]

with corticothalamic loops between two cortical neural populations: excitatory or pyramidal

(e) and inhibitory or interneurons(i), and two thalamic populations: reticular nucleus(r) and

relay nuclei(s). Previously, this model has been tuned to reproduce the electrical brain activity

in different states: from arousal to slow-wave sleep and including the different stages of NREM

sleep [29, 30]. In this NFT model, sensory stimulation can be introduced as spatial-localized

perturbations on the noisy input neural population, obtaining an EEG-like signal as the mod-

el’s output. From this signal, we can assess the efficacy of the stimulation paradigms and imple-

ment a closed-loop feedback mechanism that can fine-tune the stimuli delivery timing.

With the purpose of simulating a single-modality sensory stimulation, we searched for a

one-channel impulse pattern that alters the dynamics of the entire cortex. We assessed the effi-

cacy of different pulse shapes, delivered with different frequency, intensity, and periodicity,

including a closed-loop algorithm that intended to phase-lock the stimuli with the SO. The

stimulation goals were:

1. To increase the power at both frequency bands of interest (SO and SP), measured by the

scalogram (wavelet spectrogram).

2. To increase the quantity of SO and SP events and detecting their occurrence on the time

series.

3. To rise the co-occurrences between SO and SP events, above the level of co-occurrences

obtained by chance.

4. To increment the occurrence of SP on the up-peak of the SO, measured by the delay time

between the down-peak of the slow oscillation and the center of the coincident sleep

spindle.

Our results propose a sensory stimulation protocol, maximizing the SP and SO co-occur-

rence associated with the memory consolidation process, for its use and verification in experi-

mental setups of memory consolidation enhancement. Specifically, the SP and SO events’ best

co-occurrence is obtained when 50 ms decreasing ramp pulses were delivered at the zero
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phases (sine reference) of the ongoing activity filtered at a specific central frequency on the SO

band. Nevertheless, the behavioral effect of this stimulation protocol on memory performance

should be evaluated with clinical experiments.

Results

Simulation of EEG recordings of NREM sleep

In EEG recordings, the classification as NREM sleep comes from the presence of SWS events

on epochs of 30 seconds. The prominence of SO indicates the N3 stage, and the occurrence of

SPs indicates the N2 stage [31]. Furthermore, the evidence suggests that SP nested in the up

phase of the SO may play a role in memory consolidation [15]. A SWS model, including SOs

and SPs, presents advantages to characterize the conditions promoting their co-occurrence.

We used the neural-field theory model with thalamic and cortical populations, eirs-NFT [27],

with the connections shown in Fig 1A to obtain simulated EEG-like recordings. The spatio-

temporal propagation of the firing rate in each population (e,i,r,s) is used as input of the synap-

tic-dendritic dynamics of the soma voltage in other populations (Fig 1B). The connection

strengths and the steady-state of the input population �
ð0Þ

n determines the behavior of the

Fig 1. Neural Field Theory model and additional modules. (A) eirs-NFT model connections and loops. Arrow ended

connections are excitatory, and dot ended connections are inhibitory. There are two intra-cortical loops with gains Gee
and Gei related to the X-dimension (see Fig 2A), one intra-thalamic loop with gain Gsr Grs related to the Z-dimension,

and the gains Ges Gse and Ges Gre Gsr are cortico-thalamic gain-loops related to the Y-dimension. (B) Diagram of the

dynamics of a population of the Neural Field Theory. Particularly, the diagram shows as example the excitatory

population e of the eirs-NFT model. (C) Complete simulation diagram including the modules of spatial coupling of the

sensory stimulation input and the spatial averaging at the output. The grid in the cortico-thalamic activity block shows

the nodes’ spatial distribution. The location of stimuli is highlighted by the circles in color, representing the standard

deviations of the Difference of Gaussians spatial filter.

https://doi.org/10.1371/journal.pcbi.1008758.g001
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model (see Eq (7) in the Materials and methods section) by changing the value of the connec-

tion gains Gab, being a the receiving population and b the delivering one.

Our model includes a stage for sensory stimuli input (left block of Fig 1C), consisting on

Gaussian white noise along all the spatial extension, v(r,t), to which the stimuli signal u0(r,t) is

added when applied. The stimuli signal location comes from applying a Difference of Gaus-

sians filter to the stimuli signal u(t). A spatial filter acts as a receptive field, with excited and

inhibited areas, on the relay nuclei of the thalamus. Finally, the output is the spatio-temporal

activity of the excitatory population ϕe(r, t), which is averaged in the spatial domain to gener-

ate a simulated EEG-like signal (right block of Fig 1C).

Selection of model parameters for SWS stage

Previous works using the eirs-NFT model were specific for the N2 stage (only SP) [29], or for

the N3 stage only (without SP) [30]. Then, our first goal was to tune the model parameters into

a regime that exhibits both events.

In the eirs-NFT model, the sleep (and awake) stages can be represented as points in a XYZ

space of model parameters, related to physiological connections. Fig 2A shows this space

where the X-axis represents the strength of the intra-cortical connections, higher as sleep deep-

ens. The Y-axis represents the internal thalamocortical connections that have a negative value

during sleep. The more pronounced variations between sleep stages are in the Z-axis, repre-

senting the intra-thalamic connections [30]. In terms of the loop gains, the axes are defined as:

X ¼
Gee

1 � Gei

Y ¼
GesGse þ GesGreGsr

ð1 � GsrGrsÞð1 � GeiÞ

Z ¼ � GsrGrs
ab

ðaþ bÞ
2
;

where α and β are the rising and decaying rate of the synaptic-dendritic potential, respectively.

Then, the position in the XYZ space depends on the model parameters and �
ð0Þ

n .

Furthermore, Fig 2A shows excerpts of the cortical excitatory population activity for N2

and N3 stages, and we traced a trajectory between these two stages using linear interpolation

on the connection strengths. On top of the cortical activity, the root mean square (RMS) value

of the bands shows the higher presence of low-frequency SO activity (orange line) when the

point is at a low Z-value. The SP activity (green dashed line) increases as the point moves

towards more negative values on the Y-axis. Dominant spindle activity is appreciable using the

N2-stage parameters indicated in [29]. The spindle activity decreases as the simulation point

slides along the interpolated trajectory towards the N3 stage, which shows slow-wave sleep

dynamics but not noticeable spindle activity.

We are interested in an intermediate state between N2 and N3. For this, we concentrated

on having energy both in N2 and N3 frequency bands. We obtained this condition in the sec-

ond half of the linear interpolation between N2 and N3. Within this segment, we arbitrarily

selected the point at 2/3 on the N2 to N3 trajectory. Fig 2B shows the linearized model spec-

trums of N2 and N3 stages and three extra points in the interpolation trajectory, including the

2/3 position in the blue-line.

The increase of the steady-state input value (�
ð0Þ

n ) raises the model response in the Z-axis

(Fig 2A), indicating lightness of NREM sleep [30, 32]. Besides, it also increases the power and
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frequency of the SP-band peak (Fig 2C), then a higher steady-state input value facilitates SP

occurrence.

We selected �
ð0Þ

n ¼ 1 s-1 as steady-state input in order to have similar peak amplitudes for

frequency band lobes of both SWS events. The black line in Fig 2C shows the corresponding

spectrum of the chosen simulation parameters. The peak frequency is close to the lower SP fre-

quency with the selected parameters for the connections gains and the steady-state input (see

Materials and methods).

The variation of the input, expected with the addition of stimuli signal, has a high effect in

the relay nuclei activity �
ð0Þ

s , and a less considerable effect in the reticular nucleus activity �
ð0Þ

r ,

and the cortical activity �
ð0Þ

e . Fig 2D displays the relative changes of the loop-gains and the

steady-state of the neural populations for the changes of the steady-state input activity.

Fig 2. Selection of baseline simulation parameters. (A) Trajectories of parameters searching in the XYZ-space.

Selected parameters point indicated with a black diamond; this point is at 2/3 of the interpolation trajectory with

�
ð0Þ

n ¼ 1 s-1. The change of the steady-state input �
ð0Þ

n does not affect the X-axis value. The excerpts duration is 20

seconds, and y-axis ticks indicate 0.01 s-1 around the subtracted average cortical activity. The orange line represents the

RMS value of SO band activity, and the green dashed line is the RMS value of SP band activity. (B) Dynamics of the

model for parameters in the linear interpolation between N2 and N3 sleep stages with �
ð0Þ

n ¼ 0 s-1. The selected point

of parameters is closer to the N3 stage, keeping some additional energy in the SP band compared to the N3 published

parameters [30]. (C) Dynamics of the model while changing �
ð0Þ

n in the selected point of simulation at the interpolation

trajectory. (D) Relative changes with respect to �
ð0Þ

n ¼ 1 s-1 of the loop gains and the neural population’s steady-state

response values for the same cases of panel C. The loop-gain with more change is Ges Gre Gsr. The change of �
ð0Þ

e , Gee,
and Gei are similar and they are the less sensitive to the variation of �

ð0Þ

n

https://doi.org/10.1371/journal.pcbi.1008758.g002
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Enhancement of SWS events on the eirs-NFT model

We searched for changes in the occurrence of the slow-wave sleep events of interest (SO and

SP) when we added stimulation u(t) to the noisy input propagation field ϕn(r, t). Slow oscilla-

tions (SO) were defined to occur every time the signal, representing the cortical activity at the

band 0.5–1.25 Hz, had a negative peak below -40 μV, and a peak-to-peak amplitude higher

than 75 μV. We selected the higher amplitude oscillations at the SO band (see Materials and

methods). On the other hand, sleep spindles (SP) were defined as bursts of oscillations in the

9–16 Hz band.

Fig 3A shows the simulated cortical activity for three different stimulation types: random

(STIM-R), periodic (STIM-P), and closed-loop with a target-phase (STIM-CL). The top panel

shows the simulated cortical activity for the SHAM condition, b(t). STIM-R stimulation deliv-

ers stimuli pulses at random times from a Poisson stochastic process with a mean inter-stimu-

lus time. With STIM-P, the pulses occur at a fixed inter-stimulus period. STIM-CL follows the

ongoing activity at a narrow band delivering a stimulus every time the signal arrives at a tar-

get-phase (see below, section SWS events activity variation with closed-loop stimulation). Fig

3B shows the correspondent scalograms for each time series in Fig 3A, where δ-band activity

(0.5–4 Hz) –that includes SO-band (0.5–1.25 Hz)– is present through all the time. On the

other hand, the SP-band activity (9–16 Hz) occurs at discrete periods, some of them with

enough duration and amplitude to be classified as spindles.

Fig 3C focuses on a smaller time window when two SPs and one SO occur. The vertical

marks in Fig 3A and 3C show the start time point of each stimulus pulse that, in this case, con-

sists of decreasing ramps of 0.1 s duration and 40 a.u. of energy. The horizontal marks in Fig

3A and 3C represent detected SWS events. Their duration and peak-to-peak amplitude have

the distributions shown in Fig 3E and 3F, respectively.

Using the time-averaged scalograms, we calculated the spectrums shown in Fig 3D. We

defined the power difference index, I(SO, SP), as the area between the corresponding STIM con-

dition and SHAM spectrums inside the frequency band of interest, normalized by the sum of

the power of both cases. Then, I(SO, SP) quantifies the differences with respect to the SHAM

case for the frequency bands of interest (see Materials and methods).

Selection of the stimulus pulse characteristics with open-loop stimulation

We characterized the efficiency of different stimulation signals to enhance the occurrence of

slow-wave events. In a first step, we tested stimulus pulse features with the open-loop stimula-

tion (STIM-R and STIM-P). We looked at power differences at the frequency bands of interest

and the number of occurrences of SWS events while changing the shape, the energy, and the

duration of the stimulus pulse. In the following, we will evaluate each of these parameters’

impact on the co-occurrence of SP and SOs.

Changes on SWS events by pulse shape. With STIM-P and STIM-R, the shape, duration,

and pulse energy change the temporal and frequency domain characteristics of u(t). The stim-

ulation frequency also modifies them in the case of STIM-P. We tested for the six shapes in

Table 1, and shown in Fig 4A and 4B, with the same duration (0.1 seconds), keeping constant

the stimulus pulse energy (Ep = 40 a. u.) and the stimulation frequency (0.2 pulses per second).

Fig 4C shows changes in the SO, and Fig 4D shows changes in the SPs. The power difference

index (x-axis: I(SO), I(SP)) and the number of occurrences (y-axis: NSO/min., NSP/min.) are plot-

ted simultaneously for each type of SWS event. The decreasing ramp overpasses the results of

all other shapes in both events and both measurements with significant differences (Welch’s

t-test, p< 0.01).
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Fig 3. External stimuli on the eirs-NFT model. (A) Excerpts from the time series of the stimulation. From top to bottom, SHAM, STIM-R, STIM-P,

and STIM-CL simulations. Vertical bars show stimuli delivery. The detected events above each time series correspond to SOs, and the detected SPs

are below. The dots in the marks of detected events represent intervals of 0.5 seconds. The stimulation parameters are: pulse shape: decreasing ramp,

pulse energy = 40 (a. u.), duration = 0.1 s, target-phase of closed-loop = 45 degrees, closed-loop (STIM-CL) and periodic (STIM-P) stimulation

frequency = 0.85 Hz, random stimulation (STIM-R) times come from a Poisson distribution with λ = 1/0.85 s. (B) Wavelet scalograms of SHAM,

STIM-R, STIM-P, and STIM-CL activity shown in (A). The increase of the SO-power is visible in the scalograms, and the increase of both SWS events

occurrence is notable with their detection in the time domain. (C) Zoom of the box of STIM-CL time series. Top, z-score of x(t), and the detected SWS

events. Middle, signal filtered at the event-bands and at 0.85 Hz for phase detection in STIM-CL. Bottom, comparison of the online detected phase and

the offline phase got by Hilbert transform. (D) Wavelet spectrums calculated by the time average of the scalograms in (B) and the scaled analytical

spectrum. Note that the shadowed area between the curves STIM-CL and SHAM is the numerator in the calculation of I(SO) for STIM-CL (Eq (8)). (E)

Distribution of the duration of detected events with the SHAM, STIM-R, and STIM-P stimulations. (F) Distribution of the peak-to-peak amplitude of

the detected events with the SHAM, STIM-R, and STIM-P stimulations (events extracted from x(t) which has firing rate units).

https://doi.org/10.1371/journal.pcbi.1008758.g003
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The co-occurrence of SP and SO was evaluated using: (i) the conditional probability of

counted co-occurrences given the number of detected spindles, P(C|SP); and (ii) the probabil-

ity of slow oscillations, P(SO). In Fig 4E, a positive result means that P(C|SP) is higher than

P(SO); in other words, that the probability of spindles co-occurring with SOs is higher than

chance. Given this, both ramp shapes (decreasing and increasing) have positive results for the

co-occurrence of events.

Changes on SWS events by duration and energy of stimulus pulse. Other stimulus

pulse characteristics could modify the SWS events measurements. The pulse duration modifies

the influence of stimulation on the frequency domain (narrower stimulus, wider spectral

Table 1. Stimulus pulse shapes.

Shape Energy Epulse Stim. Amplitude

Rectangular A2 D A = 20.00

Gaussian 0.3957A2 D A = 31.79

Rectangular trapezoid 2A2 D/3 A = 24.56

Triangular A2 D/3 A = 34.64

Rising ramp A2 D/3 A = 34.64

Decreasing ramp A2 D/3 A = 34.64

Pulse energy calculation and pulse amplitude to obtain an energy value of 40 (a. u.) for each shape with a duration of

0.1s.

https://doi.org/10.1371/journal.pcbi.1008758.t001

Fig 4. Stimulation results changing the shape of the stimulus pulse with rhythmic stimulation. (A) The tested pulse

shapes are the decreasing ramp (1), rectangular trapezoid (2), Gaussian (3); (B) rectangular (4), triangular (5), and

rising ramp (6). These panels show the pulse shapes with the same Ep. (C) Changes in SOs occurrence by stimulus

shape. (D) Changes in SPs occurrence by stimulus shape. (E) Changes in the co-occurrence of both SWS events by

stimulus shape. The identity-diagonal in (E) represents the chance to explain the temporal coincidences by the time

percentage of SO occurrence.

https://doi.org/10.1371/journal.pcbi.1008758.g004
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response), and changes in I(SO) and I(SP) are expected from rising the pulse energy. We tested

for different pulse duration keeping constant the pulse energy (40 a. u., rectangular pulses in

order to keep the amplitude along the pulse, and avoiding slope changes. Fig 5A–5C), and for

various pulse energies keeping constant the duration (0.1 s, decreasing ramp pulses. Fig 5D–

5F), both by changing the pulse amplitude. Among the tested duration values, the 0.05 s pulse

displays better results for all measurements with statistical significance (p< 0.01), except in

NSP/min. vs. 0.075 s pulses (p> 0.03).

The minimum pulse energy was selected to overpass the input-noise power of 9.67 s-2 per

second in each node. I(SO) and I(SP) increase as the pulse energy rises with statistical differences

at each increase step (p< 0.01), but NSO/min. and NSP/min. detected by stimulation with pulse

energy of 100 (a. u.) are not different from the detected events with pulse energy of 80 (a. u.)

(p> 0.08). These measurements are also not different between the minimum tested pulse

energy and the SHAM condition (p> 0.1). Interestingly, Fig 5D shows a peak of NSO/min. at

60 (a. u.), but without statistical difference from their neighboring pulse energies. The decrease

of NSO/min. with higher pulse energies arises from the impossibility of evoking more SO

events without overlapping them. Regarding the co-occurrence of events, the rectangular pulse

shape of 0.05 s, and the decreasing ramp pulses of 0.1 s with energies above 40 (a. u.) show pos-

itive results in Fig 5C and 5F, respectively.

The overall results of Fig 5 suggest that the best choice is the 0.05 s duration pulse, always

considering that lower duration translates to higher amplitude in order to keep the same pulse

Fig 5. Stimulation results changing one parameter of the stimulus pulse with rhythmic stimulation. Top:(A)

Changes in SOs by pulse duration. (B) Changes in SPs by pulse duration. (C) Changes in the co-occurrence of both

SWS events by pulse duration. Bottom: (D) Changes in SOs by pulse energy. (E) Changes in SPs by pulse energy. (F)

Changes in the co-occurrence of both SWS events by pulse energy. Solid black lines are the average values of SHAM

condition, and dashed lines indicate one standard deviation. Each column shares the same horizontal axis labels. The

identity-diagonal in (C), and (F) represents the chance to explain the temporal coincidences just by the time

percentage of SO occurrence.

https://doi.org/10.1371/journal.pcbi.1008758.g005
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energy, which in turn must be enough to overpass the intrinsic activity. Nevertheless, optimal

results are found without need to rise over a six-fold value of the intrinsic power per second.

When exploring the stimulation frequency using a decreasing ramp of 0.1 seconds, we

found no statistical differences between frequencies in the 0.5–1.25 Hz range (see S2 Fig).

Stimulation with pulses at random intervals (STIM-R) has very similar effects of periodic

pulses (STIM-P), except for a higher NSO/min. with STIM-P than STIM-R (see the first row of

Fig 5 and the second row of S3 Fig). Nevertheless, the results keep the same order between the

characteristics variation. Thus, the difference of effects in Fig 5 comes from the pulse charac-

teristics and not from the stimulation periodicity.

SWS events activity variation with closed-loop stimulation

Next, we asked whether the phase of the ongoing activity could influence the power and the

number of slow-wave sleep events at the moment of the stimulus onset. To answer this, we

implemented a closed-loop stimulation protocol. Here, the stimulus pulse is applied when the

inverse-notch filtered signal arrives at a particular target phase (see Fig 6A and Materials and

methods section). Our phase detector uses a fixed frequency of the ongoing activity, and 0.85

Hz has been used in other closed-loop implementation as the central frequency of a phase-

locked loop (PLL) stage [33, 34].

We applied the decreasing ramp stimulation pulses of 0.1 s duration and Ep = 40 (a. u.) in

the three stimulation cases: STIM-P, STIM-R, and STIM-CL. STIM-CL was further divided

into STIM-CL 0 (stimulus onset when the phase of slow oscillations arrives at 0 degrees; the

upside cross-zero point), STIM-CL 45 (45 degrees) and STIM-CL 90 (90 degrees; up-peak of

the slow oscillation).

The STIM-CL 0 case outperforms the other two closed-loop stimulations in all the measure-

ments as shown in Fig 6B–6D, with statistical significance in I(SP) and P(SO) (p< 0.01 Welch’s

independent t-test if both cases pass Shapiro, otherwise Wilcoxon test, see S1 and S2 Tables for

all t-values and p-values). The STIM-CL 0 case is also statistically different from STIM-CL 90

for I(SO).

In relation to the open-loop stimulation cases, STIM-CL 0 outperforms STIM-P and

STIM-R in I(SO) (p< 0.01 vs STIM-P), I(SP) (p< 0.01 vs STIM-R) and NSP/min. Interestingly,

STIM-P outperforms all other stimulations in NSO/min. but is only statistically different with

STIM-R. These results probably come from the zero chance in STIM-P of two pulses occurring

with an inter-pulse interval less than the stimulation frequency period.

The co-occurrence of events shows positive results in Fig 6D for all stimulation cases.

STIM-P and STIM-CL 0 are very similar in the P(SO) versus P(C|SP) plane, but this plot does

not say anything about the timing of occurrence of these temporal coincidences.

Timing of SWS events occurrence

A higher occurrence, or higher power of slow-wave events, may not be enough to enhance

memory consolidation [35]. The relative timing of occurrence between SPs and SOs also play a

role, with SPs being expected to be nested in the up-phase of a slow oscillation. Fig 7 shows his-

tograms of the time delays between the SO’s down-peak and the center of the SP from coinci-

dent events. Fig 7 also displays the average amplitude of the SOs, taken from x(t), showing

how the timing of the centers of the SPs are related to the down- and up-phase of SOs.

The histograms in Fig 7 include all coincident events from the total simulation time per

stimulation condition. All stimulation conditions produce more SPs at the up-peak of SOs.

Moreover, STIM-CL 90 condition is statistically different to the STIM-CL 0 and SHAM cases

(Kolmogorv-Smirnov test, p< 0.05, see Table 2). SPs’ timing distribution from STIM-CL 45 is
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also significantly different from the SHAM distribution (p< 0.01). Other significant differences

(p< 0.05) are STIM-R vs. SHAM, and STIM-R vs. STIM-CL 0. The STIM-CL 45 and STIM-CL

90 show better SPs’ timing, but the co-occurred events and the other measurements are higher

with STIM-CL 0. Then, STIM-CL 0 is the best among the tested cases of stimulation.

Fig 6. Closed-loop stimulation driver and results with different stimulation type. (A) Diagram of the closed-loop driver. The phase of a

specific frequency from output signal x(t) triggers the pulse generator when it arrives at the target-phase. At the bottom, changes in SWS

events at a desired phase closed-loop stimulation, STIM-P, and STIM-R. (B) Changes in the SOs number of events and power index I(SO).

(C) Changes in the SPs number of events and power index I(SP). (D) Changes in the co-occurrence of both events. The identity-diagonal

represents the chance to explain the temporal coincidences just by the time percentage of SO occurrence.

https://doi.org/10.1371/journal.pcbi.1008758.g006
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Further, inter-stimuli interval distribution is different between the simulation cases (see S5

Fig). A stimulus modifies the ongoing activity, increasing the activity slope, even when the

pulse is delivered nearer to the up-peak. Then, STIM-CL 45 and STIM-CL 90 delay the peak

occurrence, thus needing more time to detect the same target phase again. Moreover, the

Fig 7. SO down-peak locked results with different stimulation type. Changes in the temporal occurrence of SWS

events at the three closed-loop stimulation conditions. The histograms of spindles occurrences consider the entire

simulation time per each stimulation type. The left vertical scale indicates the number of spindles with the center at the

time delay from the SO down-peak indicated in the horizontal axis. The averaged time series at the top come from all

detected SOs and all simulations using a decreasing ramp pulse, with pulse energy = 40 (a. u.), duration = 0.1 s,

stimulation frequency, and central frequency for phase extraction = 0.85 Hz. For each stimulation condition, the

simulation duration was fixed to 180/0.85 (� 212) seconds producing the following number of pulses: STIM-CL0: 936;

STIM-CL45: 815; STIM-CL90: 755.

https://doi.org/10.1371/journal.pcbi.1008758.g007

Table 2. Statistical test results of spindles occurrence distribution.

SHAM STIM-R STIM-P STIM-CL 0 STIM-CL 45 STIM-CL 90

Co-occurrences 77 267 304 317 267 263

SHAM - �0.011 0.116 0.173 ��0.008 �0.015

STIM-R - - 0.115 �0.032 0.509 0.868

STIM-P - - - 0.840 0.367 0.116

STIM-CL 0 - - - - 0.137 �0.026

STIM-CL 45 - - - - - 0.638

Kolmogorov-Smirnov test p-values from searching for dissimilarity on the distribution of time-delay from the down-peak of the coincident slow oscillations and

spindles. The mark ‘�’ indicates p< 0.05, and ‘��’ indicates p< 0.01.

https://doi.org/10.1371/journal.pcbi.1008758.t002

PLOS COMPUTATIONAL BIOLOGY Stimulus parameters enhancing slow wave sleeps events

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1008758 July 30, 2021 13 / 28

https://doi.org/10.1371/journal.pcbi.1008758.g007
https://doi.org/10.1371/journal.pcbi.1008758.t002
https://doi.org/10.1371/journal.pcbi.1008758


distribution of delays of the SP centers in Fig 7 shows more presence of spindles after the SO

up-peak with STIM-CL 45 and STIM-CL90, indicating that the phase of pulse delivery makes

changes in the SO and SP timing.

Discussion

In this study, we used a neural field model with thalamocortical populations to represent the

SWS activity. We then explored the parameter space to maximize the occurrence of the SWS

events (SOs and SPs), maximizing their frequency power and co-occurrence. In the open-

loop, among different pulse shapes, we propose the decreasing ramp pulse, with a pulse dura-

tion of 50ms, as the one maximizing the SWS features. On the other hand, the closed-loop

stimulation, with stimulus applied at zero degrees of the ongoing activity (filtered at a specific

frequency), increases the power and the number of both SWS events, together with their co-

occurrences. Here, we analyze in detail the advantages and limitations of our contribution.

Selection of stimulation parameters

This research asks which stimulation pattern is effective in raising the power of slow-wave

sleep events, consequently increasing the SP and SO occurrences. Moreover, we were also

interested in maximizing the co-occurrence of SP with the up-peak of SO.

Our most significant result is that a pulse of 0.05 seconds with decreasing ramp shape maxi-

mizes the power and number of both SWS events. The features of the stimulation pulses deliv-

ered with STIM-P that result in higher I(SO), I(SP), NSO/min., and NSP/min. are also above the

diagonal of chance in the plane P(C|SP) vs P(SO). It is interesting to note that in experimental

acoustic stimulation studies, the pulse duration was 50 ms [3, 33, 36], a right choice following

our results for pulse duration.

The pulse energy must be higher than the intrinsic activity. Following our results, the pre-

ferred energy value is 60 (a. u.). However, the translation of this energy value to a physical mea-

surement of sensory stimulation is difficult. Thus, the useful recommendation is to use an

energy value around six times the intrinsic EEG activity power per second.

To achieve SPs’ precise timing at the up-peak of SOs, STIM-CL 45 and STIM-CL 90 condi-

tions significantly differ in the timing distribution compared with the SHAM condition. The

evoked response’s effect (see S1 Fig) shifts the signal’s peak, mainly because the activity slope—

which was about to reach zero—increases up to the following maximum. On the other hand,

the stimulus generates a burst activity at the thalamus that could last enough to cause cortical

SPs. These responses on both brain regions could justify the change of the timing distribution.

However, the STIM-CL 0 condition provides a better result in power and number of events

than STIM-P except in NSO/min. as shown in Fig 6B, and with the higher number of co-occur-

rences indicated at Table 2. Morevoer, the STIM-CL 0 condition actually shortens the inter-sti-

muli interval.

The pulse shape and its onset amplitude reshape the SWS events response. The shape

of the stimulation pulses had small relevance in the previous neuro-stimulation works [37].

One probable cause is the technical difficulty of performing the stimulation following a partic-

ular shape-wave with precision in short duration times. For example, the triangular shape in

Fig 4A and the Gaussian shape in Fig 4B may be indistinguishable from each other if the stim-

ulation device has a small sampling rate. However, it is essential to consider that the mean fir-

ing rate from all neural populations does not represent the modulated amplitude of the

sensory pulse linearly.

In any case, and regarless of the amplitude modulation, the pulse shapes in this work may

represent variations in the firing response from different populations; each shape producing a
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different outcome from the thalamocortical system (see S4 Fig). Then, the rectangular shape

relates to constant firing response. The rectangular trapezoid and the decreasing ramp are

responses with short-term adaptation [38]. The Gaussian and triangular relate to a set of het-

erogeneous populations with different time-lag for the response’s start. Finally, the rising

ramp, less naturalistic, could be seen as an exaggeration of the sequential response of time-

lag populations. The presented shape of firing response includes the external sensory noise,

but it excludes the variation by other brain internal sources, which is assumed the input noise

ϕn(r, t).
At the cellular level, the work of Pyragas et al. [39] demonstrates that using Pontryagin’s

maximum principle (a control theory formulation), a bipolar bang-off-bang waveform is opti-

mal for the entrainment of a neuron to a specific frequency. This waveform type is not suitable

for sensory stimulation, because a sensory stimulus affects excitatory and inhibitory neuronal

populations at the same time [40]. With basis on the receptive fields of the visual perception

system and with the assumption of the stimulus independence from the constant variance

Gaussian noise input [41], we used a difference of Gaussians as a spatial filter of the simulated

sensory input.

Different pulse shapes could generate benefits for stimulating during sleep, like soft slopes

for avoiding abrupt sensory inputs of high prediction error and contrast-dependent temporal

dynamics. A sudden stimulus is detrimental in sleep by evoking non-desired arousal. How-

ever, the results for inducing SPs and SOs were better when each pulse began with a high

amplitude (see also S3 Table). The decreasing ramp shapes produce more beneficial and nota-

ble changes for both SWS events. In the same direction, small duration pulses with higher ini-

tial amplitude for keeping the same pulse energy show a higher increase in the power of both

SWS events bands and a higher NSP/min. in Fig 5B. Furthermore, the rising ramp (time-mir-

rored version of the decreasing ramp) results in Fig 4D have the lowest performance of the

tested shapes. These results suggest high relevance of the onset amplitude and the intrinsic

phase of the stimulus pulse. Secondary effects of these stimuli, such as non-desired arousal,

will have to be experimentally determined.

Results-driven by the model dynamic linear and non-linear effects

Mean-field models of the brain activity relay in two assumptions: The average population

dynamics are similar to one neuron dynamics, and the average is enough statistic to character-

ize the population activity [27, 42]. Further, the output activity of a mean-field neural popula-

tion depends on the dynamics (see Eq (1) in Materials and methods) and statistics of the

incoming signals (Eq 4). In addition to the u(t) dynamics, the input activity’s statistics could

play a role on the output dynamics of the model.

As in previous works of the Neural Field Theory [28–30, 32], we use Gaussian white noise

as input, which provides the linear impulse response of the model. The noisy input activity

represents the net contribution from other sources as the basal ganglia, brainstem, and periph-

eral nervous system [30]. At the minute scale, variations from the average input value come

from these region’s activity rather than modifications to the connection’s strengths. In our

simulations, we used a permanent average value for the noisy input.

We superimpose a pulse train in this approach, modifying the input mean value, and its

variance. Still, the steady-state results in Fig 2C do not predict all the dynamic effects produced

by adding a pulse train at the model’s input.

The most noticeable difference from the expected results with the steady-state approxi-

mated response appears when the tested stimulation parameter is the pulse energy. Fig 5D and

5E show that with the rise of pulses energy, there is an increase in the power of both SWS
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events bands. The increase of I(SO) is opposite to the expected result from Fig 2C when the

steady-state input rises. This increase in power does not come only from the periodicity of

stimulation. The random stimulation also increases the event’s bands’ power similarly (see S3

Fig). Moreover, in conjunction with results in S2 Fig, a specific stimulation frequency may not

be too relevant for enhancing the power of both SWS events. It is also important to note that

there are no significant differences in the results between STIM-R simulations.

Another possible way to change the input signal’s statistics, and consequently its steady-

state value, is by modifying their spatial characteristics. The coupling with sensory regions

could matter to get results and predictions with sensory stimulation. However, the nodes’ posi-

tion in our model does not have a particular relation with a cortical region. Results from har-

monics studies [43, 44] make it possible to assign a physiologically-related topography in

future works. Consequently, the results reported here are not related to a particular sensory

type; they are general in how the increase of activity in a delimited region could modify the

whole system’s output.

More work is needed to consider non-linear effects that surpass the expected response

using the linear approximation to explain the obtained results with stimulation. The use of

modern control techniques [45], and the integration of information theory measurements [46]

could provide a better analytical approximation of the results than traditional linear systems

analysis.

Relation to similar computational works

The work of Schellenberger et al. [10] tries to reproduce in a neural-mass model the experi-

mental results from Ngo et al. [3] with closed-loop stimulation. They recover the experimental

results using two external calcium-dependent currents and an anomalous rectifier current

responsible for the waxing and waning structure of the spindle oscillations. The authors

employed the same neural populations of eirs-NFT with one additional connection, the auto-

connection of the thalamic reticular nucleus, and two additional noise inputs to the cortical

populations. Similar to our approach, the sensory stimulation (80 ms square pulses with ampli-

tude of 70 s-1) is added to the noise input of the relay nuclei. The simulation results show high

similarity with the SO band’s experimental ones on amplitude and timing, but differences in

the SP band activity’s timing.

Wei et al. [26, 47, 48] tested several ways of closed-loop stimulation, including the protocol

of Ngo et al. [3], in a cellular level model. Their results showed that the correct spatio-temporal

localization of stimuli could facilitate the replay of a cortical sequence associated with the stim-

ulation site, pointing to the need for peaks nesting for strengthening the neural connections.

For this purpose, they propose stimuli application at the end of the SO’s down-state, near the

start of the SO up-state (0˚ by sine reference), almost matching with our stimulation target-

phase proposal.

Relation with experimental works and further work

Non-invasive methods of neural system stimulation operate at large spatial scales, and they

can be by direct application of electrical or magnetic fields or by the use of sensory stimuli to

modify neural activity [37, 49]. The non-invasive techniques are under active-research because

of the potential clinical applications in humans. Several works [17, 18] tried to enhance the

SWS activity to achieve memory improvements. There were applications of olfactory [50, 51],

auditory [3, 33], and tactile stimuli [52] with similar or even better results than direct stimula-

tion [53–59].
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Following the discoveries from previous works of Ngo et al., the application of stimulus at a

precise phase of the ongoing cortical activity [3] produces better behavioral results than rhyth-

mic stimulation [36, 60]. Another result of the same authors shows that the application of

more than two consecutive pulses does not improve physiological outcomes [61]. These results

suggest the presence of mechanisms that prevent an over-driving of SO activity, which could

be present in our case given a similar increase of I(SO) but lesser NSO/min. with STIM-R (see S1

Fig). A recent work [35] shows that this closed-loop stimulation pattern does not always

enhance memory consolidation even with the increase of the power of the SWS events. Fur-

thermore, based on the stimulation protocol of Ngo et al. [3], the recent work [62] identifies

the phase at which the amplitude of SO increases, also observing an increase in the SP quantity

and amplitude. They encountered the SO up-peak, or 90˚, as optimal timing for stimuli

application.

Phase detection for closed-loop stimulation depends on the selected SO frequency band.

Pulse stimulation at the SO rising slope increments its frequency power [3, 33], which was also

observed in our results for the three closed-loop conditions studied (see I(SO)). However, pre-

cisely determining the signal phase to stimulate either at zero-cross, or peak, highly depends

on the selected SO frequency band.

Our results show that the shape, energy, and application phase of the stimulation pulses

modifies the power and occurrence of SWS events. On the framework of EEG, these stimuli

parameters are often neglected in sensory event-related potential (ERP) analysis, given the

confounds with attention in awake experimental studies [63] and the incomplete knowledge

about the codification pathways of sensory information. Despite this, the stimuli used in this

work represent incoming firing responses to the thalamus, not the sensory stimuli properly.

However, these stimulation characteristics are under research for neural implants, and direct

stimulation [64]. In contrast to in-vivo works, one limitation of our work is the assumption of

a steady-state of the sleeping brain during the entire simulation time, ignoring the changes

known to occur within the same sleep stage. Finally, the selected stimulation parameters need

experimental verification to correlate with memory task performance.

Conclusion

The neural field model can reproduce SWS activity with the occurrence of slow oscillations

and sleep spindles. Rhythmic, random, and closed-loop stimulation was applied using this

model to enhance the SWS events. Closed-loop stimulation, with stimulus applied at zero

degrees as target phase of the ongoing activity filtered at a specific frequency, increases the

power and the number of both SWS events, together with their co-occurrences. Also, closed-

loop stimulation at other target-phases changes spindle timing with respect to the down-peak

of slow oscillations. Our results indicate that the number of slow oscillations decreases when

the stimulation pulse energy surpasses more than six times the background noise power per

second. On the other hand, increasing the stimulus energy increases the SPs’ power and their

number of occurrences. The stimulus that promotes a higher occurrence of both events is the

decreasing ramp shape with a duration of 50 ms applied at target-phase zero of closed-loop

stimulation.

Materials and methods

Large-scale brain model: Neural field theory

Neural field theory represents the the activity of a whole population of neurons as its mean fir-

ing rate. Spatial propagation can then be calculated to obtain the spatio-temporal evolution of

neuronal activity [27].
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Thalamocortical interactions can be modeled using Neural Field Theory, where both corti-

cal and thalamic regions are each represented by a pair of excitatory and inhibitory neural pop-

ulations. The populations relate to known structures. In the cortex, the excitatory population e
corresponds to the pyramidal neurons, while inhibitory population i represents the inter-neu-

rons. In the thalamus, the excitatory population represents the relay nucleus s of incoming sen-

sory information. Similarly, the thalamic inhibitory population represents the reticular

nucleus r. Fig 1A (see Results) schematizes the connections between the four populations in

the eirs-NFT model.

The dynamics of the mean soma voltage, Va, of the neural population a, with incoming

activity from another population b (with a, b being elements of the set of neural populations

p = {e, i, r, s}) is represented as (see also Fig 1B)

1

ab

d2Vaðr; tÞ
dt2

þ
1

a
þ

1

b

� �
dVaðr; tÞ
dt

þ Vaðr; tÞ ¼
X

p

nab�bðr; t � tabÞ; ð1Þ

where α is the inverse of the decaying time of the impulse response, and β is the inverse of the

rising time of the impulse response. Both parameters shape the post-synaptic-dendritic

response. νab is the strength of the connection from population b to a, and its sign determines

whether the connection is excitatory (positive connection strength) or inhibitory (negative

connection strength). τab is the propagation delay between the populations a and b. Then, the

model uses a sigmoid function to convert the soma voltage into the firing rate population

response, Qa, as follows

Qaðr; tÞ ¼ S½Vaðr; tÞ� ¼
Qmax

1þ exp ð� ðVaðr; tÞ � yÞ=srÞ
; ð2Þ

where Qmax is the maximum firing response, and the sigmoid function approximates the nor-

mal cumulative probability distribution of the firing threshold voltage with mean θ and stan-

dard deviation σ where sr ¼ s
ffiffiffi
3
p

=p.

The spatial propagation of the firing response only applies to the excitatory population e,
the one with axons long enough for making it relevant [28]. It is expressed as
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where γe = ve/re is the temporal damping coefficient for pulses propagating at a velocity ve
through axons with a characteristic range re. For the other populations, ϕa(r, t) = Qa(r, t).

The expressions Eqs (1)–(3) govern the dynamics of each neural population. Their parame-

ters are physiologically related values [28] and are listed in Table 3. Note that the subscripts of

the parameters follow the order: ‘input to’—‘output from’. Fig 1B (see Results) represents the

connections inside a population and relationship between the variables.

Table 3 presents the parameters used in our simulations of SWS activity on the eirs-NFT

model.

Linear transfer function and loop-gains. To calculate the spectrum of the system’s lin-

ear approximation with diverse sets of connections strengths, we used the steady-state solu-

tions of the Eqs (1) and (3). The steady-state solution of the corticothalamic model comes

from setting all temporal and spatial derivatives to zero. Defining �
ð0Þ

e and �
ð0Þ

n as the steady-

state value of the cortical neural population and the input, respectively, the steady-state
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solution [29] is

S� 1½�
ð0Þ

e � � ðnee þ neiÞ�
ð0Þ

e ¼ nesS½nse�
ð0Þ

e þ nsrS½nre�
ð0Þ

e þ ðnrs=nesÞðS
� 1½�

ð0Þ

e � � ðnee þ neiÞ�
ð0Þ

e Þ� þ nsn�
ð0Þ

n �: ð4Þ

We searched the steady-state solutions that accomplish Eq (4) using the function fsolve of

Matlab with an initial value for �
ð0Þ

e ¼ 10 s-1.

The linear approximation of the sigmoid function in Eq (2) uses its Taylor’s serie expansion

Qaðr; tÞ ¼ Qð0Þa þ raðVaðr; tÞ � Vð0Þa Þ þ O
2; ð5Þ

where ρa is the slope of the sigmoid function evaluated at Vð0Þa , the steady-state soma voltage of

the population a. Note from Eq (3) that, in the steady-state, �
ð0Þ

a ¼ Q
ð0Þ
a and we can treat each

variable of the model as the perturbation from their steady-state value, reducing the above

expression to

�aðr; tÞ ¼ Qaðr; tÞ ¼ raVaðr; tÞ: ð6Þ

Table 3. Parameters selected for SWS with spindles.

Symbol Value Unit

α 45 s-1

β 186 s-1

τ0 0.085 s

re 0.086 m

γ 116 s-1

Qmax 340 s-1

σρ 0.0038 V

θ 0.01292 V

νee 5.54 mVs-1

νei -5.65 mVs-1

νes 1.53 mVs-1

νre 0.286 mVs-1

νrs 1.12 mVs-1

νse 2.69 mVs-1

νsr -1.73 mVs-1

νsn 9.22 mVs-1

�n ¼ �
ð0Þ

n
1 s-1

SD(ϕn) 3.11 s-1

Parameters of the model used in all the simulations. The first three parameters correspond to the synaptic-dendritic

and soma-voltage dynamics Eq (1)). Qmax, σρ, and θ are parameters related to the activation function of the firing

response (Eq (2)). re and γ are parameters of the spatiotemporal propagation (Eq (3)). The following eight parameters

are the connection strengths between the neural populations. Finally, the two last parameters are the mean and

standard deviation (SD) of the Gaussian white noise input.

https://doi.org/10.1371/journal.pcbi.1008758.t003
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Taking the Fourier transform of Eqs (1), (3) and (6), and rearranging and eliminating ϕr
and ϕs, leads to the system’s spectrum with output ϕe, and input ϕn [29, 30].

�eðk;oÞ
�nðk;oÞ

¼
L2GesGsn exp ðiot0=2Þ

ð1 � LGeiÞð1 � L2GsrGrsÞðd � k2r2
e Þ
; ð7Þ

d ¼ 1 �
io
ge

� �2

�
1

1 � LGei

GeeLþ ðGesGseL2 þ GesGreGsrL3Þ exp ðiot0Þ
1 � L2GsrGrs

� �

;

where Gab = ρaνab is the gain of the connection ab, and L is an abbreviation for L(ω), the recip-

rocal of the Fourier transform of the operators applied to Va(r, t) in Eq (1) and expressed as

LðoÞ ¼ 1 �
io
a

� �

1 �
io
b

� �� �� 1

:

The linear approximation in Eq (7) uses a reduction of the model parameters with the same

incoming connection strengths for the excitatory and inhibitory populations of the cortex, i. e.

the connection strength νee = νie, νei = νii, and νes = νis. The gray arrows in Fig 1A represents

the gain loops in Eq (7); Gei becomes an additional loop gain with the reduction of parameters.

Further, the non-zero propagation delays considered in Eq (7) only correspond to the ones

between the corticothalamic and thalamocortical populations, τes = τse = τre = t0/2.

Spatial coupling of stimuli input. The eirs-NFT model uses spatio-temporal variables,

but our stimuli input is a single-channel time series. To give the stimuli a spatial representa-

tion, the signal goes through the sensory input module (the block at the left of Fig 1C in

Results). We formed a receptive field using a Difference of Gaussians (DoG) spatial kernel:

u0ðr; tÞ ¼
uðtÞ
ffiffiffiffiffiffi
2p
p

sE
exp

ðr � mrÞ
2

s2
E

� �

�
uðtÞ
ffiffiffiffiffiffi
2p
p

sI
exp

ðr � mrÞ
2

s2
I

� �

:

The spatial filter is centered at an interior node μr(x = 7, y = 7) of the square sheet of 256

nodes with positive standard deviation σE = 1 and negative standard deviation σI = 2. The cho-

sen center and standard deviations values avoid the grid boundaries.

Before entering the thalamocortical model, we added Gaussian white noise, v(r, t), forming

the potential field of the nth population, ϕn(r, t).
Simulation procedure. We solved the model dynamics in Eqs (1)–(3) using the Euler’s

integration method with a time step h = 10−4 seconds, and a uniform sheet of N = 256 equidis-

tant nodes in a square cortex of 0.5 meters per side using periodic boundary conditions (toroi-

dal boundary conditions). The model was implemented on Matlab, and it is available on

https://github.com/mjescobar/SWSNeuralField. The simulations were performed on a com-

puter running Ubuntu Server 18.04 with a double Xeon E5–2630 v4 processor.

Each simulation lasts 910 seconds. We performed five simulations for every tested stimula-

tion pattern u(t), each with a different random number generator seed, giving a total of 4550

seconds per stimulation case. The stimulation started after the first 5 seconds and stopped

before the last 5 seconds in open loop stimulation. The initial conditions of neural populations

variables come from a previous 6-second simulation with initial conditions equal to zero, and

without stimulation.

We stored the output cortical activity ϕe(r, t)), and the input signal ϕn(r, t) with a sampling

frequency of 100 samples per second.
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We obtained an EEG-like signal, x(t), spatially averaging the output activity for all time

points, and then we subtracted its temporal mean value

xðtÞ ¼
1

N

X

r

�eðr; tÞ � ��eðr; tÞ;

where r is the grid position, N the number of nodes, and ��eðr; tÞ the average of the cortical

activity (see Fig 1C, module at the right).

Event detection in the time domain

We detected the slow-wave sleep events (slow oscillations and sleep spindles) from the output

signal of the complete model. In the following, we refer as x(t) to the output signal of the stim-

ulation cases (STIM), while b(t) represents the output signal of the non-stimulation cases or

SHAM condition.

Detection of slow-oscillations events. As our EEG-like signal, x(t), is not in voltage,

we cannot use the classical method to detect SOs in EEG recordings. The classical method

establishes SOs every time the signal has a negative peak below -40 μV, and a peak-to-peak

amplitude higher to 75 μV. As an alternative, we searched for events with time-lengths

between 0.8 and 2 seconds (frequency: 0.5–1.25 Hz) [3], and we kept the higher amplitude

oscillations.

The detection of SOs is based on the search for high amplitude oscillations in a delta-band

sub-region. First, we filtered the signal in the SO frequency band (0.5–1.25 Hz, Chebyshev

type I filter, fourth-order, 10−6 dB allowed ripple, zero-phase lag). Second, we used the z-score

of the filtered signal for searching the zero-crossing points. Later, we applied a threshold to the

filtered signal, and we searched for negative peaks below the arbitrary low value of −10−6 s-1.

Using the zero-crossing points, we calculated the peak-to-peak amplitude for the single oscilla-

tions that underpass the negative peak threshold. Finally, slow oscillations are confirmed if the

peak-to-peak amplitude is higher than 1.25 times the baseline peak-to-peak amplitude average.

Detection of sleep spindles. Spindles are bursts of oscillations in the 9–16 Hz band. To

detect them, we normalized each simulated output x(t) by the mean and variance of their cor-

responding b(t) signal. The results are single-channel time series expressed as z-scored EEG

registers for each simulation. Then, we computed the RMS value of the z-score x(t) filtered in

the SPs frequency band (9–16 Hz, Chebyshev type I filter, fourth-order, 10−6 dB allowed ripple,

zero-phase lag) and applied an amplitude threshold for the automatic detection of SPs [23, 65].

The RMS value calculated at each sample uses a 0.2 s window length, and we also smoothed it

with a Hamming window of the same time length [66]. SPs are then detected every time the

signal exceeds a detection threshold of 1.25 standard deviations of the RMS value of the filtered

baseline signal.

Counting of co-occurrent events. We defined co-occurrence of events every time SOs

and SPs overlap by at least 250ms. The counting process of co-occurrences uses tagged events

to avoid duplication. We also extracted the time percentage of occurrence of SOs, SPs, and co-

occurrences. From here, we use the identifier NSO for the number of slow oscillations, NSP for

spindles, and NC for co-occurrence of events.
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Power increases in the event’s frequency bands

We define the scalogram power difference index (I(j)), which relates the power of the oscilla-

tions in the jth frequency band as Eq (8)

IðjÞ ¼

P
s2sj

P
t2T jSxðs; tÞj � jSbðs; tÞj

P
s2sj

P
t2T jSxðs; tÞj þ jSbðs; tÞj

; j ¼ SO; SP ; ð8Þ

where Sx(s, t) is the STIM register scalogram, Sb(s, t) is the baseline or SHAM register scalo-

gram. sSO comprises the scales inside the 0.5–1.25 Hz spectrum related to slow oscillations and

the sSP the range of scales correspondent to the frequency range of the sleep spindles of 9–16

Hz. T is the total simulation time.

We used the Morlet wavelet in the scalogram computation. This wavelet shape is a Gauss-

ian-modulated complex sinusoid with template C(t) = A exp (−t2/(2σ2)) exp (jω0t). The

mother wavelet has central frequency ω0 = 15, using scaling factors, that result in a frequency

resolution of 300 scales related to a starting frequency at 0.1 and ending at 30 Hz. The scales

are equally distanced in a logarithmic range [67].

Closed-loop phase-lock driver

The closed-loop stimulation requires the on-line detection of instantaneous phase of the ongo-

ing activity, to apply stimuli at the target phase. For this, we filtered x(t) with an IIR inverse-

notch filter for ω0 = 2πf0h with poles z = {0.9999exp(±jω0), 0}, and zeros z = {−1, −1, 1}, consid-

ering a scaling factor of 10−4. In addition, we extracted the envelope of the filtered signal at

each sample to normalize itself. The envelope detector (see Fig 6A in Results) has three stages:

(i) We detected the peaks of the rectified signal using its absolute value. (ii) We exponentially

decreased the peak value, with a decay rate of 12.5 s-1, until the detection of a new peak or the

reaching of the limit of a sample counter. (iii) We normalized the filtered signal with the cur-

rent envelope value at each sample.

On the normalized signal, z(t), an additional IIR filter gets its π/2 shifted-phase version y(t).
This shift-phase filter has the poles z = {0.9999exp(±jω0), 0.999}, and zeros z = {−0.5 exp

(±0.495π), −0.9}. The filter scaling factor is the half quotient of the sum of the denominator

coefficients over the sum of the initial numerator coefficients.

The calculated atan(y(t)/z(t)) gets the phase in the range (-π/2, π/2). We translated the

phase to the range (0, 2π) or (0,360) using a cross-zero detector applied to the shift-phased

signal.

The stimulus pulse generator is triggered when the phase arrives inside a hysteresis window

of ε = ±9 degrees (±5%) around the desired target-phase. The trigger waits for the phase 1.9

radians or 342 degrees to be reached before resetting for the next pulse application.

We applied the stimuli at a specific target-phase of a particular frequency in the closed-loop

condition. The signal goes through a narrow band-pass filter and we detected the instanta-

neous phase with the arc-tangent with an online π/2-shifted phase filtered version of the nar-

row band signal. We normalized the amplitude of the signal before the arc-tangent by the

envelope amplitude. The envelope value came from a peak detector, where the peak value

decreases exponentially with a decay rate of 12.5 s-1 until the detection of a new peak.

Statistical tests

We tested for normality of each set of results for each stimulation pattern with the Shapiro-

Wilk test.
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To compare between pairs of stimulation patterns following a normal distribution, we used

the Welch’s t-test. On the contrary, when at least one pattern does not follow a normal distri-

bution, we used the Wilcoxon signed-rank test. We used the Kolmogorov-Smirnoff test for the

similarity between the distributions of time delays between the down-peak of the slow oscilla-

tion and the center of the coincident spindle.

All the statistical analysis were implemented using the library scipy.stats 1.5.2 in Python 3.7.

Supporting information

The supporting information contains results by other stimulation frequencies, random stimu-

lation results not plotted in Figs 4 and 5, tables with values from statistical tests, and plots of

the obtained results versus the onset amplitude of the stimulation pulses.

S1 Fig. Evoked response potential. Average activity of the cortical activity from simulations

with different stimulus shapes. The subtracted baseline is selected from -450 ms to the stimuli

onset. The stimulus onset is marked with the bold vertical line and the stimulus turnoff is

marked with the dashed line. Shapes: (A) decreasing ramp (1), rectangular trapezoid (2),

Gaussian (3); (B) rectangular (4), triangular (5), and rising ramp (6).

(PDF)

S2 Fig. Power and events changes by different stimulation frequency. (A) Changes by stim-

ulation frequency on SO measurements. (B) Changes by stimulation frequency on spindles

measurements. (C) Changes by stimulation frequency on probabilities of coincident events.

(D) Changes by different mean λ of random stimulation on SO measurements. (E) Changes by

different mean λ of random stimulation on spindles measurements. (F) Changes by different

mean λ of random stimulation on probabilities of coincident events.

(PDF)

S3 Fig. Power and events changes by random stimulation. Top:(A) Changes by shape in SO.

(B) Changes by shape in spindles. (C) Changes in the probability of co-occurrence by shape.

(D) Changes by pulse duration in SO. (E) Changes by pulse duration in spindles. (F) Changes

by pulse duration in the probability of co-occurrence. (G) Changes by pulse energy in SO. (H)

Changes by pulse energy in spindles. (I) Changes by pulse energy in the probability of co-

occurrence.

(PDF)

S4 Fig. Correlation of SWS events changes with the initial amplitude of the stimulation

pulses. (A) Onset amplitude of stimulus vs I(SO). (B) Onset amplitude of stimulus vs slow oscil-

lations. (C) Onset amplitude of stimulus vs probability of co-occurrence of events. (D) Onset

amplitude of stimulus vs I(SP). (E) Onset amplitude of stimulus vs spindles. (F) Onset ampli-

tude of stimulus vs conditional probability of co-occurrence respect to the occurrence of spin-

dles.

(PDF)

S5 Fig. Inter-stimuli intervals. Histograms of time between delivered pulses in each condi-

tion: (A) STIM-R, (B) STIM-CL 0, (C) STIM-CL 45, and (D) STIM-CL 90. The bar of STIM-P

is plotted as reference of the central frequency 0.85 Hz, the value of the probability distribution

is higher than 5. The mode of the STIM-R interpulse is below 0.5 seconds. The statistical mode

on the inter-stimuli increase as the target-phase of the closed loop increases. The statistical

mode for STIM-CL 45 is the nearest to the rhythmic interval (STIM-P).

(PDF)
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S1 Table. Welch’s t-test of slow oscillations measurements. The t-values and p-values for

changes in power and occurrence of slow oscillation events by different stimulation case. The

symbol ‘�’ indicates p< 0.01, and ‘w’ indicates that one stimulation case doesn’t accomplish

the Shapiro test for normality.

(PDF)

S2 Table. Welch’s t-test of sleep spindles measurements. The t-values and p-values for

changes in power and occurrence of sleep spindles events by different stimulation case. The

symbol ‘�’ indicates p< 0.01, and ‘w’ indicates that one stimulation case doesn’t accomplish

the Shapiro test for normality.

(PDF)

S3 Table. Welch’s t-test for P(SO) and P(C|SP). The t-values and p-values for changes in the

probability of occurrence of slow oscillations and co-occurrences of events by different stimu-

lation phase. Welch’s t-test applied after the confirmation of normality by Shapiro test. The ‘�’

indicates p-values <0.01. STIM-CL 0 number of spindles did not pass the normality test, and

it neither did not pass the test with the SHAM condition, but is the highest value in the plot.

(PDF)

S1 Video. Populations activity of the eirs-NFT model. Video showing the activity of the eirs-
NFT model populations with periodic stimulation (STIM-P) applied at 0.85 Hz using decreas-

ing ramp pulses of 0.1 seconds duration and 40 (a. u.) pulse energy. The upper left panel shows

the patch activity of the cortical excitatory population ϕe(r, t), and the bottom panel shows the

input activity ϕn(r, t). The panels on the right show the time series of the spatial average sub-

tracting the spatio-temporal mean of the population’s propagation field. The shown popula-

tions start from the top with e, r, s, ending with n and the stimuli markers (in orange).

Available on: Video link.

(MP4)
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Visualization: Felipe A. Torres.

Writing – original draft: Felipe A. Torres.

Writing – review & editing: Patricio Orio, Marı́a-José Escobar.
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22. Vosskuhl J, Strüber D, Herrmann CS. Non-invasive Brain Stimulation: A Paradigm Shift in Understand-

ing Brain Oscillations. Front Hum Neurosci. 2018 12(May);1–19. https://doi.org/10.3389/fnhum.2018.

00211 PMID: 29887799

PLOS COMPUTATIONAL BIOLOGY Stimulus parameters enhancing slow wave sleeps events

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1008758 July 30, 2021 25 / 28

https://doi.org/10.1016/j.neuron.2015.09.004
http://www.ncbi.nlm.nih.gov/pubmed/26447570
https://doi.org/10.1523/JNEUROSCI.0297-16.2017
https://doi.org/10.1523/JNEUROSCI.0297-16.2017
http://www.ncbi.nlm.nih.gov/pubmed/28100730
https://doi.org/10.1016/j.neuron.2013.03.006
http://www.ncbi.nlm.nih.gov/pubmed/23583623
https://doi.org/10.1371/journal.pcbi.1006171
http://www.ncbi.nlm.nih.gov/pubmed/29949575
https://doi.org/10.1523/JNEUROSCI.2857-18.2019
http://www.ncbi.nlm.nih.gov/pubmed/31533977
https://doi.org/10.1038/nrn3241
http://www.ncbi.nlm.nih.gov/pubmed/22595786
https://doi.org/10.1016/0013-4694(90)90001-Z
https://doi.org/10.1016/0013-4694(90)90001-Z
http://www.ncbi.nlm.nih.gov/pubmed/1701118
https://doi.org/10.1162/DAED_a_00318
https://doi.org/10.1162/DAED_a_00318
http://www.ncbi.nlm.nih.gov/pubmed/26097242
https://doi.org/10.1126/science.8235588
http://www.ncbi.nlm.nih.gov/pubmed/8235588
https://doi.org/10.1007/978-3-319-45066-7_1
https://doi.org/10.1038/nn.4119
http://www.ncbi.nlm.nih.gov/pubmed/26389842
https://doi.org/10.1038/s41583-019-0223-4
http://www.ncbi.nlm.nih.gov/pubmed/31616106
https://doi.org/10.1016/j.tins.2018.09.012
http://www.ncbi.nlm.nih.gov/pubmed/30340875
https://doi.org/10.3389/fnins.2019.00813
http://www.ncbi.nlm.nih.gov/pubmed/31481865
https://doi.org/10.1016/j.cub.2018.03.046
http://www.ncbi.nlm.nih.gov/pubmed/29870702
https://doi.org/10.1016/j.jneumeth.2018.11.011
https://doi.org/10.1016/j.jneumeth.2018.11.011
http://www.ncbi.nlm.nih.gov/pubmed/30452977
http://www.ncbi.nlm.nih.gov/pubmed/31178076
https://doi.org/10.1126/science.aax0758
https://doi.org/10.1126/science.aax0758
http://www.ncbi.nlm.nih.gov/pubmed/31197012
https://doi.org/10.1038/ncomms15405
http://www.ncbi.nlm.nih.gov/pubmed/28530229
https://doi.org/10.1093/sleep/zsx003
https://doi.org/10.1093/sleep/zsx003
http://www.ncbi.nlm.nih.gov/pubmed/28364428
https://doi.org/10.3389/fnhum.2018.00211
https://doi.org/10.3389/fnhum.2018.00211
http://www.ncbi.nlm.nih.gov/pubmed/29887799
https://doi.org/10.1371/journal.pcbi.1008758


23. Ngo HVV, Seibold M, Boche DC, Mölle M, Born J. Insights on auditory closed-loop stimulation targeting

sleep spindles in slow oscillation up-states. J Neurosci. Methods. 2018; 316:117–124. https://doi.org/

10.1016/j.jneumeth.2018.09.006 PMID: 30194953

24. Batterink LJ, Creery JD, Paller KA. Phase of Spontaneous Slow Oscillations during Sleep Influences

Memory-Related Processing of Auditory Cues. J Neurosci. 2016; 36(4):1401–1409. https://doi.org/10.

1523/JNEUROSCI.3175-15.2016 PMID: 26818525

25. Postnova S. Sleep Modelling across Physiological Levels. Clocks & Sleep. 2019; 1(1):166–184. https://

doi.org/10.3390/clockssleep1010015 PMID: 33089162

26. Wei Y, Krishnan GP, Marshall L, Martinetz T, Bazhenov M. Stimulation Augments Spike Sequence

Replay and Memory Consolidation during Slow-Wave Sleep. J Neurosci. 2020; 40(4):811–824. https://

doi.org/10.1523/JNEUROSCI.1427-19.2019 PMID: 31792151

27. Sanz-Leon P, Robinson PA, Knock SA, Drysdale PM, Abeysuriya RG, Fung FK, et al. NFTsim: Theory

and Simulation of Multiscale Neural Field Dynamics. PLoS Comput Bio. 2017; 14(8):1–37.

28. Robinson PA, Rennie CJ, Rowe DL, O’Connor C. Estimation of multiscale neurophysiologic parameters

by electroencephalographic means. Hum Brain Mapp. 2004; 23(1):53–72. https://doi.org/10.1002/hbm.

20032 PMID: 15281141

29. Abeysuriya RG, Rennie CJ, Robinson PA. Prediction and verification of nonlinear sleep spindle har-

monic oscillations. J Theor Biol. 2014; 344:70–77. https://doi.org/10.1016/j.jtbi.2013.11.013 PMID:

24291492

30. Abeysuriya RG, Rennie CJ, Robinson PA. Physiologically based arousal state estimation and dynam-

ics. J Neurosci Methods. 2015; 253:55–69. https://doi.org/10.1016/j.jneumeth.2015.06.002 PMID:

26072247

31. Benbadis SR. Normal Sleep EEG. Medscape. 2016;1–14. Available from http://emedicine.medscape.

com/article/1140322-overview#showall.

32. Roberts JA, Robinson PA. Corticothalamic dynamics: Structure of parameter space, spectra, instabili-

ties, and reduced model. Phys Rev E. 2012; 85(1):1–20. https://doi.org/10.1103/PhysRevE.85.011910

PMID: 22400594

33. Papalambros NA, Santostasi G, Malkani RG, Braun R, Weintraub S, Paller KA, et al. Acoustic enhance-

ment of sleep slow oscillations and concomitant memory improvement in older adults. Front Hum Neu-

rosci. 2017; 11:109. https://doi.org/10.3389/fnhum.2017.00109 PMID: 28337134

34. Santostasi G, Malkani R, Riedner B, Bellesi M, Tononi G, Paller KA, et al. Phase-locked loop for pre-

cisely timed acoustic stimulation during sleep. J Neurosci. Methods. 2016; 259:101–114. https://doi.org/

10.1016/j.jneumeth.2015.11.007 PMID: 26617321

35. Henin S, Borges H, Shankar A, Sarac C, Melloni L, Friedman D, et al. Closed-loop acoustic stimulation

enhances sleep oscillations but not memory performance. ENeuro. 2019; 6(6). https://doi.org/10.1523/

ENEURO.0306-19.2019 PMID: 31604814

36. Ngo HVV, Claussen JC, Born J, Mölle M. Induction of slow oscillations by rhythmic acoustic stimulation.

Journal of Sleep Research. 2013; 22(1):22–31. https://doi.org/10.1111/j.1365-2869.2012.01039.x

PMID: 22913273

37. Kumar G, Ritt JT, Ching S. Control theory for Closed Loop Neurophisiology. Closed Loop Neurosci-

ence. 2016. https://doi.org/10.1016/B978-0-12-802452-2.00003-2

38. Smith RL, Zwislocki JJ. Short-Term Adaptation and Incremental Responses of single Auditory-Nerve

Fibers. Biol Cybern. 1975; 17:169–182. https://doi.org/10.1007/BF00364166 PMID: 1125344

39. Pyragas K, Fedaravičius AP, Pyragienė T, Tass PA. Optimal waveform for entrainment of a spiking neu-

ron with minimum stimulating charge. Phys Rev E. 2018; 98(4):1–14. https://doi.org/10.1103/

PhysRevE.98.042216

40. Deco G, Cruzat J, Cabral J, Tagliazucchi E, Laufs H, Logothetis NK, et al. Awakening: Predicting exter-

nal stimulation to force transitions between different brain states. PNAS. 2019; 116(36):18088–18097.

https://doi.org/10.1073/pnas.1905534116 PMID: 31427539

41. Chalk M, Masset P, Gutkin B, Deneve S. Sensory noise predicts divisive reshaping of receptive fields.

PLoS Comput Bio. 2017; 13(6):1–26. https://doi.org/10.1371/journal.pcbi.1005582 PMID: 28622330

42. Breakspear M. Dynamic models of large-scale brain activity. Nat Neurosci. 2017; 20(3):340–352.

https://doi.org/10.1038/nn.4497 PMID: 28230845

43. Gabay NC, Robinson PA. Cortical geometry as a determinant of brain activity eigenmodes: Neural field

analysis. Phys Rev E. 2017; 96(3). https://doi.org/10.1103/PhysRevE.96.032413 PMID: 29347046

44. Atasoy S, Deco G, Kringelbach ML, Pearson J. Harmonic Brain Modes: A Unifying Framework for Link-

ing Space and Time in Brain Dynamics. Neuroscientist. 2018; 24(3):277–293. https://doi.org/10.1177/

1073858417728032 PMID: 28863720

PLOS COMPUTATIONAL BIOLOGY Stimulus parameters enhancing slow wave sleeps events

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1008758 July 30, 2021 26 / 28

https://doi.org/10.1016/j.jneumeth.2018.09.006
https://doi.org/10.1016/j.jneumeth.2018.09.006
http://www.ncbi.nlm.nih.gov/pubmed/30194953
https://doi.org/10.1523/JNEUROSCI.3175-15.2016
https://doi.org/10.1523/JNEUROSCI.3175-15.2016
http://www.ncbi.nlm.nih.gov/pubmed/26818525
https://doi.org/10.3390/clockssleep1010015
https://doi.org/10.3390/clockssleep1010015
http://www.ncbi.nlm.nih.gov/pubmed/33089162
https://doi.org/10.1523/JNEUROSCI.1427-19.2019
https://doi.org/10.1523/JNEUROSCI.1427-19.2019
http://www.ncbi.nlm.nih.gov/pubmed/31792151
https://doi.org/10.1002/hbm.20032
https://doi.org/10.1002/hbm.20032
http://www.ncbi.nlm.nih.gov/pubmed/15281141
https://doi.org/10.1016/j.jtbi.2013.11.013
http://www.ncbi.nlm.nih.gov/pubmed/24291492
https://doi.org/10.1016/j.jneumeth.2015.06.002
http://www.ncbi.nlm.nih.gov/pubmed/26072247
http://emedicine.medscape.com/article/1140322-overview#showall
http://emedicine.medscape.com/article/1140322-overview#showall
https://doi.org/10.1103/PhysRevE.85.011910
http://www.ncbi.nlm.nih.gov/pubmed/22400594
https://doi.org/10.3389/fnhum.2017.00109
http://www.ncbi.nlm.nih.gov/pubmed/28337134
https://doi.org/10.1016/j.jneumeth.2015.11.007
https://doi.org/10.1016/j.jneumeth.2015.11.007
http://www.ncbi.nlm.nih.gov/pubmed/26617321
https://doi.org/10.1523/ENEURO.0306-19.2019
https://doi.org/10.1523/ENEURO.0306-19.2019
http://www.ncbi.nlm.nih.gov/pubmed/31604814
https://doi.org/10.1111/j.1365-2869.2012.01039.x
http://www.ncbi.nlm.nih.gov/pubmed/22913273
https://doi.org/10.1016/B978-0-12-802452-2.00003-2
https://doi.org/10.1007/BF00364166
http://www.ncbi.nlm.nih.gov/pubmed/1125344
https://doi.org/10.1103/PhysRevE.98.042216
https://doi.org/10.1103/PhysRevE.98.042216
https://doi.org/10.1073/pnas.1905534116
http://www.ncbi.nlm.nih.gov/pubmed/31427539
https://doi.org/10.1371/journal.pcbi.1005582
http://www.ncbi.nlm.nih.gov/pubmed/28622330
https://doi.org/10.1038/nn.4497
http://www.ncbi.nlm.nih.gov/pubmed/28230845
https://doi.org/10.1103/PhysRevE.96.032413
http://www.ncbi.nlm.nih.gov/pubmed/29347046
https://doi.org/10.1177/1073858417728032
https://doi.org/10.1177/1073858417728032
http://www.ncbi.nlm.nih.gov/pubmed/28863720
https://doi.org/10.1371/journal.pcbi.1008758


45. Duindam V, Macchelli A, Stramigioli S, Bruyninckx H. Modeling and Control of Complex Physical Sys-

tems: The Port-Hamiltonian Approach Berlin: Springer-Verlag; 2009.

46. Lynn CW, Bassett DS. The physics of brain network structure, function, and control. Nat Rev Phys.

2018; 1(May).

47. Wei Y, Krishnan GP, Komarov M, Bazhenov M. Differential roles of sleep spindles and sleep slow oscil-

lations in memory consolidation. PLoS Comput. Bio. 2018; 14(7):e1006322. https://doi.org/10.1371/

journal.pcbi.1006322 PMID: 29985966

48. Wei Y, Krishnan GP, Bazhenov M. Synaptic Mechanisms of Memory Consolidation during Sleep Slow

Oscillations. J Neurosci. 2016; 36(15):4231–4247. https://doi.org/10.1523/JNEUROSCI.3648-15.2016

PMID: 27076422

49. Black RD, Rogers LL. Sensory Neuromodulation. Front Syst Neurosci. 2020 March; 14:1–20. https://

doi.org/10.3389/fnsys.2020.00012 PMID: 32210770

50. Rihm JS, Diekelmann S, Born J, Rasch B. Reactivating memories during sleep by odors: odor specific-

ity and associated changes in sleep oscillations. J Cogn Neurosci. 2014; 26:1806–18. https://doi.org/

10.1162/jocn_a_00579 PMID: 24456392

51. Klinzing JG, Kugler S, Soekadar SR, Rasch B, Born J, Diekelmann S. Odor cueing during slow-wave

sleep benefits memory independently of low cholinergic tone. Psychopharmacology. 2017:1–9. https://

doi.org/10.1007/s00213-017-4768-5 PMID: 29119218

52. Pereira SIR, Beijamini F, Weber FD, Vincenzi RA, Da Silva FAC, Louzada FM. Tactile stimulation dur-

ing sleep alters slow oscillation and spindle densities but not motor skill. Physiol Behav., 2017; 169:59–

68. https://doi.org/10.1016/j.physbeh.2016.11.024 PMID: 27887994

53. Marshall L, Mölle M, Hallschmid M, Born J. Transcranial direct current stimulation during sleep improves

declarative memory. J Neurosci. 2004; 24:9985–92. https://doi.org/10.1523/JNEUROSCI.2725-04.

2004 PMID: 15525784
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