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Direct comparison reveals algorithmic
similarities in fly and mouse
visual motion detection

Juyue Chen,1,6 Caitlin M. Gish,2,6 James W. Fransen,3 Emilio Salazar-Gatzimas,1 Damon A. Clark,1,2,4,5,7,*

and Bart G. Borghuis3,7,8,*

SUMMARY

Evolution has equipped vertebrates and invertebrates with neural circuits that selectively encode visual
motion. While similarities in the computations performed by these circuits in mouse and fruit fly have
been noted, direct experimental comparisons have been lacking. Because molecular mechanisms and
neuronal morphology in the two species are distinct, we directly compared motion encoding in these
two species at the algorithmic level, using matched stimuli and focusing on a pair of analogous neurons,
the mouse ON starburst amacrine cell (ON SAC) and Drosophila T4 neurons. We find that the cells share
similar spatiotemporal receptive field structures, sensitivity to spatiotemporal correlations, and tuning to
sinusoidal drifting gratings, but differ in their responses to apparent motion stimuli. Both neuron types
showed a response to summed sinusoids that deviates from models for motion processing in these cells,
underscoring the similarities in their processing and identifying response features that remain to be ex-
plained.

INTRODUCTION

In both flies and mice, early visual circuits separately detect the movement of light and dark edges.1 Strong parallels have been noted be-

tween the two systems in their anatomy,2 circuitry,3 and the suite of computations that they perform.4 Because it is extremely unlikely that

the visual systems of flies and mice derived from a common ancestor with any of those similarities in place, these parallels are interesting,

as they may help expose constraints that limit the number and types of feasible solutions for motion detection. Yet, there have been no direct

experimental comparisons between direction-selective cells in the two species that address this. One reason is that in these two widely

diverged species, direction-selective cells have different morphologies and employ different neurotransmitters and receptors. Thus, the

noted similarities between them necessarily exist not at the molecular level but at the algorithmic level.5 The algorithm, for each species, de-

scribes mathematically how direction-selective cells respond to visual stimuli. This description is independent of low-level mechanisms and

can be inferred frommeasurements of neuronal response properties. Mouse retinal physiologists and fly visual neuroscientists have traditions

that use largely non-overlapping sets of visual stimuli, which have made direct comparisons between the systems difficult. In this study, we

directly compared motion detection in the two visual systems by measuring calcium responses in mouse retina to a suite of informative visual

stimuli and comparing them to the calcium responses of closely matched cells and stimuli in Drosophila.

In the mouse retina, the earliest direction-selective signals appear in starburst amacrine cells (SACs).6 SACs comprise two classes, ‘‘ON’’

and ‘‘OFF’’’ driven by glutamatergic input from distinct bipolar cell populations activated by light increments and decrements, respectively7,8

(Figure 1A). ON SACs respond selectively to moving ON-edges, while OFF SACs respond selectively to moving OFF-edges.6,9 SACs have

anatomically distinct, radially oriented neurites, each of which responds selectively to visual motion radiating away from the cell body.6

SAC neurites appear to receive predominantly sustained bipolar cell input near the soma and predominantly transient input nearer to the

release site at the dendritic tip.10,11 These differential delays create an oriented filter in space and time,9 which amplifies signals during radially

outward motion and suppresses signals during motion in the opposite direction.8 Several cellular and biophysical mechanisms have been

shown to contribute to SAC direction selectivity,12–17 but how they interact to generate the full direction-selective response remains incom-

pletely understood.
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In the fly visual system, the earliest direction-selective signals appear in two identified neuron types, T4 and T519 (Figure 1B). These neurons

respond to light and dark moving edges, respectively, similar to the ON-OFF split in mouse retina. The cell types are split into populations

selective for the four cardinal directions, in contrast to the SACdendrites, which respond tomany different directions. T4 and T5 receive inputs

from ON and OFF pathway neurons with delays that depend on their spatial position within the dendritic field.20–25 The pattern of delays in

each cell creates a spatiotemporally oriented linear receptive field.26,27 This spatiotemporal organization of synaptic input resembles that of

mouse ON and OFF starburst amacrine cells, as described previously. The inputs to T4 and T5 are integrated to generate mildly direction-

selective membrane voltages and more direction-selective calcium signals.28–32

In this study, we gathereddata on the response properties ofmouseONSACs to compare to the properties of T4 cells in flies.We compare

the space-time receptive fields, responses to imposed correlations, responses to sinusoids, responses to summed sinusoids, and responses

to apparent motion to test for algorithmic similarities in stimulus encoding. We found that across stimuli SAC calcium signals were less direc-

tion selective than T4 signals but that the tuning properties in most cases were quite similar. We found that T4 neurons and ON SACs show

responses to summed sinusoids that are inconsistent with a broad class of linear-nonlinear models of direction selectivity and that the two cell

types are notably different in their integration of ON and OFF visual signals in apparent motion stimuli.

RESULTS

To measure the algorithmic motion response properties of ON SACs, we used two-photon fluorescence (2P) calcium imaging in the whole-

mount mouse retina. We measured visual stimulus-evoked calcium transients in the cells’ distal dendritic varicosities, where they are presyn-

aptic to both other SACs and downstream direction-selective retinal ganglion cells (Figure 1C). First, the cell-impermeant synthetic calcium

dye Oregon Green 488 BAPTA-1 (OGB-1) was loaded into individual ON SACs by targeted electroporation (see STAR methods). We then

presented visual stimuli using a bullseye paradigm, in which a radially symmetric luminance pattern on a photopic, mid-level gray background

was centered on the soma of the recorded SAC (Figure 1D). The pattern extended out to a radius of 300 mm, well beyond the�150 mm radius

A B C D
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Figure 1. Elementary motion detectors in mice and flies are anatomically and morphologically distinct, but share similar responses to edge stimuli

(A) In mice, elementary motion detectors are starburst amacrine cells (SAC). Bottom: example two-photon fluorescence image of an OGB1-labeled SAC (green)

surrounded by unlabeled SAC somas (magenta) in a ChAT-Cre x Ai9 mouse retina.

(B) In flies, elementary motion detectors are T4 and T5 cells. Bottom: 2-photon image of T4 and T5 cells expressing a fluorescent marker. Me: medulla; Lo: lobula;

LoP: lobula plate.

(C) 2P fluorescence imaging of retinal explants was used to record visually evoked calcium responses in starburst amacrine cell neurites.

(D) Radially symmetric visual stimuli were centered on the soma of the recorded SAC (schematic morphology shown for scale; dashed line indicates the SAC

dendritic field perimeter, solid line indicates stimulus perimeter). X and Y, x axis and y axis; R, radial axis.

(E) Bullseye edge stimuli used in SAC recordings. Dark and light edges moved in inward (null) or outward (preferred) directions.

(F) Edge stimuli used in T4 progressive cell recordings. Dark and light edges moved in a regressive (null) or progressive (preferred) direction across a background

with opposite polarity.

(G) Average SAC distal neurite response to light and dark edges moving in the preferred (red) and the null (blue) direction. Shading representsG1 SEM (n = 9).

(H) Responses of a sample T4 progressive region of interest, adapted from prior work.18
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of the SAC dendritic arbor and covering the antagonistic receptive field surround.9,12,13 Because SACs are direction selective in the outward

radial (centrifugal) direction, with individual dendritic segments acting as independent functional units,6,33 this stimulus configuration permits

experiments that activate all dendritic tips—the sites of synaptic output8—strongly and synchronously. The curvature in the bullseye stimuli is

not typical of natural inputs to these cells, but by aligning with the directionality of the neurites, this stimulus drives the SAC maximally by

providing the preferred stimulus throughout. This mimics comparable experiments in the fly, where stimuli were also aligned with cell direc-

tionality across the dendritic field.

We first measured calcium responses of the SAC to light (ON-) and dark (OFF-) edges moving in the preferred (outward) and null (inward)

directions. As expected, and consistent with previous work,6 ON SACs responded selectively to ON-edges in the preferred direction (PD)

(Figures 1E and 1G). This same property exists in Drosophila T4 neurons (Figures 1F and 1H) and serves as the rationale for many parallels

drawn between the two systems. Next, we proceeded beyond this elementary characterization and probed SAC response properties with

a series of stimuli designed to determine the specific algorithmic similarities in processing in mouse SAC and fly T4 motion-signaling circuits.

Comparing calcium signals between cells

To compare algorithms in motion detectors in mice and in flies, it is important to determine first what comparisons are possible when one

measures calcium using nonlinear, optical calcium indicators. Calcium signals could differ between cells when they have different baseline

calcium concentrations or could appear different due to different nonlinearities and kinetics of the indicators. Our measurements in SACs

were made using the small-molecule calcium indicator OGB-1, while the fly T4 measurements were made using the genetically encoded in-

dicator GCaMP6f.34 To gain intuition about how calcium signals will appear after being transformed by these two indicators, we created a

simple dynamical simulation of each indicator and asked how each is expected to respond to a variety of different calcium traces (Figure 2,

see STAR methods).

First, the two indicators have different binding constants, sensitivities to calcium concentration, and kinetics (Figure 2A). Differences in the

binding constant have the potential to alter the apparent gain for different waveforms and basal calcium levels, as measured by DF= F (Fig-

ure 2B). Importantly, these apparent differences could occur even using a single indicator, for instance, if two cells have different basal calcium

concentrations or between different indicators in the same or different cells (Figure 2B). Saturation of both indicators at high-calcium concen-

trations means that the indicator amplitudes need not be monotonic with calcium levels. As expected, the slower GCaMP6f indicator smears

the computed responsesmore in time, so that formoderate frequency sinusoidal inputs, the indicator signal integrates calcium concentration

over time, while OGB-1 does not. These results suggest that in making comparisons between cells or indicators, we should be wary of dif-

ferences in amplitude or kinetics but can be confident that the sign of a change is a veridical representation of the true sign of changes in

the calcium levels.

We next asked how systems identification approaches would be affected by different indicators and baseline calcium levels (Figure 2C and

2D). Here, we found that both indicators provided reasonable approximations of temporal filtering in calcium responses, with OGB able to

better characterize filtering on fast timescales, due to its faster dynamics. As basal calcium levels increase, the timescales of GCaMP6f re-

sponses shorten, as expected from the binding equations (see STAR methods). When spatiotemporal filters were extracted (Figure 2E),

the indicators smeared them in time, but the spatial structure remained true to the original filter. Thus, these results indicate that the spatial

structure extracted from white noise presentation can be reliably compared between indicators, while the kinetic differences in indicators

remain visible in the responses. Overall, our simulations show that one may compare calcium signals between different cells and indicators

by focusing on features of the measured responses that are relatively invariant to changes in basal calcium and indicator. This largely means

focusing on qualitative comparisons over quantitative ones, which we will do in this study.

Oriented space-time linear receptive fields

To characterize the visually evoked response properties of calcium in SAC dendrites, we presented uncorrelated binary noise in which each

annulus of the bullseye pattern was updated independently every 33 ms to be white or black with 50% probability (Figure 3A). The central five

of ten annuli covered the SAC dendritic field. During this stimulus presentation, we recorded calcium transients in the distal varicosities

(Figure 3B).

We used a least-squares fitting procedure to determine the weighting of the stimulus, over time and space, that best predicted the

measured calcium transients (Figure 3C). This weighting function is equivalent to the first-order Wiener kernel for the system38,39 and can

be visualized as a space-time plot. This weighting function has both positive and negative lobes, which represent positive and negative cor-

relations between the stimulus luminance contrast and the measured calcium response, respectively. Consistent with the outward motion-

tuned responses, the weighting function was oriented, or sloped, in space-time, which amplifies the response to stimuli moving in the out-

ward, preferred direction, compared to the inward, non-preferred direction.40

The shape of the calcium kernel computed here is very similar to the shape of the voltage and current kernels measured previously in

SACs.9 The shape is also similar to kernels extracted from T4, using similar paradigms (Figure 3D)26,27 and inferred from other experiments.28

In both cases, a positive lobe weights stimuli in the receptive field center, while a negative one provides a delayed negative weighting in the

receptive field periphery. We quantified the similarity in the shapes of the two receptive fields by computing the maximum cosine similarity

between the functions, using different scalings in space and time, and shifting them spatially to find the maximum overlap (Figure 3E, see

STAR methods). At roughly equal temporal scales and spatial scaling of�16 mm/º, the similarity score was�0.7, where similarity values could

range from 1 (identical shape) to �1 (same shape, opposite signs). The SAC receptive field shape is consistent with the known anatomy and
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physiology of the excitatory inputs,8–10 while the negative lobemay be created by suppression of presynaptic bipolar cell excitation and direct

inhibition from neighboring SACs.12,14 In T4, the shape of the linear kernel is consistent with electrical measurements,28 known anatomy of the

circuit,22 and the measured properties of upstream neurons.21,24 In both SAC and T4 cells, the dynamics of the filter measurements are not

much longer in duration than comparable electrical measurements, suggesting that the timescalesmeasured here are not strongly influenced

by indicator dynamics.

Responses to short timescale correlations

A linear kernel on its own is not sufficient to produce direction-selective average responses. This is because if stimuli are weighted linearly and

averaged in time, a proximal stimulus followed by a distal stimulus yields the identical response as a distal stimulus followed by a proximal

stimulus. Thus, a direction-selective average signal requires a nonlinear transformation of the stimulus,40,41 making motion detection
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Figure 2. Different calcium indicators can capture qualitative similarities in response properties under different basal calcium conditions

(A) OGB1 and GCaMP6f have different steady state calcium binding curves, captured by a Hill function. The dissociation constant, KD , defines the concentration

of calcium at which one-half of indicator molecules are bound and is indicated by the vertical dashed lines. Parameters for the two calcium indicators are from34–37

(see STAR methods).

(B) Simulated responses of OGB1 and GCaMP6f to step functions and sinusoidal functions of Ca2+ near the Kd of each indicator.

(C) Simulated responses of OGB1 andGCaMP6f to a Gaussian stimulus. A Gaussian random temporal stimulus (top) is passed through a temporal filter and given

a range of basal calcium levels to generate distinct calcium traces (second panel). The simulated OGB (third panel) and GCaMP6f (fourth panel) responses are

calculated from the calcium traces.

(D) Temporal filters were extracted using standard methods to obtain OGB1 and GCaMP6f filters of the stimulus under the three different calcium conditions

in (C).

(E) Following the same procedure as in (C) and (D), a spatiotemporal filter (i) is used to model calcium responses to Gaussian spatiotemporal stimuli, which were

used to compute receptive fields for the OGB1 (ii) and the GCaMP6f (iii) indicators.
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fundamentally the detection of spatiotemporal correlations in the visual inputs.42,43We can characterize sensitivity to the simplest correlations

by measuring the system’s responses to pairwise spatiotemporal correlations in stochastic stimuli.27,44,45 In the SAC, where voltages are pre-

dominantly linear transformations of the input,9 the subsequent nonlinearity would likely stem from thresholding in voltage-gated calcium

channels in the membrane.

Tomeasure sensitivity to elementary (pairwise) spatiotemporal correlation, we created ternary stimuli that contained correlations between

nearby pixels in space, at a variety of different offsets in time (Figure 4A). When this stimulus is presented to a neuron, the mean response

during the presentation represents the neuron’s sensitivity to that specific spatiotemporal correlation pattern, and the suite of responses

to different temporal offsets can be thought of as the correlation-interval receptive field.27 We updated the stimulus every 50 ms (three

monitor frames) and measured calcium responses in SAC dendrites to 5 s presentations of these noisy stimuli (Figure 4B). We then assessed

the direction selectivity of the response to each correlation interval by computing the mean response to centrifugal (preferred) displacement

minus the mean response to centripetal (null) displacement (Figure 4C).

SACs were most responsive to correlations with �50 ms lag, approximating the shortest stimulus update interval that reliably evoked

tuned responses (see STAR methods). Responses dropped off quickly for lags of 100 ms and greater (Figure 4C). Interestingly, the SACs

also responded to negative correlations, with ND orientations responding more strongly than PD orientations. These negative correlations

correspond to ‘‘reverse-phi’’ motion illusions, which humans, mice, and flies all perceive.27,46–50 The correlation interval responses in SACs

look qualitatively similar to those in fly T4 neurons (Figure 4D), which also peak at fast times (�16–33ms) and show inverteddirection selectivity

for negative correlations. While delays longer than the delay creating the largest response still elicited responses in flies, they elicited almost

no responses in mouse. Importantly, the stimulus updates in the mouse experiments were designed to be slower than in fly experiments in

order to elicit SAC responses, since vertebrate photoreceptor response dynamics are slower than those in insects.51–53 In both mice and flies,

the timescale of the peak correlation response is similar to the fastest timescales permitted by phototransduction.

Tuned responses to sinusoids

An alternative approach to assess sensitivity to different spatial and temporal scales evaluates responses to drifting sinusoidal gratings (Fig-

ure 5A). A drifting sinusoid is parameterized by its wavelength, l, and its velocity, v. It has been useful to think of these instead as a spatial

frequency equal to 1=l, and a temporal frequency equal to v=l.40 We presented drifting sinusoids andmeasured dendritic calcium signals for

A B

C D E

Figure 3. Comparison of linear receptive fields of SACs and T4 progressive cells

(A) Uncorrelated stochastic stimuli were presented to themouse retina (i, bullseye stimulus; see STARmethods). (i) The stimulus for recording SACs comprised 15

concentric rings (ring width 17 mm; total stimulus diameter 510 mm) centered on the soma independent of neurite recording location and covered the receptive

field center and surround. (ii) Space-time plot of an example fragment of the stimulus used in the recordings (R, radial distance; T, time).

(B) Averaged calcium responses (black) of SAC neurites evoked by the white-noise stimulus and predicted responses (green) based on convolution of the stimulus

and linear receptive field. The linear filter acting on the stimulus predicted 50.3% of the variance in the measured calcium signal. Shading, G1 SEM.

(C) Averaged SAC linear receptive field (n = 9) where x axis represents radial direction and y axis represents time in the past.

(D) Averaged linear receptive field of T4 cell in progressive layer.27 The dotted line provides a guide to the eye; a more detailed analysis of the orientation of this

receptive field is in the original study.27

(E) Similarity between mouse and fly scaled spatiotemporal receptive field computed using cosine metric. For each scaling, the similarity was computed at all

displacements, and the maximum similarity is plotted.
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various spatial and temporal frequencies (Figure 5B). Both the sustained and phasic responses of the calcium signals depended on the spatial

and temporal frequencies, as well as the direction of motion. To quantify this dependence, we computed the mean response to each spatial

and temporal frequency pairing (Figure 5C). The SAC calcium signals were largest when sinusoids drifted in the preferred direction at fre-

quencies of�3 Hz with a wavelength of�300 mm. Interestingly, this temporal frequencymaximum is not so different from themaximum found

in flies (Figure 5D), despite the differences in photoreceptor timescales as well as differences in the ecological motion signals the two animals

are likely to detect. In both T4 and the SAC measurements, the tuning appears to be to stimulus temporal frequency (i.e., velocity divided by

wavelength) rather than stimulus velocity,54,55 though the broad tuning in the SAC makes this less pronounced. The tuning to temporal fre-

quency is predicted by simplemodels of motion detection.56 Although theGCaMP6f responsemeasurements in flies could accumulate signal

due to slow indicator dynamics (Figure 2), the effect on the measured tuning curves appears negligible.27

It is also interesting that the fly’s spatial wavelength of maximum responses occurred at 30�-45�, around 2–3 times larger than the �15�

span of inputs to the cell.22 In the ON SAC, the responses were less peaked but were strong at 300 to 450 mm, also about 2–3 times the
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Figure 4. Responses to correlated stochastic stimuli in SACs and T4 progressive cells

(A) We presented correlated stochastic stimuli with positive and negative correlations, displaced in the preferred and null directions. The temporal offset was

50 ms. (i) An example stimulus frame (ring width 50 mm; total radial range 250 mm; dashed blue line indicates typical SAC dendritic arbor perimeter). (ii)

Space-time plot of the visual stimulus (refresh rate 50 ms). R, radial axis in space; T, time. (iii) Auto-correlogram of the stimulus normalized by the correlation

value at zero spatiotemporal offset.

(B) Average SAC neurite response (n = 54) to a stimulus with either a positive (i) or negative (ii) correlation in the preferred (red) or null (blue) direction. The

correlation type is indicated in the auto-correlogram on top. Shading, G1 SEM.

(C) Time-averaged direction selective (PD - ND) response of SACs to positive (green) and negative (purple) correlations (n = 54; *p < 0.05, **p < 0.01, ***p < 0.001

Wilcoxon signed-rank test, right-tail for positive correlation, left-tail for negative correlation. Bonferroni corrected for 10 comparisons). Shading, G1 SEM.

(D) Time-averaged direction selective (PD - ND) response of T4 cells to positive (green) and negative (purple) correlations (positive, n = 23 flies; negative, n = 20

flies; *p < 0.05, **p < 0.01, ***p < 0.001, Wilcoxon signed-rank test, right-tail for positive correlation, left-tail for negative correlation. Bonferroni corrected for 14

comparisons). Shading, G1 SEM. Data are adapted from previously published data.27
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�150 mm span of inputs to a single SAC dendritic branch. When there are only two inputs to a motion detector, there is a strong theoretical

argument that the wavelength with maximum response should be 4 times the spacing between inputs,57 or 2–3 times the receptive field size.

With more complicated motion detection algorithms that receive more than two inputs, it is less clear whether there should exist a simple

relationship between receptive field size and optimal wavelength.

Even though SACs and T4 neurons shared similar temporal frequencymaxima, themeasured calcium signals were notably different in their

direction selectivity. SACs showed comparatively weak direction selectivity, responding to null direction stimuli only moderately less than

preferred direction stimuli, consistent with recordings of SAC response properties and their postsynaptic direction-selective ganglion cell

targets.9,12,15,58–62 We quantified this using a direction-selective index (DSI), which divides the difference in preferred vs. null responses by

their sum (Figures 5F and 5G). This index had a maximum value of �0.2 for ON SACs with this stimulus, while in the fly T4 neurons, it was

A C

D E

F G

B

Figure 5. Calcium responses to sinusoidal stimuli show similar tuning in SACs and T4 cells

(A) Sinusoidal grating stimulus (see STARmethods) with a wavelength of 225 mmand a temporal frequency of 2 Hzmoving in the null (i) and preferred (ii) direction.

R, radial axis.

(B) Single trial OGB1 fluorescence responses of a SAC neurite during visual stimulation with sinusoidal gratings moving with various temporal frequencies.

Wavelength 300 mm.

(C) Mean responses of SACs to sinusoidal gratingsmovingwith various temporal frequencies, which are indicated in the space-time plot of the sinusoidal gratings

on top. Wavelength 225 mm; shading, G1 SEM (n = 22).

(D) Time-averaged (see STAR methods) response of SACs to sinusoidal gratings as a function of spatial and temporal frequency. Positive (negative) spatial

frequency indicates the preferred (null) direction, or the outward (inward) direction. 100 mm across the mouse retina corresponds to �3� of visual angle.
(E) Time-averaged response of T4 cells to sinusoidal gratings as a function of spatial and temporal frequency. Positive (negative) spatial frequency indicates the

preferred (null) direction. Data are from prior measurements.54

(F andG) Direction-selective index (DSI) of SACs (F) and T4 progressive cells (G) at a range of spatial and temporal frequencies. DSI was defined as rPD � rND

rPD+rND
, with rPD

and rND equal to the mean response over cells to PD and ND presentations.
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around 0.8 or above for a wide range of stimulus parameters. We discuss later how to interpret this result in light of the different calcium in-

dicators and nonlinear signal transduction steps in these cells.

Opponent responses to sinusoids

A simple, informative approach to studying algorithmic properties of neurons is to ask how they respond to sums of sinusoidal gratings. In one

spatial dimension, the simplest version of this is to compare responses to preferred and null direction gratings to responses to stimuli

composed of the sum of preferred and null direction gratings (Figure 6A). The sum of two sinusoidal gratings with opposite velocities is a

counterphase grating, which appears visually stationary and has twice the contrast of the two-component sinusoids (see STAR methods).

Comparisons of responses to such stimuli have been used to evaluate the linearity of cellular responses29,63 and have also been used to

test models for direction selectivity.30,64
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Figure 6. SAC and T4 cell responses show opponency

(A) Illustration of sinusoidal gratings drifting in the (i) preferred and (ii) null directions (wavelength 150 mm; temporal frequency 2 Hz). To avoid saturation of

summed sinusoids, amplitude was 50% of maximum luminance contrast. (iii) When preferred and null direction sinusoids are added, the result is a 100%

contrast counter-phase grating. Left panels show example frame (dashed line indicates SAC dendritic perimeter); right panels, space-time plots of stimuli.

(B) Average SAC response to sinusoidal gratings drifting in the preferred (red) and null direction (blue), and to counter-phasing sinusoidal gratings (purple). For all

three curves, responses are averaged across 8 evenly spaced spatial phases. Shading, G1 SEM (n = 23).

(C) Time-averaged responses of SACs in response to sinusoidal gratings and counter-phase gratings. Error bar, G1 SEM (n = 23, *p < 0.05, **p < 0.01,

***p < 0.001 Wilcoxon signed-rank test, right-tail for response to preferred direction over counter-phase gratings, two-tailed for the rest; Bonferroni

corrected, m = 3).

(D) Time-averaged responses of T4 cells in response to sinusoidal gratings and counter-phase gratings. Error bar, G1 SEM (n = 17 flies, *p < 0.05, **p < 0.01,

***p < 0.001, Wilcoxon signed-rank test, right-tail for response to preferred direction over counter-phase gratings, two-tailed for the rest; Bonferroni corrected,

m = 3). Fly data are adapted from a prior study.30

(E) Schematic responses of a linear-nonlinear (LN) model to sinusoidal gratings and counter-phase gratings. When the nonlinearity is convex, then for any linear

filter the counter-phase gratings generate a larger response than the preferred direction sinusoid.30
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We found that in ON SAC dendrites, calcium signals in response to counterphase gratings had an amplitude that depended on the spatial

phase of the counterphase grating (Figure 6B). When averaged over these spatial phases, responses to the counterphase grating were in

between responses to the preferred and null components alone (Figure 6B). Thus, the mean response to the counterphase grating is less

than the PD component alone, even though contrast is twice as large for the counterphase grating in these experiments (Figure 6C). Inter-

estingly, this pattern of responses matches closely responses found in T4 and T5 cells in flies (Figure 6D).30

In these experiments, one may think of the counterphase response as the response when null direction sinusoids are added to the

preferred direction stimulus. For both the SAC and T4, this lowers the response. Thus, this response property can be considered a general

form of direction opponency, in which null direction motion decreases the response of the cell.30 Importantly, this response property cannot

be generated by linear-nonlinearmodels with an expansive nonlinear step (Figure 6E).30,65While this sort of simple linear-nonlinearmodel has

been used frequently to explain responses in direction-selective cells,9,26,29,40,66,67 the response property observed here, in fact, excludes such

models for ON SACs. Alternative models, including those that incorporate realistic input rectification, synaptic conductance, or dynamic non-

linearities may instead explain these results.28,30,65,68 Importantly, SAC neurites receive inhibitory synaptic input with opposite directional tun-

ing from neighboring SACs and non-SAC amacrine cells,12,13 which could also drive the observed opponency in SACs.

Responses to apparent motion

Last, we asked how SACs respond to apparent motion stimuli, in which nearby points in space are sequentially lightened or darkened (Fig-

ure 7A). We designed a stimulus that allowed a total of eight light-dark-direction combinations presented at a variety of eccentricities relative

to the SAC center. We measured calcium responses to each stimulus combination at each of the four spatial positions relative to the SAC

neurite (Figure 7B). This spacing of the pixels was selected to approximate the spatial scale of the bipolar cell receptive fields that underlie

the excitatory inputs to the SACs.9

TheON SAC responded to stimuli containing contrast increments primarily when these were presented over the neurite. These responses

are consistent with the measured linear receptive field (Figure 3), and also with prior experiments that used a light-light apparent motion
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Figure 7. Responses of SACs and T4s in response to apparent motion stimuli

(A) Space-time plot of eight apparent motion stimuli (two per subplot; see STAR methods) at position with index of 1 and 2. The contrasts of leading ring and

lagging ring in the apparentmotion have four possible combinations: light-light (i), light-dark (ii), dark-light (iii), and dark-dark (iv). If the inner bar appeared 250ms

before the outer bar, the stimulus displacement is in the preferred direction (red). The null direction (blue) is the opposite.

(B) Responses of SACs to apparent motion stimuli shown in A. Three vertical dashed lines indicate the onset of the leading ring, the onset of the lagging ring, and

the offset of both rings. Shading, G1 SEM (n = 28).

(C and D) Time-averaged responses of SACs (C) and T4 progressive cells (D) to apparent motion stimuli at various spatial locations, illustrated in green on top (*p

<0 .05, **p <0 .01, ***p <0 .001, Wilcoxon signed-rank two-tail test, Bonferroni corrected by number of comparisons, m = 10, 16 for SACs and T4 progressive cells,

respectively.) Fly data are adapted from prior work.49 Error bars, G1 SEM.
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stimulus.12 The strongest responses were evoked by outward light-light apparent motion, by outward light-dark, and by inward dark-light

(Figure 7C). Dark-dark apparent motion evoked virtually no responses. The calcium signals appear driven primarily by responses to the indi-

vidual bars at each point in space (Figure S1). The inward light-light pairing was weaker than the inward dark-light pairing (Figures 7Bi and iii),

likely because the light-light pairing activated a neighboring SAC that inhibited the measured SAC. These SAC responses differ from those

found in T4 cells, which respond strongly to the light-light pairing in the preferred direction69 and to the dark-light pairing in the null direction

but not strongly to light-dark pairings in the preferred direction (Figure 7D).49 The absence of strong direction selectivity to the negative cor-

relations in the apparent motion stimuli is in contrast to the response inversion in the correlated noise stimulus (Figure 4); the strength of the

apparent motion stimulus could recruit a different set of nonlinear properties from the relatively weak but highly directional correlated noise

stimuli. In contrast to the SAC, in the fly eye, the pairing of preferred direction, same-contrast responses with null direction contrast-inverting

responses appears to underlie behavioral responses to apparent motion and especially to ‘‘reverse-phi’’ apparent motion.49

DISCUSSION

In this study, we investigated the algorithmic similarity between two identified direction selective neuron types in the visual systems of mouse

and fly, ON SACs and T4 neurons. We found four specific similarities between the cells’ motion-evoked responses. First, the linear weighting

function of calcium responses inONSACs and T4 cells share similar oriented space-time structures, as expected (Figure 3). Second, responses

to spatiotemporal correlations were tuned to relatively fast timescales in both cells and sensitive to both positive and negative correlations

(Figure 4). Third, the two cells show similar tuning to sinusoids of varying spatial and temporal frequencies, though the T4 cell calcium signals

weremore direction selective than those inONSACs (Figure 5). Fourth, bothONSACs and T4 cells responded to summedopposite-direction

sinusoidal stimuli in a way that cannot be accounted for by a linear-nonlinear cascade model with a typical, expansive nonlinearity (Figure 6).

The mechanistic basis for these responses in SACs is of interest and for now, remains unclear. We also report one categorical difference be-

tween ON SACs and T4 cells, which pertains to the response to apparent motion stimuli of opposite contrast polarity. The measured re-

sponses in T4 cells bear the signature of the known ‘‘reverse phi’’ motion percept, whereas SACs for stimuli of the same contrast polarity

show the expected direction-tuned response, and for contrast reversing stimuli appear to be driven primarily by the local light or dark con-

trasts rather than their sequential appearance (Figure 7).

Models for SAC direction selectivity

The voltage signals in SACs approximate linear transformations of visual stimuli,9 but the calcium signals measured here and elsewhere are

direction selective.6 These observations have led to linear-nonlinear (LN) models to explain SAC direction selectivity.9 In these models, the

membrane potential is a linear transformation of the stimulus, and a static nonlinearity—often a threshold-linear transformation—is applied to

the linearly filtered stimulus to generate a directional signal. Such models are closely related to the motion energy model,40 have often been

used to describe directional signals in the visual cortex,63,66,67,70 and have been proposed to explain directional signals in the fly.26,28,29 Inter-

estingly, when the nonlinearity is chosen to be convex, as are most nonlinearities in these models, these models cannot generate the oppo-

nency that is observed in the decrease in mean response when a null direction sinusoid is added to a preferred direction sinusoid (Figure 4).30

In the fly, this same opponent phenomenon was used to suggest that dynamic nonlinearities, such as shunting currents or changing non-

linearities, were important for describing the direction-selective signals.30 Our results show that, similarly, an LN model with a convex nonlin-

earity cannot describe SAC calcium responses to simple sums of sinusoids. What other properties might be required to describe these re-

sponses? First, the nonlinearity could saturate, though such models are still difficult to fit into this sort of data.30 Second, as in the fly,28,31

there could be shunting interactions among currents that make the voltage less linear when large amplitude stimuli are used. Third, some

rectification of input signals, before the linear filtering step, can create opponent signals of the sort we observe.65 Fourth, early visual contrast

adaptation71,72 could make LNmodels poor for describing responses to high contrast or natural stimuli. Note that early visual contrast adap-

tation exists in the fly eye,73,74 but experiments excluded this explanation for opponency in the fly.30 Last, it is possible that this opponency

arises from inhibition from reciprocally connected SACs with opposite directional tuning.12,75 The mechanisms for this sort of opponency

seem likely to be different in fly and SAC, but this opponent phenomenon in primary directional cells can in principle improve directional

signals in natural scenes, where there are strong spatial correlations in intensity.30

In the fly, the HS neurons downstream of T4 and T5 cells receive excitatory and inhibitory inputs from populations of cells with opposite

tuning, resulting in opponent responses.76 DSGCs downstream of SACs similarly receive excitation with mild tuning in their preferred direc-

tion and inhibition with tuning to their null direction.16,77 The DSGCs should likewise show some opponency, and could inherit opponency

from the SACs.

Generating oriented linear filters

In both T4 cells and SACs, the oriented structure of the linear filter in thought to arise from different kinetics in the inputs to the cells from

different visual positions. In particular, the inputs to T4 at different spatial locations have different response dynamics,22,24 and specific ion

channels in the neurons upstreamof T4 have been implicated in their response dynamics and in the tuning of T4 cells.78 In themouse, different

bipolar cell types have different response dynamics and their postsynaptic interactions contribute to the orientation of the linear filter.9 The

origins of these temporal differences are incompletely understood but are known to involve differences both at the level of the glutamatergic

input to the bipolar cell dendrite79 and presynaptic inhibitory input to the bipolar cell axon terminal.80
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Sequential nonlinearities to generate direction selectivity

A nonlinearity is required to generate signals that have, on average, different values for stimuli moving in opposite directions.40,41 This means

that, for instance, an oriented linear filter as in Figure 3 is by itself insufficient to generate direction-selective signals, since the mean filtered

signal is the same for motion in both directions. In fact, any operation that extracts direction-selective signals from this linear processing

necessarily contains a nonlinearity. For example, studies have measured direction selectivity using a signal’s maximum value (a nonlinear

operation) or its mean amplitude (which requires finding themax andmin), which assume a downstreamprocess that performs a nonlinearity.

In both fly T4 andmouseON andOFF SACs, there appear to be several nonlinearities that contribute to direction selectivity. In fly DS cells,

nonlinear shunting interactions between excitatory and inhibitory currents create some direction selectivity and can explain other direction-

selective response properties of the cells.28,30,31 However, the subsequent transformation from voltage into calcium signal applies a nonlin-

earity much like the point-nonlinearity in motion-energy models,40 and this nonlinearity has been suggested to contribute to directional re-

sponses as well.26,29,30,32,65 The transformation from calcium concentration to neurotransmitter release likely adds yet another nonlinearity

that enhances directionality.81

A comparable suite of sequential nonlinearities acts on motion signals in the mouse retina. In the mouse SAC, as in the fly, the voltage

signals are largely linear functions of the visual stimulus.9 The transformation from voltage into changes in calcium concentration generates

the directional signals we observe here (Figures 4 and 5). The transformation from calcium to synaptic release could further affect direction-

ality, and reciprocal inhibition between SAC neurites with opposite directional tuning means that this could have complex effects.13 Differ-

ences between flies andmice in these nonlinearities could providemechanisms for the different degree of directionality in SACs compared to

T4 cells. Another nonlinear operation occurs downstreamof SACswhenDS retinal ganglion cells fire action potentials.82 This step in particular

could account for why SACs have lower direction selectivity than T4 cells (�0.2 vs. 0.8; Figure 4) and direction selectivity is 2–3-fold greater in

DS ganglion cells, �0.3–0.8.59

In comparing the direction selectivity in SACs and T4 cells (Figure 5E), it is important to consider the nonlinearity of the calcium indicators,

which are different in the respective recordings. Our simulations of the two calcium indicators (Figure 2) show that indicators’ responses to

sinusoidal changes in calcium concentration depend on both the basal calcium level and the amplitude of the concentration changes, both

within and between indicators. Thus, some of the differences in direction selectivity that we observed may reflect differences in cellular cal-

cium concentrations or result from using different indicators.

It is notable that calcium level is not the final step in signal transduction in the cell. Indeed, calcium must be transformed into synaptic

release rates, which could occur with different thresholds and kinetics in different cell types. This transduction process is also strongly

nonlinear.81 Thus, even if calcium levels were identical in SACs and T4s, the synaptic release could look quite different, thus endowing the

cells with what appear to be different algorithms for processing inputs. While we believe it is useful to examine and compare calcium signals

in these two cells, our measurements are at just one point in a sequence of nonlinear transformations that create motion signals to guide

behavior. Subsequent processing steps could elaborate differently on similar signals or transform different signals tomake themmore similar.

Thus, our analysis is asking the specific question of whether calcium signals are similarly constructed in these two cells, rather than whether

algorithmic processing is similar across their entire computational networks. Knowing the full suite of nonlinearities downstream of calcium

concentration will be important to understanding direction selectivity in graded potential release cells like these.

Natural scenes and optimization

An appealing theory about visual systems is that they have evolved to performwell with the specific statistics of their natural inputs.83–85 Such a

theory could explain similarities between mice and flies if they have evolved similar algorithms to perform motion detection in environments

with similar, terrestrial visual statistics. In both themouse and the fly visual systems, cells are solving the problemof detecting localmotion. Both

systems use parallel detectors tuned to respond to light and dark moving edges. This separation into distinct ON- and OFF-motion pathways

has been suggested in the fly to be tuned to take advantage of the light-dark asymmetric statistics of natural scenes.49,68,86,87 Mouse retina

shows a related tuning to natural scene asymmetries.88 The study here focused on simple visual stimuli and sensitivity to pairwise correlations

as motion cues. However, studies in vertebrates and invertebrates have suggested that the combination of the two pathways, which together

drive behavior, is tuned to naturalistic motion cues,42,87,89–91 which we have not addressed in this study. In both the mouse and fly literature,

there are relatively few studies of cellular responses to naturalistic motion stimuli49,92,93 and those responses can be difficult to interpret.94

By directly comparing the mouse and fly primary motion detectors, we identified both commonalities and differences. The commonalities

may shed light on what aspects of each system are strongly constrained by biology and the statistics of natural motion. Similarities empha-

sized here include receptive field structure (Figure 3), sensitivity to fast pairwise spatiotemporal correlations (Figure 4), temporal frequency

tuning (Figure 5), and opponency (Figure 6). These similarities could reflect optimized algorithms that have utility over a broad range of inputs

and are insensitive to the details of the implementation.

Alternatively, similarities could reflect that mice and flies solve similar problems because the statistics of their visual input are similar. Visual

resolution in the fly is roughly 0.1 cpd compared to 0.5 cpd in mouse, as measured by optomotor and optokinetic behaviors and by photo-

receptor acceptance angles,57,95–99 notwithstanding suggestions of mechanisms for higher resolution in the fly.98 Natural scene statistics may

be scale free,100 in which case this resolution differencemay not much alter the filtered scene statistics. It seems likely that much visual motion

is generated by self-motion, as animals translate through the world or rotate in it. Walking flies rotate at typical angular velocities of �100�/
s101,102 and higher speeds while flying103,104; mice rotate at typical angular velocities of 70-150�/s.105 This means that rotations may result in

similar angular speeds on the retina, though the situation is complicated by stabilizing eye and head movements in both animals.106,107
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Translational speeds in the two animals are quite different: mice walk at up to 1 m/s and flies typically walk near 0.02 m/s but both speeds are

�10 body lengths per second.108 Typical angular speeds across the retina depend on the animal’s translational velocity divided by the dis-

tance to visual objects. If body length reflects typical distance to the ground, then the observed ground speed across the retina, in degrees

per second, may not be very different between the animals. Flies fly much faster than they walk but, when flying, are also further from visual

objects. Thus it remains less clear what typical visual velocities are in flight. The similarities in the algorithm we observed between mice and

flies may reflect these similarities in typical retinal velocities. Ultimately, to connect algorithms in each animal to performance, we need to

know more about the natural environmental statistics of each animal, as well as how those statistics depend on typical behaviors.

The differences between the two systems point to where the systems may be engaged in different goals, sensitive to different natural in-

puts, or differently constrained by biology. Thus, they offer interesting features to examine to understand how motion signals are processed

by downstream circuits and used to drive behavior. This study highlights two substantial differences between T4 andON SAC response prop-

erties. First, T4 neurons appear to bemore direction selective in response to sinusoids than theON SACs; postsynaptic mechanisms inmouse

may allow retinal ganglion cells to ‘‘catch up’’ by increasing selectivity, as noted previously (Figure 5). The SACs also appear to be more

broadly tuned to different spatiotemporal frequencies. Both phenomena could be due to the relative strength of non-directional excitatory

inputs16 or due to differences in how neighboring cells synapse onto one another.12,22 The higher direction selectivity of T4 cells could also be

contributed to by its OFF-channel disinhibitory input, which can amplify signals109 and help generate opponency30 that suppresses non-di-

rection selective responses. Second, T4 cells responded to a smaller set of light-dark pairings during apparent motion presentations (Fig-

ure 7). In these experiments, the SACs responded to the position of the light bar in each combination, which would be consistent with their

lower direction selectivity.

Same functions, different parts

Flies and mice diverged many hundred million years ago.110 This means that similarities are likely to be the result of convergent evolution, in

which motion circuits solving similar tasks evolved similar algorithms to solve them. In both flies and mice, these primary motion detectors

appear integral to optic flow detection.111–113 But they seem likely to contribute to other downstream motion computations as well, so their

performance may have to be evaluated in a broad range of motion computations.

A major problem in neuroscience is to determine which features of a system are important for distinct aspects of its function. Comparative

studies provide clues about which features may be universal and which may be species specific. Fly and mouse motion detectors come with

very different parts lists but some similar functional properties. Here, direct comparisons have shown just how close the algorithms in these

analogous circuits are but have also identified differences between them. Overall, this comparison suggests that there may exist a relatively

limited set of motion detection algorithms that perform well and are consistent with biological mechanisms, even as many different mech-

anisms can implement them.
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RESOURCE AVAILABILITY

Lead contact

Requests for further information should be directed to the lead contact, Bart Borghuis (bart.borghuis@louisville.edu).

Materials availability

This study did not generate new unique reagents.

Data and code availability

� Starburst amacrine cell recording data used in this study has been deposited at DataDryad.org and are publicly available as of the date

of publication. The DOI is listed in the key resources table.
� Code to analyze that data and create the figures in this study has been deposited at Github.com. The accession numbers is listed in the

key resources table.

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

All experiments were performed using offspring of transgenic ChAT-IRES-Cre mice (Jackson Laboratory; RRID: IMSR_JAX:006410) crossed

with the Ai9 CAG-tdTomato ROSA26 reporter line (Jackson Laboratory; RRID: IMSR_JAX:007905). Mice of either sex, maintained on

C57BL/6J backgrounds, were kept on a 12:12 light/dark schedule and studied between 1.5 and 3 months of age. We report no difference

between data obtained from female and male mice and data is presented combined throughout. All animal procedures were approved

by the Institutional Animal Care and Use Committee at the University of Louisville and were in compliance with National Institutes of Health

guidelines.

METHOD DETAILS

Starburst amacrine cell recordings

Retina preparation and calcium imaging

Optical recordings of visually evoked calcium responses in SAC distal dendritic branches were obtained with 2P fluorescence imaging of the

whole-mount mouse retina, in vitro. Retinas of CX57BL6/Jmice of either sex (2–6 months of age) were prepared andmaintained in carbogen-

ated (95%O2–5%CO2) AmesMedium (Sigma-Aldrich) following enucleation and dissection of the eye under infrared illumination using night

vision scopes (Night Vision Devices; Allentown, PA) mounted on a dissecting scope (Olympus SZ61). For recording, a retina was transferred to

a chamber on the stage of an customized Olympus BX51 microscope and continuously perfused with heated, carbogenated Ames medium

(�6 mL/min; 34�C–36�C). TdTomato fluorescence-expressing SACs were located using 2P imaging and up to four SACs per retina were filled

with the cell impermeant calcium indicator dye OregonGreen 488 BAPTA-1 (OGB-1 hexapotassium salt, 10 mM in dH2O; Invitrogen, Catalog

number: O6806) by electroporation under visual guidance using a glass pipette (10 mL loaded volume; typical impedance 20 MU; �250 pA

holding current; single buzz, 2 ms, followed by retraction of the pipette). Recordings were initiated 1h after completing the fills. The custom-

built 2P fluorescence microscope was controlled with ScanImage v3.8.1 software (www.scanimage.org).114

REAGENT or RESOURCE SOURCE IDENTIFIER

Chemicals, peptides, and recombinant proteins

Oregon Green 488 Bapta-1 (OGB-1), Hexapotassium Salt, cell impermeant ThermoFisher Sci. O-6806

Ames Medium Sigma-Aldrich A1420

Experimental models: Organisms/strains

ChAT-IRES-Cre mouse Jackson Laboratory RRID:IMSR_JAX:006410

CAG-tdTomato (Ai9) mouse Jackson Laboratory RRID:IMSR_JAX:007905

Software and algorithms

MATLAB R2022a The Mathworks v.9.12.0.1956245 Update 2

SAC calcium imaging data DataDryad.org https://doi.org/10.5061/dryad.sj3tx969p

MATLAB code for data analysis and visualization GitHub.com github.com/ClarkLabCode/StarburstAnalysisPub.
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Visual stimulation

Visual stimuli were generated with an AppleMacintosh iMac computer using custom algorithms written in MATLAB (MathWorks; Natick, MA)

and the Psychophysics Toolbox (PTB-3; psychtoolbox.org).115–117 Visual stimuli on a photopic background (lmax = 395 nm; 1.2 , 104 R*/rod

and cone/s) were displayed using a DLP video projector (HP AX325AA; Hewlett-Packard) with the image projected onto the photoreceptor

layer using the microscope condenser. Stimuli were radially symmetric with a ‘bullseye’ geometry and were presented centered on the soma

of the recorded cell.

Visual stimuli

Visual stimuli presented to SACs in this study are largely adapted from the visual stimuli presented to flies in several previous studies27,30,49,118

but using a bullseye geometry and using different spatiotemporal parameters, tuned to the starburst cell. To minimize possible stimulus

adaptation, trials were separated by 6 s of mean-gray background presentation. To exclude potential responses to scan laser onset, a

1.5 s blank period preceded the visual stimulus on each trial and the fluorescence signal during this period was excluded from the analysis.

Dark and light edges (Figure 1): Full contrast light or dark edgesmoved radially outward or radially inward, occluding a gray background at

velocity of 500 mm=s. After the stimulus covered the entire circle, the circle remained light/dark until 3 s after the edge began to move.

Uncorrelated stochastic stimulus (Figure 3): Contrasts of each spatial location were set randomly to be +1 or �1, and they were updated

every 30th of a second (parameters for all stimuli listed below).

Ternary correlated stochastic stimulus (Figure 4): This stimulus creates pairwise spatiotemporal correlations at a given spatial and temporal

offset. It is identical to previously used stimuli27 and similar to other publishedmethods.45,119 The contrast at each pixel in space and time was

cðx;tÞ = Bðx;tÞ+P � Bðx +Dx;t +DtÞ, with P = G1 to obtain positive or negative correlations. Bðx; tÞ is a binary random variable taking the

value of �0.25 and 0.25, so the contrasts take values of �0.5, 0, and 0.5 with probabilities 1/4, 1/2 and 1/4. The autocovariance of the stim-

ulus was

Fðdx;dtÞ = Ccðx+dx; t+dtÞcðx; tÞDx;t = 2 fðdx;dtÞ+ P � ðfðdx + Dx;dt + DtÞ + fðdx � Dx;dt � DtÞÞ;
where the 4ðx; tÞ denotes the autocorrelation of Bðx; tÞ:

fðx; tÞ =

�
1=16; if x = 0; t = 0

0;otherwise
:

P denotes the parity of the imposed correlations, and there was positive (negative) correlation between two points with spatial offset of Dx

and temporal offset of Dt when P takes the value of 1 (�1). In Figure 4, we plot the autocorrelation of the stimulus where theFð0; 0Þ is normal-

ized to be 1. Dt ranged from 0 ms to 250 ms, and Dx = G50 mm, where positive (negative) Dx led to correlation in preferred (null) direction.

The frame was updated at 20 frame per second, a rate that we found empirically drove directional responses in our recordings; faster rates

seemed not to strongly drive the cells. This is consistent with the slower light responses of mouse cones120,121 compared to fly photorecep-

tors122 at the light intensity ranges of these experiments.

Sinusoidal grating stimulus (Figures 4 and 5): The stimulus has contrast cðx; tÞ = A sinðD � 2pf � t + 2pk � xÞ, where the temporal fre-

quencies f ranged from 0.5 Hz to 8 Hz, spatial frequency k ranged from 1/450 to 1/150 mm� 1. When D = 1, the gratings moved outward;

when D = � 1, the sinusoid moved inward. In Figure 5, the amplitude of the sinusoids was 1, and in Figure 5, the amplitude was 0.5.

Counter-phase grating stimulus (Figure 6): The counter-phase sinusoid gratings are the linear sumof two drifting sinusoid gratingsmoving in

the opposite direction: cðx; tÞ = 0:5 � sinð2pf � t + 2pk � x +fÞ+ 0:5 � sinð� 2pf � t + 2pk � x +fÞ, where the relative phase of the two sinu-

soids, f, of the sinusoid ranged over 8 values uniformly from 0 to 2p. The temporal frequency was 2 Hz and spatial frequency was 1/150 mm� 1.

Apparent motion stimulus (Figure 7): Two adjacent rings were either white or black on a gray background for 1 s. The two rings were pre-

sented sequentially. The leading ring appeared 250 ms before the onset the lagging ring, and both ring disappeared after 1 s of the onset of

the leading ring. When the inner (outer) ring is the leading ring, the apparent motion is defined to move in the preferred (null) direction. All

contrast combinations were tested.

Single ring stimulus (Figures 1–7): A single ring that was either white or black appeared on a gray background. The bar appeared for 1 s

before the screen returned to uniform gray.

The spatial and temporal scales and resolutions of visual stimuli for different experiments in starburst amacrine cells were as follows:

Visual stimulus Figure

Radial pixel

resolution (mm)

Temporal

pixel resolution (s)

Stimulus radial

extent (mm)

Stimulus

Duration (s)

Edge stimulus 1 3.3 1/60 150 3

Uncorrelated stochastic stimulus 3 16 1/30 240 320

Ternary correlated stochastic stimulus 4 50 1/60 250 5

Sinusoidal gratings 5, 6 3.3 1/60 300 5

(Continued on next page)

ll
OPEN ACCESS

iScience 26, 107928, October 20, 2023 17

iScience
Article

http://psychtoolbox.org


Calcium indicator simulations

The results shown in Figure 2 were generated by simulating simple models of calcium indicator dynamics. In these models, we characterized

the calcium’s fraction bound, b, by the differential equation,

tb _b =
Cn

Kn
D

� b

�
1 +

Cn

Kn
D

�
;

whereC is the calcium concentration, Kd is the binding constant of the indicator, and tb is the indicator time constant (parameter values used

in the simulations listed below). This dynamical equation yields the expected steady state binding fraction in the form of a Hill function

bss =
Cn

Kn
D+C

n

The fraction bound as a function of time was solved numerically via Euler Integration with timesteps of 0.1 ms and scaled by the dynamic

range, D, the ratio of brightest to dimmest fluorescence of the indicator, to determine the florescence, F, and the fractional change in fluo-

rescence, DF=F:

F = Fminð1 + ðD � 1ÞbÞ

DF

F
=

F � F0

F0

For our plots, F0 is calculated as the fluorescence just before a stimulus begins. A known function, such as a sinusoid, can be used as the

calcium concentration over time. To create the stochastic traces for filter extraction, we generated stimulus traces with Gaussian distributed

random intensity values that update at a frequency of 200 Hz. This simulates a Gaussian distributed visual stimulus, for instance. These inten-

sity values were then filtered by a temporal weighting function, after which the filtered signal, sðtÞ, was mean subtracted and set to have stan-

dard deviation of 1. Calcium concentration traces,CðtÞ, were set toCðtÞ = C0

�
1 + sðtÞ

2

�
, whereC0 set the scale of the basal calcium levels and

was equal to 1=3 KD , KD , or 3KD . Negative calcium concentrations were set to 0. The temporal weighting filter was of the form,

f ðtÞ =
t

t2
e� t

t;

with a time constant, t, of 50 ms. This same procedure was performed with the spatiotemporal stimuli and filter. The spatiotemporal stimulus

had uncorrelated Gaussian intensity values that varied with a 200 Hz temporal frequency at each of 21 spatial positions. The weighting filter

used to generate the responses to the spatiotemporal stimuli was the sum of two outer products of Gaussian spatial filters and Gamma func-

tion integrand temporal filters. The DF=F traces were regressed against the original intensity to extract the linear filters of the stimulus that

best predicted the response.

Parameters used for the simulations of OGB and GCaMP6f calcium indicators were as follows.

Parameter OGB Value (citation) GCaMP6f Value (citation)

t, time constant 5 ms (Sun et al.35) 254 ms (Chen et al.34)

n, hill coefficient 1 (Badura et al.36) 2.27 (Chen et al.34)

KD , dissociation constant 0.24 mM (Hendel et al.37) 0.375 mM (Chen et al.34)

D, dynamic range 14 (Badura et al.36) 29.2 (Chen et al.34)

Continued

Visual stimulus Figure

Radial pixel

resolution (mm)

Temporal

pixel resolution (s)

Stimulus radial

extent (mm)

Stimulus

Duration (s)

Counter-phase sinusoidal grating 6 3.3 1/60 300 5

Apparent motion 7 50 1/60 100 1

Single ring Figure S1 50 1/60 50 1
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QUANTIFICATION AND STATISTICAL ANALYSIS

Imaging analysis

Regions of interest (ROIs) were extracted from mean fluorescence image (movie averaged across time) with a watershed algorithm using

customMATLAB code. For eachmovie, we averaged over responses of all ROIs to generate the response to the stimulus. Light from stimulus

projector leaked into the movies. We estimated the strength of the bleed-through by calculating the signal of the darkest region in a

recording, and we subtracted it from the fluorescent responses.

We calculated DF=F with the formula DF
F = F�F0

F0
, where F0 was computed to be the average fluorescent signal during the 1 s prior to stim-

ulus onset of each trial.

To compute the linear receptive field, we first high pass filtered with a 0.1 Hz filter to remove long-time scale fluctuations in the response.

We calculated the DF=F as before, and then performed reverse-correlation between the stimulus and response.

To compute time-averaged responses, response traces were averaged over the full duration of the stimulus, except for sinusoidal grating

experiments. In those experiments, to account for phase-dependency in the responses, we averaged the responses over time intervals that

were the largest integer-multiple of the sinusoid period that was still less than the stimulus duration.

We developed a simplemetric to quantify the similarity between the linear receptive fields (RFs) of T4 and theON-SAC (Figure 3). To calcu-

late this metric, we viewed the RFs of T4 and SAC as two vectors, andmeasured the cosine similarities between them.We first rescaled the T4

RF with various spatiotemporal scales. For each rescaling, we calculated the cosine similarity between the vectors, interpolating in space and

timewhen necessary.We shifted them spatially to all possible offsets and used themaximum cosine similarity over those shifts as the similarity

for that spatial and temporal scaling.

Statistics

In the starburst data, we treated each dendritic branch recording as a statistically independent data point. Statistical significances were calcu-

lated with Wilcoxon signed-rank tests.

Drosophila T4 recordings

In this paper, the data from Drosophila direction-selective neuron T4 was previously published as follows: Figure 118; Figures 3 and 427; Fig-

ure 554; Figure 630; and Figure 7 and associated figures.49 In all these datasets, GCaMP6f34 was expressed in T4 neurons under a promotor that

targeted T4 and T5 neurons, and the two neuron types were later separated by their responses to light and dark edges. 2P imaging was used

to acquire traces of T4 neuronal activity in response to visual stimuli displayed on a panoramic screen around the fly.118 Figure 7 contains pre-

viously unpublished data taken with the same protocols as other data in the figure49; in order to stringently select for T4 signals, all data are

from regions of interest in which a centered light-bar response was 3-fold larger or more than the dark-bar responses.
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