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Abstract
Objective  Recently, the national diagnostic reference levels (DRLs) in Japan were revised as the DRLs 2020, wherein the 
body weight-based injection dose optimization in positron emission tomography/computed tomography using 18F-fluoro-
2-deoxy-D-glucose (18F-FDG PET/CT) was first proposed. We retrospectively investigated the usefulness of this optimization 
method in improving image quality and reducing radiation dose.
Methods  A total of 1,231 patients were enrolled in this study. A fixed injection dose of 240 MBq was administered to 624 
patients, and a dose adjusted to 3.7 MBq/kg body weight was given to 607 patients. The patients with body weight-based 
injection doses were further divided according to body weight: group 1 (≤ 49 kg), group 2 (50–59 kg), group 3 (60–69 kg), 
and group 4 (≥ 70 kg). The effective radiation dose of FDG PET was calculated using the conversion factor of 0.019 mSv/
MBq, per the International Commission on Radiological Protection publication 106. Image quality was assessed using noise 
equivalent count density (NECdensity), which was calculated by excluding the counts of the brain and bladder. The usefulness 
of the injection dose optimization in terms of radiation dose and image quality was analyzed.
Results  The body weight-based injection dose optimization significantly decreased the effective dose by 11%, from 
4.54 ± 0.1 mSv to 4.05 ± 0.8 mSv (p < 0.001). Image quality evaluated by NECdensity was also significantly improved by 
10%, from 0.39 ± 0.1 to 0.43 ± 0.2 (p < 0.001). In no case did NECdensity deteriorate when the effective dose was decreased. 
In group 1, the dose decreased by 32%, while there was no significant deterioration in NECdensity (p = 0.054). In group 2, the 
dose decreased by 17%, and the NECdensity increased significantly (p < 0.01). In group 3, the dose decreased by 3%, and the 
NECdensity increased significantly (p < 0.01). In group 4, the dose increased by 14%, but there was no significant change in 
the NECdensity (p = 0.766).
Conclusion  Body weight-based FDG injection dose optimization contributed to not only the reduction of effective dose but 
also the improvement of image quality in patients weighing between 50 and 69 kg.
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Introduction

Positron emission tomography/computed tomography (PET/
CT) using 18F-fluoro-2-deoxy-D-glucose (18F-FDG) is use-
ful for the functional diagnosis of neoplastic lesions, stag-
ing of malignant tumors, and detection of metastases and 
recurrences [1–3]. With the recent increase in the number of 
PET/CT procedures, it is becoming increasingly important 
to control the effective patient radiation exposure without 
deteriorating image quality [4].

Diagnostic reference levels (DRLs) have been proposed in 
the United States and in European countries as an important 
tool for optimizing radiation exposure in nuclear medicine 
procedures [5, 6]. In Japan, the first DRLs were proposed 
in 2015, and the injection dose for 18F-FDG PET/CT tumor 
evaluation was set to a constant radioactivity of 240 MBq 
[7]. However, clinical guidelines for FDG PET imaging 
issued by the Japanese Society of Nuclear Medicine rec-
ommended that the injection dose should be optimized by 
considering factors that affect image quality, such as body 
weight [8], and an adjusted injection dose based on body 
weight was proposed in DRLs 2020, the updated DRLs [9]. 
This optimization of the injection dose can influence the 
effective radiation exposure to the patient and the staff, but 
it may also change the number of counts obtained in the 
PET/CT procedure, potentially introducing new problems 
regarding PET/CT image quality [10].

In a previous study, the relationship between injection 
dose and image quality was investigated using the liver 
signal-to-noise ratio (SNRliver) as a quantitative index of 
image quality [11, 12]. Although SNRliver can be easily 
calculated, it has been reported that this index depends on 
the image reconstruction method and arm position during 
the examination [13]. The noise equivalent count (NEC) 
is another image quality index that does not depend on the 
conditions of image reconstruction, although its formula is 
more complicated than that of SNRliver. Noise equivalent 
count density (NECdensity) is a modified NEC in which a 
patient’s body size is considered. NECdensity is also inde-
pendent of the arm position, and a report indicates that 
this index is highly correlated with visual scores [14]. As a 
result, NECdensity is becoming popular for evaluating image 
quality.

As the European and American DRLs do not optimize 
the injection dose based on body weight [5, 6], it would 
be beneficial to investigate the usefulness of the optimi-
zation method that first appeared in the Japanese DRLs 
2020. In this study, we investigated the effects on 18F-FDG 
PET/CT radiation dose and image quality evaluated by 
NECdensity when the injection dose is optimized based on 
body weight.

Materials and methods

Patients

Two groups of patients were included in this study: 722 
patients underwent PET/CT with a fixed FDG dose of 
240 MBq during the four-month period from April 2018 
to July 2018, and 671 patients underwent PET/CT with 
the optimized FDG injection dose of 3.7 MBq/kg body 
weight during the four-month period from April 2020 to 
July 2020. The measured injection doses of both groups 
and their standard deviations are shown in Table 1.

Among these 1,393 patients, 162 were excluded from 
the analysis: 98 from the former group and 64 from the 
latter, for the following reasons: inappropriate injection 
dose, blood glucose levels greater than 150 mg/dL, acqui-
sition time other than 2 min/bed, and uptake time less than 
50 min. Finally, a total of 1,231 cases were analyzed ret-
rospectively: 624 cases with a fixed injection dose and 
607 cases with an optimized injection dose based on body 
weight. This study was approved by the Ethical Review 
Committee of the National Cancer Center (study No. 
2019–012). Due to the study’s retrospective design, the 
requirement for informed patient consent was waived.

Table 1   Characteristics of study subjects before and after dose opti-
mization

BMI, body mass index
Asterisks (*) denote the actually measured values. The means and 
their standard deviations are displayed

Before After
(n = 624) (n = 607)

Age 64.9 ± 13.2 66.7 ± 12.5
(18–89) (18–90)

Height (m) 1.63 ± 0.09 1.62 ± 0.08
(1.37–1.87) (1.35–1.85)

Body weight (kg) 60.3 ± 9.8 58.8 ± 10.7
(33–87) (34–88)

BMI (kg/m2) 22.6 ± 3.1 22.4 ± 3.3
(14.7–36.5) (14.7–36.8)

Injection dose (MBq)* 239.0 ± 6.3 213.2 ± 40.4
(220.5–261.6) (118.9–329.5)

Dose/weight (MBq/kg)* 4.08 ± 0.73 3.62 ± 0.08
(2.70–7.38) (3.34–4.06)

Blood sugar level (mg/dl) 102.0 ± 14.9 99.3 ± 15.0
(45–147) (61–149)

Uptake time (min) 72.1 ± 9.7 63.4 ± 8.2
(54–102) (50–115)

Acquisition time (sec) 120 120
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Imaging protocol

In this study, we used a Discovery IQ PET/CT scanner 
(GE Healthcare, Milwaukee, WI, USA). The detector of 
this scanner comprised Bi4Ge3O12 (BGO) crystals meas-
uring 6.3 × 6.3 × 30 mm. The transaxial field of view 
(FOV) was 700 mm, the axial FOV was 260 mm, and 
79 axial slices were obtained at the one-bed position. 
The energy window width was 435–650 keV, and the 
coincidence time window was 9.5 ns. A matrix size of 
192 × 192 and a slice thickness of 3.27 mm were acquired, 
and the slice overlap between beds was 19 slices. Scatter-
ing coincidence correction was performed using a three-
dimensional model-based scatter estimation (3D-MBSE) 
method. This random coincidence method is a single 
method estimated from the count rate of each detector.

PET images were acquired at 2 min per bed in 3D 
acquisition mode, and the obtained image data were 
reconstructed using VUE Point HD and Q. Clear (GE 
Healthcare) [15].

Calculation of noise equivalent count density 
(NECdensity)

According to the cancer FDG PET/CT imaging method 
guidelines [16], the NEC at each bed position is given by

where NECi is the NEC at bed position i, SF is the scatter 
fraction, Pi is the number of prompt coincidences in bed 
position i, Ri is the number of contingent coincidences at 
bed position i, and k is a coefficient based on the correction 
method for contingent coincidences (1 for delayed coinci-
dence measurements, 0 otherwise).

SF is derived from both phantom studies and the actual 
patient’s test. The scatter fraction phantom (SFphantom) 
was 0.37, based on the National Electrical Manufactur-
ers Association (NEMA) standard [15].

The number of each coincidence was extracted from 
the DICOM tag.

NECdensity was given by

where Vpatient is the body volume of the imaging area, 
excluding the brain and bladder areas.

(1)NECi = (1 − SF)2

(

Pi − Ri

)2

(

Pi − Ri

)

+ (1 + k)Ri

(2)NECdensity =

∑n

i=1
NECi

Vpatient

Data analysis

PET/CT image data were anonymized and analyzed using a 
medical image information management system conforming 
to international standards (onti™, RYUKYU ISG, Kyoto, 
Japan). NEC and NECdensity were calculated using the data 
extracted from the DICOM tag of PET/CT image data using 
this information management system (Fig. 1). NEC was fully 
automatically calculated, and NECdensity was automatically 
calculated by manually choosing the imaging area.

Patients were classified into two groups according to the 
injection dose: the fixed-dose group and the optimized dose 
group. Patient characteristics, such as age, body size, body 
weight, body mass index (BMI), injection dose, dose to 
weight ratio (dose/weight), blood glucose level, and uptake 
time, were compared between the two groups. The effec-
tive dose was calculated using the effective dose conversion 
factor (0.019 mSv/MBq) reported in the International Com-
mission on Radiological Protection Publication 106 [17]. 
The effective dose and NECdensity of the two groups were 
compared. The two groups were further classified into the 
following four groups according to body weight: group 1 

Fig. 1   Areas for evaluating a patient’s noise equivalent count. Counts 
in the area surrounded by dotted lines have been used to calculate the 
noise equivalent count. The areas, including the brain and bladder 
have been excluded
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(≤ 49 kg), group 2 (50–59 kg), group 3 (60–69 kg), and 
group 4 (≥ 70 kg). Body weight, BMI, dose, dose/weight, 
effective dose, and NECdensity were compared between the 
four groups.

Statistical analysis

BellCurve for Excel software (version 3.21, Social Survey 
Research Information Co., Ltd, Tokyo, Japan) was used for 
statistical testing. The relationship between body weight, 
BMI, and logarithm of NECdensity was evaluated using Pear-
son’s correlation coefficient. The injection doses, effective 
doses, and NECdensity were compared between fixed and 
optimized dose groups using Mann–Whitney U test, a non-
parametric test, because our data contained some outliers. 
Statistical significance was set at p < 0.05. The effect size, 
d, was calculated as a standardized index independent of 
sample size [18].

Results

Characteristics of patients with and without optimization of 
the injection dose are summarized in Table 1.

The correlations of body weight and BMI with logarithm 
of NECdensity in both the fixed and optimized injection doses 
are shown in Fig. 2. When Pearson’s correlation coefficients 
were calculated, there was a statistically strong negative cor-
relation between body weight and logarithm of NECdensity 
at a fixed dose (r = –0.864, p < 0.001) and optimized dose 
(r =  − 0.889, p < 0.001). A similar correlation was observed 
between BMI and logarithm of NECdensity at a fixed dose 
(r =  − 0.862, p < 0.001) and optimized dose (r =  − 0.877, 
p < 0.001).

The injection dose and effective dose with and without 
dose optimization based on body weight are shown in Fig. 3. 
The optimization of injection dose based on body weight 
significantly decreased the effective dose by 11%, from 
4.54 ± 0.1 to 4.05 ± 0.8 mSv. A statistically significant differ-
ence was shown by Mann–Whitney U test (p < 0.001). Image 
quality evaluated by NECdensity was significantly improved 
by 10%, from 0.39 ± 0.1 to 0.43 ± 0.2 (p < 0.001).

NECdensity was larger than 0.2, which is the reference 
value recommended by the Japanese guidelines [16], in 
97.4% of patients with a fixed dose (608 of 624 cases) and 
in 98.7% of patients with an optimized dose (599 of 607 
cases). There was no case in which the NECdensity was 0.2 
or less with the optimized injection dose. Dose optimization 
based on body weight reduced the exposure dose without 
deterioration of image quality in 74.0% (450 of 607) of the 
patients. The effect size, independent of the sample size, was 
large for radiation exposure reduction (d = 0.90) and small 
for image quality improvement (d = 0.27).

The NECdensity values calculated using the SFphantom 
and SFpatient are shown in Fig.  4. The NECdensity val-
ues in fixed and optimized doses were 0.39 ± 0.11 and 
0.40 ± 0.11, respectively, when SFphantom was used. They 
were 0.39 ± 0.14 and 0.43 ± 0.16, respectively, when SFpatient 
was used. NECdensity showed no statistically significant dif-
ference by Mann–Whitney U test when SFphantom was used 
(p = 0.267). However, NECdensity was significantly improved 
after optimization of the injection dose when SFpatient was 
used (p < 0.001).

Table 2 shows patient characteristics in the four body 
weight groups. As for each group, the patients’ mean body 
weight and BMI were not significantly different with and 
without dose optimization. As for the injection dose, a sta-
tistically significant decrease was shown with optimization 
in groups 1, 2, and 3 by Mann–Whitney U test (p < 0.001). 
However, a statistically significant increase was shown in 
group 4 (p < 0.001).

The effects of optimization on the NECdensity and injection 
dose in each group are shown in Fig. 5. In group 1, there was 
no significant difference in NECdensity by Mann–Whitney U 
test (p = 0.054), although the dose decreased by 32% with 
optimization. In group 2, NECdensity increased significantly 
(p < 0.01), although the dose decreased by 17%. In group 
3, NECdensity increased significantly (p < 0.01), although the 
dose decreased by 3%. In group 4, NECdensity was not sig-
nificantly improved (p = 0.693), although the dose increased 
by 13%.

Discussion

The reduction of exposure dose is a critical issue in the field 
of diagnostic radiology, including nuclear medicine. For this 
purpose, the concept of DRLs has been utilized in the United 
States and Europe since the 1990s. Their DRLs propose the 
75th percentile dose based on data compiled from facilities 
in each country or area. In nuclear medicine, the radioactiv-
ity of injected radiopharmaceuticals is used as a reference 
instead of the exposure dose [5, 6]. The movement to opti-
mize the radiation dose in diagnostic imaging in Japan has 
lagged behind those of Western countries. In Japan, Japan 
Network for Research and Information on Medical Expo-
sure (J-RIME) published DRLs as late as 2015 and proposed 
240 MBq as the recommended injection dose for oncological 
18F-FDG PET tests [7]. A Discovery IQ PET/CT scanner, 
which was used in this study, was installed in our institute in 
2016, and the injection dose of FDG was fixed to 240 MBq 
at that time according to DRLs 2015.

However, there is insufficient scientific evidence regard-
ing the usefulness of this fixed injection dose. Another 
problem is that, when a fixed dose is administered, the PET 
image quality varies according to body weight or BMI [10, 
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19]. Therefore, we installed onti™ software, a medical 
image information management system conforming to inter-
national standards, in June 2018. After the ethical review 
committee of our institute approved this retrospective study 
in June 2019, we started to investigate the optimization of 
the injection dose of FDG based on patients’ body weight 
to reduce the radiation exposure dose, as shown in the clini-
cal guideline for FDG PET, PET/CT 2010 [8]. We set the 
injection dose of FDG at 3.7 MBq/kg according to Japanese 
guideline for the oncology FDG PET/CT data acquisition 
protocol: synopsis of version 2.0 [16].

In April 2020, we started injecting the optimized dose 
of FDG to all patients after optimizing the injection dose 
based on their body weight according to the updated Japa-
nese Medical Care Act enacted in April 2020.

That is why we enrolled patients who received FDG PET/
CT tests between April 2020 and July 2020 in the group 
whose injection dose of FDG was optimized according to 
body weight and those who received FDG PET/CT tests 
between April 2018 and July 2018 in the group whose injec-
tion dose was fixed to 240 MBq.

Fig. 2   The correlation of the body weight and body mass index with 
noise equivalent count density. The relationship between the body 
weight, body mass index (BMI), and the logarithm of noise equiva-
lent count density  (NECdensity) have been evaluated using the Pear-
son’s correlation coefficient. a The correlation between the body 
weight and the logarithm of NECdensity, without an optimization of 

the injection dose; b The correlation between the body weight and the 
logarithm of NECdensity, with an optimization of the injection dose; 
c The correlation between the BMI and the logarithm of NECdensity, 
without an optimization of the injection dose; d The correlation 
between the BMI and the logarithm of NECdensity, with an optimiza-
tion of the injection dose
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The usefulness of this optimization was evaluated based 
on the radiation dose and image quality using the effective 
dose and NECdensity, respectively.

There was a strong negative correlation of body weight 
and BMI with NECdensity. This means that when evaluated 
by NECdensity, image quality deteriorated with an increase 
in body weight and BMI. Watson et al. [20] reported simi-
lar results. However, when the patients were classified into 
four groups according to body weight, NECdensity increased, 
which means that image quality improved, although the 
injection dose decreased in groups 2 and 3 (50–69 kg). 
Therefore, dose optimization based on body weight, which 
first appeared in DRLs 2020, contributes not only to the 
reduction of effective dose but also to the improvement of 
image quality for patients weighing between 50 and 69 kg. 
However, in group 4 (≥ 70 kg), the injection dose increased 
by 14%, but the NECdensity was not significantly improved. 
Although the counts of true coincidence are proportional to 
the injection dose, the counts of random coincidence, which 

induce noise, increase proportionally to the square of the 
injection dose. This is why NECdensity was not significantly 
improved in group 4 [21]. Similar results were reported by 
Nagaki et al., who indicated that deterioration of image qual-
ity occurred in subjects weighing over 75 kg [22]. The opti-
mization of injection dose based on body weight to achieve 
both a reduction in the effective dose and an improvement in 
image quality is not useful for patients weighing over 70 kg.

In general, when NECdensity is calculated, a fixed SF value 
obtained from a phantom study is usually used. However, 
it is not suitable to apply the SF obtained from the phan-
tom to the calculation of the NECdensity of each patient. In 
this study, we compared the NECdensity obtained using the 
SFphantom and SFpatient with and without dose optimization. 
When SFphantom was used, the NECdensity was not improved 
by optimizing the injection dose. However, the usefulness of 
dose optimization to improve NECdensity was demonstrated 
when SFpatient was used.

Fig. 3   Injection dose and effec-
tive dose with and without dose 
optimization, based on the body 
weight. The Mann–Whitney U 
test has been performed, and 
the statistical significance is set 
at p < 0.05. a Injection dose; b 
Effective dose

Fig. 4   Noise equivalent count 
density calculated from the 
SFphantom and SFpatient, with 
and without dose adjustment. 
The Mann–Whitney U test has 
been conducted, and statistical 
significance is set at p < 0.05. 
a NECdensity calculated by 
the SFphantom (p = 0.267); b 
NECdensity calculated by the 
SFpatient (p < 0.001)



1183Annals of Nuclear Medicine (2021) 35:1177–1186	

1 3

Table 2   Characteristics of study subjects in Groups 1 to 4 before and after dose optimization

All subjects have been divided into four groups based on their body weight
BMI, body mass index; NS, not statistically significant (p < 0.05)

Group 1 (≤ 49 kg) Before After Statistical analysis
(n = 100) (n = 130) p-value

Body weight (kg) 44.8 ± 3.9 45.0 ± 3.6 NS
(33–49) (34–49)

BMI (kg/m2) 18.9 ± 1.9 18.7 ± 2.0 NS
(14.7–24.8) (14.7–23.8)

Injection dose (MBq) 239.3 ± 7.0 160.9 ± 13.5  < 0.001
(223.5–252.3) (118.9–182.3)

Dose/weight (MBq/kg) 5.36 ± 0.54 3.58 ± 0.07  < 0.001
(4.61–7.38) (3.41–4.00)

Effective dose(mSv) 4.52 ± 0.1 3.06 ± 0.3  < 0.001
(4.25–4.79) (3.06–3.47)

Group 2 (50–59 kg) Before After Statistical analysis
(n = 174) (n = 208) p-value

Body weight (kg) 55.0 ± 2.8 54.5 ± 2.9 NS
(50–59) (50–59)

BMI (kg/m2) 21.2 ± 2.0 21.4 ± 2.1 NS
(16.4–27.2) (16.7–27.6)

Injection dose (MBq) 238.8 ± 5.9 197.7 ± 12.0  < 0.001
(220.5–260.6) (174.1–235.3)

Dose/weight (MBq/kg) 4.35 ± 0.25 3.62 ± 0.08  < 0.001
(3.88–5.11) (3.34–4.06)

Effective dose(mSv) 4.54 ± 0.1 3.76 ± 0.2  < 0.001
(4.19–4.95) (3.31–4.47)

Group 3 (60–69 kg) Before After Statistical analysis
(n = 240) (n = 148) p-value

Body weight (kg) 64.4 ± 2.9 63.9 ± 2.7 NS
(60–69) (60–69)

BMI (kg/m2) 23.6 ± 2.0 23.9 ± 2.0 NS
(18.9–29.8) (18.9–30.5)

Injection dose (MBq) 239.3 ± 7.0 232.2 ± 10.5  < 0.001
(222.5–261.6) (212.6–259.1)

Dose / weight (MBq/kg) 3.73 ± 0.19 3.64 ± 0.07  < 0.001
(3.29–4.16) (3.39–3.93)

Effective dose (mSv) 4.55 ± 0.1 4.41 ± 0.2  < 0.001
(4.23–4.97) (4.04–4.92)

Group 4 (≥ 70 kg) Before After Statistical analysis
(n = 110) (n = 121) p-value

Body weight (kg) 74.1 ± 3.9 74.6 ± 4.4 NS
(70–87) (70–88)

BMI (kg/m2) 26.0 ± 2.7 26.3 ± 2.4 NS
(20.9–36.5) (22.3–36.8)

Injection dose (MBq) 239.6 ± 6.0 272.5 ± 17.6  < 0.001
(223.5–261.3) (242.0–329.5)

Dose/weight (MBq/kg) 3.24 ± 0.17 3.65 ± 0.06  < 0.001
(2.70–3.60) (3.43–3.80)

Effective dose (mSv) 4.55 ± 0.1 5.18 ± 0.3  < 0.001
(4.25–4.96) (4.60–6.26)
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Fig. 5   Noise equivalent count 
density and injection dose, 
with and without injection dose 
adjustment in each group. The 
Mann–Whitney U test has been 
performed, and the statistical 
significance is set at p < 0.05. a 
Group 1 (≤ 49 kg) noise equiva-
lent count density (NECdensity) 
(p = 0.054); b Group 1 (≤ 49 kg) 
injection dose (p < 0.001); 
c Group 2 (50–59 kg) 
NECdensity (p < 0.01); d Group 
2 (50–59 kg) injection dose 
(p < 0.001); e Group 3 (60–
69 kg) NECdensity (p < 0.01); f 
Group 3 (60–69 kg) injection 
dose (p < 0.001); g Group 4 
(≥ 70 kg) NECdensity (p = 0.693); 
and h Group 4 (≥ 70 kg) injec-
tion dose (p < 0.001)
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When SFphantom is used for the calculation of NECdensity, 
the NECdensity is likely to be underestimated in the low-
weight group and overestimated in the high-weight group. 
Therefore, SFpatient should be used to calculate the NECdensity. 
These findings were suggested by Hosokawa et al., who 
expected the discrepancy between SF obtained using phan-
tom and that obtained from each subject by a Monte Carlo 
simulation [23].

We investigated the effects of dose optimization on the 
improvement of image quality in addition to the reduction 
in radiation dose based on the concept of DRLs 2020. The 
results indicated that adjusting the dose based on body 
weight contributed to an 11% radiation dose reduction and 
a 10% improvement in image quality. Optimization of the 
injection dose based on body weight reduced the dose in 
74% of cases, and there were no cases in which NECdensity 
deteriorated to less than 0.2, which is the lower limit recom-
mended in the guidelines. Therefore, we can say that the 
optimization of injection dose based on body weight pro-
posed in DRLs 2020 in Japan is useful in terms of image 
quality.

The actual injection doses for both fixed and optimized 
groups were distributed with some deviations. The standard 
deviation of injection doses for the fixed-dose group was 
6.3 MBq, 2.6% of the scheduled injection dose of 240 MBq. 
In contrast, the standard deviation of injection doses for the 
optimized dose group was 0.08 MBq/kg, 2.2% of the sched-
uled injection doses per body weight of 3.7 MBq/kg. Since 
the effective dose and NECdensity were calculated using the 
actual injection dose for each case, the deviations of injec-
tion doses would not affect the effective dose and NECdensity 
results.

In this study, we used 3.7 MBq/kg body weight for the 
optimization of the injection dose. This value is the achiev-
able dose (AD) recommended in the DRLs 2020 in Japan. 
The AD, which is the 50th percentile, is the target value 
recommended for facilities that achieved the reference levels 
in DRLs in the United States [6]. The results of our cur-
rent study may contribute to the future revision of DRLs 
in Japan.

The current study has some limitations. The optimization 
of injection dose was not useful for subjects classified into 
group 4 in terms of image quality and radiation exposure 
dose. It is expected that image quality would be improved 
by extending the acquisition time rather than adjusting the 
injection dose for patients with high body weight [11]. In 
addition, we did not examine the effects of dose optimization 
on the visual evaluation of PET images. The interpretation 
of images by physicians should be investigated in the future.

Conclusions

Optimization of injection dose based on body weight was 
first proposed in DRLs 2020 in Japan. Our retrospective 
study using NECdensity as an index of FDG PET image qual-
ity revealed that this dose optimization method can improve 
image quality and reduce radiation exposure, especially for 
patients weighing between 50 and 69 kg. In these cases, the 
optimized injection dose based on body weight would be 
superior to a fixed dose in FDG PET.
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