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a b s t r a c t 

Because of the rapid spread and wide range of the clinical manifestations of the coronavirus disease 2019 

(COVID-19), fast and accurate estimation of the disease progression and mortality is vital for the manage- 

ment of the patients. Currently available image-based prognostic predictors for patients with COVID-19 

are largely limited to semi-automated schemes with manually designed features and supervised learning, 

and the survival analysis is largely limited to logistic regression. We developed a weakly unsupervised 

conditional generative adversarial network, called pix2surv, which can be trained to estimate the time- 

to-event information for survival analysis directly from the chest computed tomography (CT) images of a 

patient. We show that the performance of pix2surv based on CT images significantly outperforms those 

of existing laboratory tests and image-based visual and quantitative predictors in estimating the disease 

progression and mortality of COVID-19 patients. Thus, pix2surv is a promising approach for performing 

image-based prognostic predictions. 

© 2021 The Authors. Published by Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

The rapid global spread of the coronavirus disease 2019 (COVID- 

9) has placed major pressures on healthcare services worldwide. 

uring the year of 2020, over 70 million COVID-19 infections and 

ver 1.6 million deaths due to COVID-19 were reported worldwide 

 WHO, 2020 ). Because of the wide range of the clinical manifesta- 

ions of COVID-19, fast and accurate estimation of the disease pro- 

ression and mortality is vital for the management of patients with 

OVID-19. 

Chest computed tomography (CT) is the most sensitive chest 

maging method for COVID-19 ( Harmon et al., 2020 ; Mei et al., 

020 ). Recently, several computer-assisted image-based predictors 

ave been reported for prognostic prediction of COVID-19 pa- 

ients based on chest CT images. The basic idea of these predic- 

ors has been to extract various features from CT images, and to 

ubject these features to a classifier (logistic regression) or a sur- 

ival prediction model. Most studies have used a small number of 
∗ Corresponding author. 

E-mail address: yoshida.hiro@mgh.harvard.edu (H. Yoshida). 
1 These authors contributed equally to this work. 
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ell-understood manually defined size, shape, or texture features 

hat are extracted from regions of interest, such as those of seg- 

ented ground-class opacities, semi-consolidation, and consolida- 

ion ( Colombi et al., 2020 ; Huang et al., 2020 ; Lanza et al., 2020 ;

iu et al., 2020 ; Matos et al., 2020 ; Wang et al., 2020 ; Yu et al.,

020 ; Zhang et al., 2020 ). Other studies performed a radiomic 

nalysis by extraction of a large number of radiomic features from 

 segmented complete lung region, followed by feature selection to 

etermine a manageable set of key features ( Homayounieh et al., 

020 ; Wu et al., 2020 ). After the calculation of the prognostic fea-

ures, the prognostic prediction has usually been performed by use 

f logistic regression, which limits the analysis to a binary pre- 

iction of the disease severity or survival at a specific time point 

 Colombi et al., 2020 ; Homayounieh et al., 2020 ; Lanza et al., 2020 ;

. D. Li et al., 2020 ; Li et al., 2020 ; Matos et al., 2020 ; Xiao et al.,

020 ). Instead of logistic regression, some methods performed a 

raditional survival analysis by subjecting the features to a Cox re- 

ression analysis for the calculation of the time-to-event informa- 

ion which is needed to perform a complete survival analysis for 

linical tasks ( Francone et al., 2020 ; Wu et al., 2020 ; Zhang et al.,

020 ). 
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These previous studies had several limitations. Semi-automated 

uantification of CT images requires manual guidance and suf- 

ers from inter- and intra-observer variability. Extraction of fea- 

ures from segmented regions of interest is vulnerable to seg- 

entation errors, it can exclude important information from non- 

egmented lung regions, and manually or mathematically defined 

eatures may not be ideal for the construction of optimal prognos- 

ic predictors. Furthermore, few studies have made use of tradi- 

ional survival analysis, which enables the calculation of the sur- 

ival probability at any time point for performing important clini- 

al tasks, such as the calculation of survival curves. Finally, the role 

f deep learning in these methods has been limited to a segmen- 

ation of CT images, and such deep learning models were trained 

ith a supervised learning approach that requires the availability 

f an annotated training dataset. Therefore, there is an unmet need 

or an objective survival analysis system that would automatically 

xtract, select, and combine image-based features for the calcula- 

ion of complete time-to-event information for optimally predict- 

ng the prognosis of patients with COVID-19, without the labori- 

us and expensive annotation effort that is required by supervised 

earning schemes. 

Recently, an adversarial time-to-event model based on a condi- 

ional generative adversarial network (GAN) has been shown to be 

ble to generate predictions for the survival analysis of epidemi- 

logic data at a higher accuracy than those of traditional survival 

ethods ( Chapfuwa et al., 2018 ). The model focused on the estima- 

ion of time-to-event distribution rather than event ordering, and 

t also accounted for missing values, high-dimensional data, and 

ensored events. Such an approach has the advantage that the dis- 

ribution of the survival time can be estimated directly from the 

nput predictor. However, to the best of our knowledge, no condi- 

ional GAN-based methods have been proposed for estimating the 

urvival time directly from images. 

In this study, we developed a weakly unsupervised conditional 

AN, called pix2surv, which enables the estimation of the distri- 

ution of the survival time directly from the chest CT images of 

atients. The model avoids the technical limitations of the previous 

mage-based COVID-19 predictors discussed above, because the use 

f a fully automated conditional GAN makes it possible to train a 

omplete image-based end-to-end survival analysis model for pro- 

ucing the time-to-event distribution directly from input chest CT 

mages without an explicit segmentation or feature extraction ef- 

orts. Also, because of the use of weakly unsupervised learning, the 

nnotation effort is reduced to the pairing of input training CT im- 

ges with the corresponding observed survival time of the patient. 

We show that the prognostic performance of pix2surv based 

n CT images compares favorably with those of existing laboratory 

est results computed by the traditional Cox proportional hazard 

odel ( Cox, 1972 ) and those of image-based visual and quanti- 

ative predictors in estimating the disease progression and mor- 

ality of patients with COVID-19. We also show that the time-to- 

vent information calculated by pix2surv based on CT images en- 

bles stratification of the patients into low- and high-risk groups 

ith a wider separation than do those of the other predictors. 

hus, pix2surv is a promising approach for performing image- 

ased prognostic prediction for the management of patients. 

. Background 

The intent of a time-to-event model is to perform a statistical 

haracterization of the future behavior of a subject in terms of a 

isk score or time-to-event distribution. A time-to-event dataset 

an be formulated as D = { x i , t i , l i } N i =1 , where x i = [ x i 1 , . . . , x ip ] are 

he predictors, t i is a time-to-event of interest, l i is a binary cen- 

oring indicator, and N is the size of the dataset. A value of l = 1
i 

2 
ndicates that the event is observed, whereas a value of l i = 0 in- 

icates censoring at t i . 

Let T denote a continuous random variable (or survival time) 

ith a cumulative distribution function F ( t ). The survivor function 

f T is defined as the fraction of the population that survives longer 

han some time t , as ( Kleinbaum and Klein, 2012 ) 

 ( t ) = P ( T > t ) = exp 

(
−

∫ t 

0 

h ( s ) ds 

)
, (1) 

here h (I t ) is a hazard function that describes the rate of the oc-

urrence of an event over time. Given a set of predictors, x , the re-

ationship between the corresponding conditional hazard and con- 

itional survival functions can be expressed as 

 ( t| x ) = lim 

dt → 0 
P ( t < T < t + dt | x ) / P ( T > t| x ) dt = f ( t | x ) / S ( t| x ) , (2

here f (t | x ) is the conditional survival density function. Time-to- 

vent models typically characterize the relationship between the 

redictors x and a time-to-event t by estimation of the conditional 

azard function of Eq. (2) by use of the relationships of 

 ( t | x ) = exp ( −H ( t | x ) ) (3) 

nd 

f ( t | x ) = h ( t| x ) S ( t | x ) , (4) 

here H(t | x ) = 

∫ t 
0 h (s | x ) ds is the cumulative conditional hazard

unction. 

Cox proportional hazard model ( Cox, 1972 ) is a popular time- 

o-event model, which is based on the assumption that the effect 

f the predictors is a fixed, time-independent, multiplicative factor 

n the value of the hazard function (or hazard rate). The estima- 

ion depends on event ordering rather than on the time-to-event 

tself, which is undesirable in applications where the prediction 

s of the highest importance. The accelerated failure time (AFT) 

odel ( Wei, 1992 ) is another time-to-event model, which is based 

n the assumption that the effect of the predictors either acceler- 

tes or delays the event progression relative to a parametric base- 

ine time-to-event distribution. The parametric time-to-event dis- 

ribution is represented by use of a limited parametric form, such 

s exponential distribution, which is often violated in practice due 

o the inability of the model to capture unobserved variation. 

A deep adversarial time-to-event (DATE) model is yet another 

ype of time-to-event model, which makes use of a conditional 

AN to estimate the time-to-event distribution, p(t| x ) , where t is 

 non-censored time-to-event from the time at which the predic- 

ors x were observed ( Chapfuwa et al., 2021 , 2018 ). This makes

t possible to implicitly specify the time-to-event distribution via 

ampling, rather than by learning the parameters of a pre-specified 

istribution. Also, the use of a GAN penalizes unrealistic samples, 

hich is a known issue in likelihood-based models ( Karras et al., 

018 ). For censored events, the likelihood of p(t > t i | x i ) should be

igh, whereas for non-censored events, the pairs { x i , t i } should be 

onsistent with the data generated by p(t | x ) p 0 (x ) , where p 0 (x ) is

he (empirical) marginal distribution for the predictors from which 

e can sample but whose explicit form is unknown. 

The generator function of the conditional GAN of the DATE 

odel can be modeled as 

 = G θ ( x ; ε; l = 1 ) , ε ∼ p ε ( ε ) , (5) 

here p ε (ε) is a simple distribution such as uniform distribu- 

ion, and θ denotes the parameters of the generator. The generator 

efines an implicit non-parametric approximation q θ (t| x, l = 1) of 

he non-censored samples of p(t| x ) . Ideally, the pairs { x, t } gener- 

ted by Eq. (5) should be indistinguishable from the observed data 

 x, t, l = 1 } ∈ D . 
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Given a discriminator function D φ( x, t ) with a parameter set φ, 

he cost function of the conditional GAN for non-censored data can 

e expressed as 

 1 ( θ, φ; D nc ) = E ( t,x ) ∼p nc 

[
D φ( x, t ) 

]
+ E x ∼p nc ,ε∼p ε 

[
1 − D φ( x, G θ ( x ; ε; l = 1 ) ) 

]
, (6) 

here p nc ( t, x ) is the empirical joint distribution for the non- 

ensored subset D nc ⊂ D . The expectation terms are estimated 

hrough the samples { x, t } ∼ p nc ( t, x ) and ε ∼ p ε (ε) only. 

To leverage the censored subset D c ⊂ D for updating the param- 

ters of the generator, a second cost function is introduced as 

 2 ( θ ; D c ) = E ( t,x ) ∼p c ,ε∼p ε [ max ( 0 , t − G θ ( x ; ε; l = 0 ) ) ] , (7) 

here the role of max ( 0 , •) is to incur no loss from G θ (x ; ε; l = 0)

s long as the sampled time is larger than the censoring point. 

For cases where the proportion of the observed events is low, 

he cost functions of Eqs. (6) and (7) do not account for mis- 

atches between the time-to-events and the ground truth, t . To 

enalize G θ ( x ; ε; l = 1 ) for not being close to the event time t for 

on-censored events, a third cost function, or distortion loss, is in- 

roduced as 

 3 ( θ ; D nc ) = E ( t,x ) ∼p nc [ d ( t, G θ ( x ; ε; l = 1 ) ) ] , (8) 

here d( a, b ) = ‖ a − b ‖ 1 . 
The conditional GAN of the DATE model is trained by op- 

imizing the combination of the cost functions of Eqs. (6) –(8) , 

 1 ( θ, φ; D nc ) + L 2 ( θ ; D c ) + L 3 ( θ ; D nc ) , by maximizing it with re-

pect to φ and θ . It has been demonstrated that the use of the 

ATE model yields a significant performance gain in the survival 

nalysis of epidemiologic data over those of traditional methods 

 Chapfuwa et al., 2018 ), such as the Cox-Efron ( Efron, 1974 ), the

andom survival forest ( Ishwaran et al., 2008 ), or a deep regular- 

zed AFT model ( Chapfuwa et al., 2018 ). 

In Section 3 , we describe how we generalized the concepts of 

he DATE model to convolutional neural networks for performing 

rognostic prediction for COVID-19 based on the CT images of pa- 

ients in this study. 

. Methods and materials 

.1. pix2surv 

Fig. 1 shows a schematic structure of the pix2surv survival pre- 

iction model for CT images. The training of the model involves the 

ptimization of a time generator ( Fig. 1 a) and a time discriminator 

 Fig. 1 b). The time generator, G = G θ , is used to convert an image

nto an estimated survival time by converting the feature maps of a 

ully convolutional encoder network into a scalar time value by use 

f a fully connected network. The details of the implementation of 

 are discussed in Section 3.3 . During training, the estimated sur- 

ival time, t est , is converted into an estimated survival time image 

orange rectangle in Fig. 1 a), which contains t est as a scalar value 

t each pixel and is provided as input to the time discriminator. 

The time discriminator, D = D φ , is trained to differentiate “real 

airs” of an input image and the corresponding observed (true) sur- 

ival time image (blue rectangle in Fig. 1 b), which is based on the

bserved true survival time, t obs , from “estimated pairs” of an in- 

ut image and a corresponding estimated survival time image (or- 

nge rectangle in Fig. 1 b) generated by G . The implementation de- 

ails of D are described in Section 3.3 . 

The training of pix2surv involves the optimization of G and D 

ased on the images of a training dataset. The cost function is a 

odified min-max objective function 

 

∗ = arg min 

G 
max 

D 
[ L cGAN (G, D ) + λc L censor (G ) + λn L non-censor (G ) ] , (9) 
3 
hich contains three distinct loss functions adapted from Eqs. (6) –

8) . The first of these loss functions, 

 cGAN ( G, D ) = E x,t ∼p data ( x , t ) [ log D ( x , t ) ] 

+ E x ∼p data ( x ) ,z∼p z ( z ) [ l og ( 1 − D ( x, G ( x , z ) ) ) ] , (10) 

s the standard loss function of a conditional GAN ( Isola et al., 

017 ; Mirza and Osindero, 2014 ), where p data denotes the empiri- 

al joint distribution of an input image x and a survival time image 

, p z ( z ) denotes a Gaussian distribution, and z is a latent variable.

he loss function of Eq. (10) encourages D to identify incorrect sur- 

ival times (or survival time images) generated by G , whereas G is 

ncouraged to generate survival times t est that have a low proba- 

ility of being incorrect, according to D . The two other loss func- 

ions of Eq. (9) , 

 censor ( G ) = E x,t ∼p data ( x,t ) ,z∼p z ( z ) [ max ( 0 , t − G ( x, z ) ) ] (11) 

nd 

 non-censor (G ) = E x,t ∼p data (x,t ) , z∼p z (z) | t − G (x, z) | , (12) 

urther constrain G to generate survival times that are similar to 

he observed true survival times of censored and non-censored 

atient images, respectively. The trade-off between L censor (G ) and 

 non-censor (G ) relative to L cGAN ( G, D ) is controlled by the parame- 

ers λc and λn of Eq. (9) . 

.2. Prognostic prediction for patients based on their CT images 

In this study, the image-based prediction by pix2surv for esti- 

ating the survival time of a patient was performed based on an 

nalysis of the 2D CT image slices of the patient. For this purpose, 

he pix2surv was first trained by use of the individual 2D CT im- 

ges of patients, where the CT images were paired with the ob- 

erved survival time of the corresponding patient. 

After the training, the survival time of a patient was estimated 

y subjecting the CT images of a patient to the time generator (see 

ection 3.1 ), which yielded an estimated survival time for each CT 

mage. The survival time of the patient was then calculated as the 

edian of the estimated survival times of the CT images of the 

atient. We used the median value because, in our experiments, 

his yielded more accurate predictions than the use of other first- 

rder statistics for estimating the image-based survival time. 

.3. Implementation of pix2surv 

To reduce the computation time of the training step, we sub- 

ampled the input CT images from their original 512 ×512-pixel 

atrix size to a 256 ×256-pixel matrix size. Also, we constrained 

he number of CT images per patient to a maximum of 100, by 

 random selection of the CT images whenever the CT acquisi- 

ion series of a patient contained more than 100 CT image slices. 

hese two steps reduced the training time by 80% with essentially 

o change in the performance of the prognostic prediction (see 

ppendix A for an ablation study). Thus, these two steps substan- 

ially improved the throughput without compromising the prog- 

ostic performance. 

The architectural details of G (the time generator) which we 

sed in our experiments are shown on the right margin of Fig. 1 a.

here were four convolution layers and three fully connected lay- 

rs. The architectural details of D (the time discriminator) are 

hown on the right margin of Fig. 1 b. We implemented D as a 

atch-based fully convolutional neural network (PatchGAN), sim- 

lar to that of the pix2pix GAN model ( Isola et al., 2017 ; Li &

and, 2016 ). There were five convolution layers. The PatchGAN is 

esigned to penalize unrealistic structures at the scale of small im- 

ge patches by averaging the outputs of the network convolutions 

cross the input image into an aggregate output likelihood that is 
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Fig. 1. Schematic structure of pix2surv. (a) An overview of the time generator, including the construction of the estimated survival time image during training. (b) An 

overview of the time discriminator. The architectural details of the time generator and the discriminator networks are shown on the right margin. 
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Table 1 

The demographics, clinical characteristics, and CT parameters of the progression and 

mortality analysis patient cohorts. IQR = interquartile range. 

Progression cohort Mortality cohort 

Available # of patients 141 214 

Gender, # females : # males 64 : 77 86 : 128 

Age (years), median [IQR Q1, 

Q3] 

69 [59, 80] 67 [58, 78] 

Survival time (days), median 

[IQR Q1, Q3] 

8 [2, 24] 17 [8, 40] 

# of events 51 46 

CT image size, width x height 512 x 512 512 x 512 

# of CT images, median [IQR 

Q1, Q3] 

385 [326, 463] 374 [325, 436] 

Slice thickness (mm) 0.625 – 3.0 0.625 – 3.0 

Pitch 0.3 – 3.0 0.3 – 3.0 

Tube voltage (kVp) 80 - 140 80 - 140 

c

d

v

v

p

r

a

c

f

C

i

a

u

a

s

sed to determine if the input image is considered as real or syn- 

hetic. 

We implemented the pix2surv model by use of PyTorch 1.5 

aszke et al., 2019 ). The calculations were performed by use of 

inux graphics processing unit (GPU) servers equipped with 48GB 

TX 80 0 0 GPUs (NVIDIA Corporation, Santa Clara, CA) and 10- 

ore 3.7 GHz Core i9-10900X CPUs (Intel Corporation, Santa Clara, 

A). No data augmentation was performed. The values of the free 

arameters of pix2surv were determined during training by use 

f grid search, where the time generator and time discrimina- 

or of pix2surv were trained by use of the Adam optimizer with 

1 = 0 . 5 and β2 = 0 . 999 . The dropout ratio was set to 0.3, batch

ize was 64, the learning rate was 2.0 ×10 -4 , and the trade-off pa- 

ameters of Eq. (9) of the censored and non-censored loss func- 

ions of Eqs. (11) and ( (12) with respect to the standard loss of

q. (10) were set to λc = 10 and λn = 10 . 

.4. Materials 

This study was approved by our institutional review board 

IRB). All procedures involving human participants were performed 

n accordance with the ethical standards of the IRB and with the 

964 Declaration of Helsinki and its later amendments. The in- 

ormed consent of the patients was waived for this study. 

We established a retrospective multi-center database of COVID- 

9 cases with the associated CT image acquisitions, where the 

ases were collected between March 1 and June 28, 2020, from 

he medical records of the Massachusetts General Hospital and the 

righam and Women’s Hospital through the Research Patient Data 

egistry and the COVID-19 Data Mart at the Mass General Brigham 

Boston, MA), and they were followed up until July 28, 2020. The 

edical records were reviewed by an expert pulmonologist to in- 
4 
lude patients who (1) were at least 18 years old, (2) had been 

iagnosed as COVID-19 positive based on a positive result for se- 

ere acute respiratory syndrome coronavirus 2 (SARS-COV-2) by re- 

erse transcriptase-polymerase chain reaction (RT-PCR) with sam- 

les obtained from the nasopharynx, oropharynx, or lower respi- 

atory tract, and (3) had a high-resolution chest CT examination 

vailable. The resulting cohort consisted of 302 patients. After ex- 

luding the patients whose CT examinations had been performed 

or diseases other than COVID-19, we established a database of 214 

OVID-19 patients for this study. All these patients were included 

n the study regardless of the diagnostic quality of their CT images. 

Table 1 summarizes the demographics, clinical characteristics, 

nd CT acquisition parameters of the two types of patient cohorts 

sed in this study. All 214 patients were considered for mortality 

nalysis, whereas only 141 patients were considered for progres- 

ion analysis because patients who had their CT examination af- 
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T

er the intensive care unit (ICU) admission were excluded from the 

rogression analysis. 

The chest CT images of the patients were acquired by use of a 

ingle-phase low-dose acquisition with a multi-channel CT scanner 

Canon/Toshiba Aquilion ONE, GE Discovery CT750 HD and Revolu- 

ion CT/Frontier, Siemens SOMATOM Definition AS/AS + /Edge/Flash, 

OMATOM Force, Biograph 64, and Sensation 64) that used auto 

ube-current modulation and the parameter settings shown in 

able 1 . The CT images were reconstructed by use of a neutral or 

edium sharp reconstruction kernel. 

The 214 patients generated a total of 84,971 CT images for the 

tudy. As a pre-processing step, the intensity values of the CT im- 

ges were clipped to a Hounsfield unit (HU) range of -1024 to 1024 

U and mapped linearly to the range of -1 to + 1. 

Because not all of the values of some of the reference predic- 

ors were available for all the patients, we evaluated the compar- 

tive performance of the predictors both in terms of the maxi- 

um number of patients that were available individually for each 

redictor, as well as in terms of specific subcohorts of patients, 

alled “common cases”, where the values of all the reference pre- 

ictors were available for all patients of the subcohort. In progres- 

ion analysis, there were 105 such common cases, whereas, in mor- 

ality analysis, there were 171 common cases. 

.5. Reference predictors 

We compared the prognostic performance of pix2surv with 

hose of reference predictors that had been reported in the peer- 

eviewed literature for COVID-19 by the time our experiments 

ere carried out. These reference predictors included (1) a com- 

ination of the laboratory tests of lactic dehydrogenase, lympho- 

yte, and high-sensitivity C-reactive protein (abbreviated as Lab) 

 Ji et al., 2020 ; Yan et al., 2020 ), (2) visual assessment of the

T images in terms of a total severity score (TSS) (K. Li et al.,

020 ; Lyu et al., 2020 ), (3) visual assessment of the CT images

or the total severity score for crazy paving and consolidation 

CPC) ( Lyu et al., 2020 ), and (4) semi-automated assessment of 

he CT images in terms of the percentage of well-aerated lung 

arenchyma (%S-WAL) ( Colombi et al., 2020 ). 

The results of the laboratory tests (Lab) were collected from 

he patient records. The TSS (value range: 0-20) was estimated by 

n internist with over 20-year experience (C.W.) based on the de- 

criptions of previously published studies ( Bernheim et al., 2020 ; 

yu et al., 2020 ), as a sum of the visually assessed degree of acute

ung involvement at each of the five lung lobes on the chest CT im- 

ges. The CPC was assessed as the sum extent of crazy paving and 

onsolidation in terms of the TSS criteria, where the sum involve- 

ent of the five lung lobes was taken as the total lung score (value

ange: 0-20) ( Lyu et al., 2020 ). The %S-WAL was calculated by use

f previously published image processing software ( Kawata et al., 

005 ), based on the descriptions of a previously published study 

 Colombi et al., 2020 ), as the relative volume of the well-aerated 

D lung region determined by the density interval of -950 HU and 

700 HU with respect to the volumetric size of the complete seg- 

ented 3D lung region on the chest CT images. 

The predictions by Lab were calculated by use of the elastic- 

et Cox proportional hazard model ( Simon et al., 2011 ). To calcu- 

ate the time-to-event distributions provided by the image-based 

eference predictors, each predictor was subjected to the condi- 

ional GAN of the pix2surv model of Section 3.1 except that, for 

ach predictor, there was only one input image per patient, where 

he input image was constructed by storing the feature value of 

he predictor in the channel dimension for each pixel. The other 

omputations were performed as described in Section 3.1 . Previ- 

usly, we have demonstrated that, when the time-to-event distri- 

ution of a single-valued predictor is estimated by use of pix2surv 
5 
s described above, the resulting prognostic performance is simi- 

ar or even higher than if the predictor had been subjected to a 

raditional Cox proportional hazards model ()( Uemura et al., 2020 ). 

his observation is consistent with the previously reported result 

hat the predictions generated by the DATE model (see Section 2 ), 

he inspiration behind our pix2surv model, are more accurate than 

hose generated by traditional survival models ( Chapfuwa et al., 

018 ). 

.6. Evaluation methods 

.6.1. Training and validation with bootstrapping 

To obtain an unbiased estimate and 95% confidence intervals 

f how well our model would generalize to external validation 

atients, we performed the evaluations by use of the bootstrap- 

ased procedure recommended by the Transparent Reporting of a 

ultivariable prediction model for Individual Prognosis or Diagno- 

is (TRIPOD) consensus guideline ( Moons et al., 2015 ). The boot- 

trapping evaluations were performed with 100 bootstrap repli- 

ates on the pix2surv model as well as on the reference predictors 

escribed in Section 3.5 . The associated statistical analyses were 

erformed by use of R 4.0.2 ( R Core Team, 2020 ). 

The bootstrap evaluations were performed by use of per-patient 

ootstrapping, i.e., when a patient was assigned to a training or 

est set in the bootstrap procedure, all the CT images of the patient 

ere assigned to that set. See Appendix B for details about the 

mplementation of the per-patient bootstrap procedure. It took ap- 

roximately 276 hours (11.5 days) to perform 100 bootstrap repli- 

ates for 214 patients on a single GPU by the use of the architec- 

ure and parameter settings of pix2surv described in Section 3.3 . 

.6.2. Prediction performance 

We measured the performance of the prognostic prediction in 

erms of survival time. For the analysis of COVID-19 progression, 

he survival time was defined as the number of days from the 

aseline CT image acquisition to that of either ICU admission or 

eath (for uncensored patients), or to the most recent follow-up 

ate (for censored patients). For the analysis of COVID-19 mortal- 

ty, the survival time was defined as the number of days from the 

aseline CT image acquisition to the death of the patient (for un- 

ensored patients), or to the most recent follow-up date (for cen- 

ored patients). 

We used the concordance index (C-index) ( Harrell et al., 1996 ) 

s the primary metric of the performance of the prognostic pre- 

iction. The C-index is technically similar to the area under the 

eceiver operating characteristic (ROC) curve (AUC) that is used for 

valuating classification performance for binary outcomes, except 

hat the C-index estimates the concordance between predicted and 

bserved outcomes in the presence of censoring. The C-index is 

ocused on the estimation of usable pairs, in which one patient 

s known to have an outcome before the other patient, who may 

ave an outcome later or who may be censored. The C-index has 

 value range of 0%–100%, where 50% indicates random prediction 

nd 100% indicates perfect prediction. 

As a secondary metric of the prognostic performance, we 

alculated the relative absolute error (RAE) of the predictions 

ith respect to the range of the events. The RAE is defined as 

i | t obs 
i 

− t est 
i 

| /t obs 
i 

, where t est 
i 

and t obs 
i 

are the estimated and ob- 

erved survival time for patient i , respectively. For censored events, 

he relative error for patient i is defined as max ( 0 , t obs 
i 

− t est 
i 

) /t obs 
i 

. 

It should be noted that we did not include the Lab refer- 

nce predictor in the RAE or survival time estimation results of 

ection 4 . As noted in Section 2 , the estimate of the Cox propor-

ional hazard model that was used for calculating the prediction of 

ab ( Section 3.5 ) is based on event ordering rather than on time. 

hus, it does not provide the time-to-event distribution necessary 
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Fig. 2. Comparative performances of the pix2surv and the reference predictors in the prediction of the progression of COVID-19 measured by (left) C-index and (right) RAE. 

The boxplot shows the bootstrap results, and the confidence bars inside the boxplots show the 95% confidence intervals of the prediction performance. 
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Fig. 3. Comparative performances of the pix2surv and the reference predictors in the prediction of the mortality from COVID-19 measured by (left) C-index and (right) RAE. 

The boxplot shows the bootstrap results, and the confidence bars inside the boxplots show the 95% confidence intervals of the prediction performance. 
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or the calculation of the RAE or the distribution of the survival 

ime. 

We also quantified the uncertainty in the predictions of the 

rogression and mortality across the predictors by use of the coef- 

cient of variation as a metric ( Chapfuwa et al., 2021 , 2020 ). The

etails and results of this analysis are provided in Appendix C . 

.6.3. Risk stratification 

We evaluated the performance of the pix2surv model in risk 

tratification by use of the Kaplan-Meier estimator ( Kaplan and 

eier, 1958 ). The Kaplan-Meier estimator is a non-parametric 

tatistic for estimating a survival probability function of a popu- 
6 
ation as a function of time from time-to-event data. A plot of the 

aplan-Meier estimator, called a Kaplan-Meier survival curve, re- 

ults in a series of declining horizontal steps which, with a large 

nough sample size, approaches the true survival function for that 

opulation. 

For each patient in a cohort, the predicted survival time from 

ix2surv was calculated by use of the per-patient bootstrapping 

 Section 3.6.1 ). Then, the median of the predicted survival times of 

ll the patients in the cohort was used as a cut point ( Harrell et al.,

996 ) for stratifying the patients into low- and high-risk groups, 

.e., the patients whose predicted survival times were shorter than 

he cut-point time value were categorized into the high-risk group, 



T. Uemura, J.J. Näppi, C. Watari et al. Medical Image Analysis 73 (2021) 102159 

Fig. 4. The Kaplan-Meier survival curves, stratified into low- and high-risk patient groups, of the common cases in the progression analysis cohort included in Fig. 2 . The 

estimated survival curves for the low-risk group (n = 52) and high-risk group (n = 53) are shown in blue and red, respectively, with shaded areas representing the 95% 

confidence intervals. The P values were obtained by application of the log-rank test to the two survival curves. (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.) 

Fig. 5. The Kaplan-Meier survival curves, stratified into low- and high-risk patient groups, of the common cases in the mortality analysis cohort included in Fig. 3 . The 

estimated survival curves for the low-risk group (n = 85) and high-risk group (n = 86) are shown in blue and red, respectively, with shaded areas representing the 95% 

confidence intervals. The P values were obtained by application of the log-rank test to the two survival curves. (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.) 
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hereas those whose predicted survival times were longer than 

he cut-point value were categorized into the low-risk group. For 

ach group, the Kaplan-Meier survival curve was generated by use 

f the Kaplan-Meier estimator, and the difference between the sur- 

ival curves of the two risk groups was evaluated by use of the log- 

ank test ( Mantel, 1966 ), which is a non-parametric test for test- 

ng the null hypothesis that there is no difference between popu- 

ations regarding the probability of an event at any time point. The 

og-rank test is based on the same assumptions as those of the 

aplan-Meier survival curves ( Harrington, 2005 ; Harrington and 

leming, 1982 ). 

.6.4. Equivalence of estimated versus observed survival curves 

We evaluated the equivalence of the estimated Kaplan-Meier 

urvival curve S (t) with that of the patient cohort S (t) by use of 
1 2 

7 
 non-parametric equivalence test ( Möllenhoff and Tresch, 2020 ), 

here the equivalence margin ε was set to 0.15. The null hypoth- 

sis on the difference of the two survival curves over the entire 

eriod, max 
t 

| S 1 (t) − S 2 (t) | ≥ ε, was tested at a significance level of 

.05. If the null hypothesis was not rejected, the survival curves 

ere considered equivalent. 

. Results 

.1. Prognostic prediction performance 

Fig. 2 shows the comparative performance of the pix2surv and 

he reference predictors in the prediction of COVID-19 progres- 

ion, as measured by the C-index and RAE with the 100 boot- 

trap replicates. This progression analysis of common cases (see 
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Fig. 6. Kaplan-Meier survival curves for the progression of COVID-19 in the patient 

cohort of common cases, as estimated by the four image-based predictors used in 

this study (green curves), in comparison with the actual survival curve of the pa- 

tients (black). The shaded areas represent the 95% confidence intervals. (For inter- 

pretation of the references to color in this figure legend, the reader is referred to 

the web version of this article.) 

Fig. 7. Kaplan-Meier survival curves for mortality in the patient cohort of common 

cases, as estimated by the four image-based predictors used in this study (green 

curves), in comparison with the actual survival curve of the patients (black). The 

shaded areas represent the 95% confidence intervals. (For interpretation of the ref- 

erences to color in this figure legend, the reader is referred to the web version of 

this article.) 

8 
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Table 2 

Comparative performance of pix2surv and the reference predictors in the prediction of the COVID-19 progression (left) and mortality (right) for the subcohorts 

of patients, where, for each predictor, all available patients (as shown in the second and fifth columns) were used. 

Fig. 8. An example of the predicted progression-free survival time of a 71-year-old male who was admitted to the ICU nine days (indicated by the horizontal red dotted line 

on the plot on the right) after the chest CT examination. The image on the left shows a representative example of the CT images. The plot on the right shows the predicted 

survival times (circles) by pix2surv and the image-based reference predictors, with 95% confidence interval bars superimposed on the boxplots that represent the bootstrap 

results. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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ection 3.4 ) included 105 patients, of whom 38 either had been 

dmitted to the ICU (n = 26) or who had expired (n = 12). For

he C-index, the prediction performance of pix2surv (82.5% with a 

5% confidence interval of [81.5%, 83.5%]) was significantly higher 

han those of %S-WAL (60.7% [59.9%, 61.5%]), TSS (62.6% [61.7%, 

3.6%]), CPC (62.1% [61.3%, 63.0%]), and Lab (69.8% [69.5%, 70.1%]) 

 P < 0.0 0 01). For the RAE, the prediction error of pix2surv (26.3%

25.5%, 27.0%]) was significantly lower than those of %S-WAL (55.9% 

55.2%, 56.5%]), TSS (46.4% [45.6%, 47.2%]), and CPC (4 9.9% [4 9.3%, 

0.5%]) ( P < 0.0 0 01). 

Fig. 3 shows the comparative performance of the pix2surv and 

he reference predictors in the prediction of mortality, as measured 

y the C-index and RAE with 100 bootstrap replicates. This mor- 

ality analysis of common cases (see Section 3.4 ) included 171 pa- 

ients, of whom 40 had expired. For the C-index, the prediction 

erformance of pix2surv (80.8% [80.1%, 81.6%]) was significantly 

igher than those of %S-WAL (53.4% [52.9%, 53.9%]), TSS (54.6% 

54.1%, 55.1%]), CPC (56.8% [56.1%, 57.5%]), and Lab (62.5% [62.3%, 

2.8%]) ( P < 0.0 0 01). For the RAE, the prediction error of pix2surv

15.7% [15.4%, 16.0%]) was significantly lower than those of %S-WAL 

34.0% [33.5%, 34.5%]), TSS (32.6% [32.2%, 33.0%]), and CPC (32.1% 

31.6%, 32.5%]) ( P < 0.0 0 01). 

Table 2 shows the comparative performance of pix2surv and the 

eference predictors in the prediction of the COVID-19 progression 

left) and mortality (right) for the subcohorts of patients, in which 

he maximum numbers of patients that were available individually 

or each predictor, as indicated in the second and fifth columns for 

b

9 
he progression and mortality, respectively, were used to calculate 

he result for the predictor. For pix2surv, the C-index values for 

oth progression and mortality were increased by 2.7% from those 

hown in Fig. 2 and Fig. 3 . The RAE values of pix2surv for progres-

ion and mortality were decreased by 3.1% and 0.5%, respectively. 

imilar to the trend shown in Figs. 2 and 3 , pix2surv statistically 

ignificantly ( P < 0.0 0 01) outperformed the other predictors. 

The above results indicate that pix2surv outperforms the refer- 

nce predictors by a large margin in prognostic prediction. The re- 

ults of the quantification of the associated uncertainties that are 

rovided in Appendix C also show that pix2surv is at least as pre- 

ise in prognostic prediction as the reference predictors. 

.2. Risk stratification performance 

Figs. 4 and 5 show the Kaplan-Meier survival curves, stratified 

nto low- and high-risk groups, of the common cases of COVID-19 

atients included in Figs. 2 and 3 , respectively. In both progression 

nd mortality analysis, both visual assessment and the P -values of 

he log-rank test indicated that the separation between the two 

urves was largest with pix2surv, indicating that pix2surv was the 

ost effective predictor in the stratification of the progression and 

ortality risk of COVID-19 patients. 

.3. Equivalence of survival curves 

Figs. 6 and 7 show the Kaplan-Meier survival curves estimated 

y pix2surv and the three image-based reference predictors for the 
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Fig. 9. An example of the predicted overall survival time (mortality) of a 67-year old male who expired 10 days (red dotted line on the plot on the right) after the chest CT 

examination. The image on the left shows a representative example of the CT images. The plot on the right shows the predicted survival times (circles) by pix2surv and the 

image-based reference predictors, with 95% confidence interval bars superimposed on the boxplots that represent the bootstrap results. (For interpretation of the references 

to color in this figure legend, the reader is referred to the web version of this article.) 
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rogression and mortality of the common cases of COVID-19 pa- 

ients included in Figs. 2 and 3 , respectively, in comparison with 

he actual (baseline) survival curves of these patient cohorts. The 

on-parametric equivalence test described in Section 3.6.4 showed 

hat, in both progression and mortality predictions, the survival 

urves estimated by use of pix2surv were identified as equiva- 

ent to the actual survival curves over the period of 0 to 30 days,

hereas those estimated by the reference predictors were not. 

lso, visual assessment indicates that pix2surv approximates the 

ctual survival time better than do the reference predictors. 

.4. Survival time estimation 

Figs. 8 –10 show examples of the prediction of survival time 

or individual COVID-19 patients by use of pix2surv and the three 

mage-based reference predictors. Fig. 8 shows a 71-year-old male 

ho was admitted to the ICU nine days after the chest CT exami- 

ation. The feature values of the %S-WAL, TSS, and CPC predictors 

or this patient were 81%, 8, and 6, respectively. The estimated sur- 

ival times (the small circle inside the box plots) and their confi- 

ence intervals (bars) that were estimated by %S-WAL, TSS, CPC, 

nd pix2surv were 11.7 [95% CI: 10.3, 13.0], 1.6 [1.3, 1.8], 5.8 [5.1, 

.4], and 8.9 [7.8, 10.0] days, respectively. 

Fig. 9 shows a 67-year old male who expired 10 days after the 

hest CT examination. The %S-WAL, TSS, and CPC values for this 

atient were 67%, 12, and 7, respectively. The survival times esti- 

ated by %S-WAL, TSS, CPC, and pix2surv were 38.1 [95% CI: 35.8, 

0.5], 24.0 [21.7, 26.2], 18.4 [17.0, 19.8], and 9.8 [9.3, 10.3] days, 

espectively. 

Fig. 10 shows a 47-year old male who expired two days after 

he chest CT examination. The %S-WAL, TSS, and CPC values for this 

atient were 75%, 8, and 6, respectively. The survival times esti- 

ated by %S-WAL, TSS, CPC, and pix2surv were 28.7 [95% CI: 26.8, 

0.6], 28.1 [26.6, 29.5], 16.0 [14.5, 17.5], and 5.3 [5.0, 5.6] days, re- 

pectively. 

For the cases in Figs. 8 and 9 , the two-one-sided t-test (TOST) 

 Schuirmann, 1987 ) with an equivalence margin of 15% and con- 

dence interval of 95% showed that the survival times predicted 

y pix2surv were equivalent to the observed survival time ( P < 

.0 0 01), whereas those of the reference predictors were not, indi- 
10 
ating the potential usefulness of the pix2surv model for the pre- 

iction of survival times of COVID-19 patients. For the case shown 

n Fig. 10 , all the predictors yielded a longer survival time than 

hat was observed, possibly because the involvement of the con- 

olidation is limited to the posterior and peripheral lung on the CT 

mages. However, pix2surv still approximated the observed survival 

ime more accurately than did the reference predictors. 

. Discussion 

Fast and accurate clinical assessment of the disease progres- 

ion and mortality is vital for the management of COVID-19 pa- 

ients. Although several computer-assisted image-based predictors 

ave been proposed for prognostic prediction of COVID-19 patients 

ased on chest CT, those previous predictors were limited to semi- 

utomated schemes with manually designed features and super- 

ised learning, and the survival analysis was largely limited to lo- 

istic regression. To the best of our knowledge, the weakly un- 

upervised conditional GAN model (pix2surv) that we developed 

n this study is the first prognostic deep-learning model that can 

e trained to estimate the distribution of the survival time of a 

atient directly from the CT images of the patient without im- 

ge segmentation. The use of deep learning as an integral part of 

ix2surv makes it possible to train a complete image-based end- 

o-end survival analysis model for estimating the time-to-event 

istribution directly from input images without explicit segmenta- 

ion or feature extraction. Also, our weakly unsupervised approach 

liminates the time, costs, and uncertainties plagued by manual 

mage annotation efforts that are still required by traditional su- 

ervised learning approaches and that can slow down the devel- 

pment of solutions for addressing new diseases such as COVID-19 

 Greenspan et al., 2020 ). 

We demonstrated that the prognostic performance of pix2surv 

ased on chest CT images for estimating the disease progression 

nd mortality of patients with COVID-19 is significantly better than 

hose based on established laboratory tests or existing image-based 

isual and quantitative predictors. The time-to-event information 

alculated by pix2surv for chest CT images also enabled stratifi- 

ation of COVID-19 patients into low- and high-risk groups by a 

ider margin than those calculated by the reference predictors. 
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Fig. 10. An example of the predicted overall survival time (mortality) of a 47-year old male who expired 2 days (red dotted line on the plot on the right) after a chest CT 

examination. The image on the left shows a representative example of the CT images. The plot on the right shows the predicted survival times (circles) by pix2surv and the 

image-based reference predictors, with 95% confidence interval bars superimposed on the boxplots that represent the bootstrap results. (For interpretation of the references 

to color in this figure legend, the reader is referred to the web version of this article.) 
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The nominal performance of pix2surv could be improved in a 

umber of ways. One approach would be to use data augmen- 

ation for enhancing the training dataset ( Shorten and Khoshgof- 

aar, 2019 ). Another approach could be to expand our COVID-19 

ataset by use of public imaging repositories that are currently be- 

ng constructed. However, it is not clear if such repositories will 

nclude chest CT examinations and the kinds of specific clinical in- 

ormation that were available to our study. 

For this study, we implemented the pix2surv as a 2D deep 

earning model, where the prediction is based on an analysis of 

 stack of 2D CT image slices of a patient, rather than on a vol-

metric analysis of the chest CT volume. At present, effective use 

f 3D deep learning is constrained by the limitations of the cur- 

ently available datasets and GPUs, which introduce several obsta- 

les ( Singh et al., 2020 ). First, the use of 3D volume as a basic unit

ould reduce the amount of training data over using 2D images. 

ecause of the 2D implementation, we were able to perform the 

raining and evaluations by the use of up to 84,971 CT images, 

hereas with a 3D implementation we could have used only up 

o 214 CT image volumes, thus introducing a convergence problem 

n the training phase. Second, in clinical practice, chest CT studies 

re still being acquired at an anisotropic image resolution, which 

akes their volumetric analysis less meaningful than an indepen- 

ent analysis of the image slices. Third, because of the memory 

imitations of the currently available GPUs, it is not straightforward 

r sometimes not even possible to fit an isotropic high-resolution 

hest CT volume and a 3D deep learning model into a single GPU, 

t least not without compromising performance. However, in the 

uture, we anticipate that the use of a 3D pix2surv model with a 

arge enough training dataset of isotropic chest CT volumes could 

e used to yield an even higher performance than that reported in 

his study. 

It should be noted that most of the COVID-19 data of this study 

ere collected during the first six months of the pandemic out- 

reak, at a time when relatively little was known about COVID-19. 

ince then, rapid developments in COVID-19 treatments and vacci- 

ations have substantially improved the patients’ survival, and sur- 

ival models that have been trained only on previously collected 

OVID-19 data may have limited relevance in today’s context. Thus, 

b

11 
opics such as generalization of previously developed prediction 

odels to more recently collected COVID-19 data, including issues 

uch as “Long COVID” ( Sudre et al., 2021 ), provide ideas for future 

tudies. 

The reference COVID-19 predictors of this study were limited to 

hose that had been published in peer-reviewed literature at the 

ime our experiments were carried out. The purpose of this study 

as to develop and to demonstrate the feasibility of a weakly un- 

upervised pix2surv model for performing prognostic prediction 

or COVID-19 based on chest CT images, rather than to perform 

n exhaustive evaluation with any potentially available predictors. 

his is a topic to be explored in a future study. 

The main limitations of this study include that this was a retro- 

pective study based on early COVID-19 data, and that the evalua- 

ion was limited to an internal validation with bootstrapping. The 

roposed method only considers image-based information, and 

herefore, integration of non-imaging clinical data to the model 

ould improve the accuracy of the predictions. Potential future top- 

cs include the application of the pix2surv model to more recently 

ollected COVID-19 data and to other diseases that are manifested 

n medical images, as well as an external validation with prospec- 

ive cases. 

. Conclusions 

We developed a weakly unsupervised conditional GAN, called 

ix2surv, that can be used to calculate time-to-event information 

utomatically from images for performing prognostic prediction. 

e showed that the prognostic performance of pix2surv based on 

hest CT images compares favorably with those of currently avail- 

ble laboratory tests and existing image-based visual and quanti- 

ative predictors in the estimation of the disease progression and 

ortality of COVID-19 patients. We also showed that the time- 

o-event information calculated by pix2surv based on chest CT 

mages enables stratification of the patients into low- and high- 

isk groups by a wider margin than those of the other predic- 

ors. Thus, pix2surv is a promising approach for performing image- 

ased prognostic prediction for the management of patients. 
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ppendix A. Ablation study 

Table A.1 provides an ablation study regarding the prediction 

erformance of the pix2surv model when it was trained using the 

ethod of Section 3.3 (“256 ×256 ×100”), i.e., by subsampling of 

he original input CT images to a 256 ×256-pixel matrix size and by 

onstraining the number of CT images per patient to a maximum 

f 100, in comparison to using all the available CT images of pa- 

ients (“256 ×256xAll”) or using the original 512 ×512-pixel matrix 

ize of the CT images (“512 ×512 ×100”). The results of Table A.1 in-

icate that the method of Section 3.3 for reducing training time 

ields a reasonable approximation of the prediction performance. 
able A.1 

rediction performance of the pix2surv model when trained with the method of Section 

sing the original matrix size of CT images (“512 ×512 ×100”). 

Progression 

Width x Hight x Depth C-index % [95% CI] RAE % [9

256 x 256 x 100 85.2 [84.6, 85.9] 23.2 [22

256 x 256 x All 84.1 [83.4, 84.8] 18.6 [17

512 x 512 x 100 81.2 [80.1, 82.2] 32.8 [31

12 
ppendix B. Per-patient bootstrap procedure 

Let N be the number of patients included in a patient co- 

ort (i.e., progression or mortality analysis cohort in Table 1 ), and 

et x i denote the CT images of patient i ( i = 1 , . . . , N ) . Let x = 

 x 1 , x 2 , . . . , x N ) be the set of all CT images for the cohort of the 

 patients. Let C( x train , x test ) denote the value of a C-statistic (e.g., 

-index or RAE) that is obtained when pix2surv is trained on the 

raining set x train and tested on the test set x test . Here, the training 

nd test of pix2surv are performed as described in Sections 3.1 and 

.2 . The per-patient bootstrap evaluation of pix2surv for obtaining 

 bias-corrected estimate of the C-statistic value is performed as 

ollows ( Efron and Tibshirani, 1993 ; Sahiner et al., 2008 ): 

1) First, we initialize pix2surv with random weights, and then cal- 

culate a resubstitution estimate of the C-statistic value, C( x , x ) , 

by training pix2surv on the cohort of patients x and by testing 

it on the same cohort of patients x . 

2) Next, we generate B bootstrap replicates (also called boot- 

strap samples ), { ̂  x b | b = 1 , . . . , B } , where each replicate ˆ x b =
( ̂  x b 

1 
, . . . , ̂  x b 

N 
) is obtained by randomly drawing N patients, with 

replacement, from x . It can be shown that, for a large N , 

each of these bootstrap replicates contains, on average, 1 −
lim 

N→∞ 

( 1 − 1 
N ) 

N = 1 − 1 
e ≈ 63 . 2% of all the patients ( Efron and 

Tibshirani, 1997 ). 

3) We then train pix2surv on each bootstrap replicate ˆ x b , and test 

it on ˆ x b and x to obtain the following bias of the resubstitu- 

tion estimate: w 

b = C( ̂  x b , ̂  x b ) − C( ̂  x b , x ) . Here, the first term of

w 

b can be regarded as the resubstituting C-statistic value in a 

so-called “bootstrap world” ( Boos, 2003 ), whereas the second 

term of w 

b can be regarded as the test C-statistic value in the 

bootstrap world. 

4) The average of w 

b over the B bootstrap replicates provides an 

estimated bias of the resubstitution estimate. Thus, the bias- 

corrected bootstrap estimate of the C-statistic is obtained by 

C est = C( x, x ) − 1 
B 

B ∑ 

b=1 

w 

b . 

ppendix C. Quantification of uncertainty 

Predictions made by artificial intelligence suffer from various 

ncertainties, such as those related to the input data or the cor- 

ectness of the underlying prediction model ( Ghoshal et al., 2020 ). 

ne of the metrics to measure such uncertainties is the coefficient 

f variation (CoV), which characterizes the dispersion of predic- 

ions around the mean in a distribution. In practice, it is desirable 
3.3 (“256 ×256 ×100”) in comparison to using all the CT images (“256 ×256xAll”) or 

Mortality 

5% CI] C-index % [95% CI] RAE % [95% CI] 

.6, 23.7] 83.5 [82.8, 84.2] 15.2 [14.9, 15.5] 

.9, 19.4] 82.8 [82.0, 83.7] 12.8 [12.3, 13.3] 

.9, 33.6] 82.3 [81.4, 83.2] 16.7 [16.0, 17.4] 
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Table C.1 

Quantification of the uncertainty of predictions in terms of coefficient of variation (CoV). 
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L  
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M  
or a time-to-event prediction model to generate concentrated pre- 

ictions. Thus, a low value of CoV indicates that a prediction is 

ore precise than those obtained with a large value of CoV. 

Table C.1 shows the CoV of pix2surv and those of the reference 

redictors in the prediction of the COVID-19 progression (left) and 

ortality (right). It should be noted that predictions based on the 

ox model (Lab) have been excluded from this analysis, because 

he Cox model estimates a risk score and thus predictions based 

n the Cox model cannot be evaluated on CoV. 
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