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Abstract
Purpose  Estimates of the minimally important change (MIC) can be used to evaluate whether group-level differences are 
large enough to be important. But responders to treatment have been based upon group-level MIC thresholds, resulting in 
inaccurate classification of change over time. This article reviews options and provides suggestions about individual-level 
statistics to assess whether individuals have improved, stayed the same, or declined.
Methods  Review of MIC estimation and an example of misapplication of MIC group-level estimates to assess individual 
change. Secondary data analysis to show how perceptions about meaningful change can be used along with significance of 
individual change.
Results  MIC thresholds yield over-optimistic conclusions about responders to treatment because they classify those who 
have not changed as responders.
Conclusions  Future studies need to evaluate the significance of individual change using appropriate individual-level sta-
tistics such as the reliable change index or the equivalent coefficient of repeatability. Supplementing individual statistical 
significance with retrospective assessments of change is desirable.
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Introduction

In health-related quality of life (HRQOL) research, the sig-
nificance of group-level change is evaluated to assess treat-
ment efficacy and effectiveness. In addition, group-level 
minimally important change (MIC) thresholds are used 
because trivial mean change can be statistically significant 
if the sample size is large enough. The MIC indicates if sta-
tistically significant group mean differences are large enough 
to be important or meaningful to patients and clinicians. 
Identifying those who improve (“responders” to treatment) 
provides important supplemental information to group-
level change. This paper reviews approaches for assessing 

MIC and estimating responders to treatment. We note that 
while group-level MIC thresholds have been used to iden-
tify responders to treatment in HRQOL studies [1, 2], other 
approaches are more appropriate.

Estimating the MIC

MIC estimates rely on anchors to provide an external indica-
tion of the level of underlying change. The variety of pos-
sible anchors makes a single MIC estimate problematic. It is 
advisable to use multiple anchors whenever possible, but the 
most used anchor is a retrospective rating of change ques-
tion such as:

How is your health now compared to 6 weeks ago?

Much better
A little better
About the same
A little worse
Much worse
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This example item refers to change in “health”. 
Depending on the context and measure being evaluated, 
the anchor might be worded more specifically such as 
“physical functioning”, “pain”, “getting along with fam-
ily”, etc. The choice of words is likely to result in differ-
ent MIC estimates. In addition, there are known limita-
tions of retrospective ratings of change, which include a 
tendency to reflect the patient’s current state more than 
change, potentially due to recall bias [3, 4].

Change on the target measure should be correlated and 
have a monotonic association with change indicated on 
the anchor. The mean group change on the target measure 
should be larger for the subgroup of people who report 
they are much better on the anchor than mean change for 
the other subgroups. And those who report no change 
on the anchor should have no more than minimal change 
on the target measure [5]. The mean group changes on 
a HRQOL measure for those who report being “a little 
better” (improvement) or “a little worse” (decrement) are 
the basis for MIC estimates. But sometimes investigators 
fail to limit the MIC to those who changed a little and 
include all those with any change on the anchor. This was 
the case in a sample of 123 adult surgical patients with 
spinal deformity [6] and in a study of 223 patients with 
chronic low back pain [7]. Including all those who change 
rather than focusing on those with minimal but important 
change means that the MIC thresholds are too large.

Identifying responders to treatment

Individual-level variation and change can be estimated using 
simulation modeling for time series data, but it requires a 
minimum of 10 observation in the data stream [8]. Similarly, 
Moinpour et al. [9] estimated mixed effect models and noted 
that the PROMIS fatigue computer adaptive test would need 
15 total assessments to obtain 0.90 reliability of change. 
Because of limits on research budgets and concerns about 
respondent burden, nearly all longitudinal HRQOL studies 
are limited to a few waves of assessment (e.g., two time 
points). Guidance for identifying responders to treatment for 
this environment are needed. Hence, we review approaches 
for estimating individual change from baseline to a single 
post-baseline assessment.

Table 1 lists several formulae previously proposed for 
estimating the significance of individual change that are 
analogous to t-tests for within group change [10, 11]. All the 
formulae include individual change in the numerator and 
“error” in the denominator. The different methods vary in 
how they estimate error–for example, the time 1 standard 
deviation (SD), standard error of measurement (SEM; 
�
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Table 1   Formula for Evaluating 
Individual Change
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have between group variance in the denominators that may 
not be representative of variance in individual change.

Following the conventional p < 0.05 threshold for group-
level research, responders are usually defined by an RCI of 
1.96 or larger. A variant of the RCI used for cognitive meas-
ures corrects for practice effects [12], though caution has 
been raised about its use [13]. The denominator of the RCI 
for item response theory (IRT) calibrated measures uses IRT 
standard errors at time 1 and time 2 [14, 15]. The coefficient 
of repeatability indicates the amount of change necessary to 
be significant on the RCI and is, therefore, equivalent to it. 
This coefficient is also known as the minimally detectable 
change, smallest real difference, and the smallest detectable 
change [16].

Variations to these methods have been proposed to 
account for regression to the mean (see Table 1). Regres-
sion-based approaches compare observed scores at time 2 
with regression predicted scores based on time 1 score and 
other time 1 variables. This can be useful clinically because 
time 2 status is compared to what would be expected based 
on time 1 characteristics.

MIC thresholds should not be used 
to identify responders to treatment

There are two major problems with applying group-based 
MIC methods to categorize individual patients as having 
changed or not: one conceptual and one statistical. The con-
ceptual issue regards using averages derived from groups 
that may not be relevant to any one patient. MIC estimates 
are averages from distributions of individual MICs; small 
changes may be meaningful for some and large changes for 
others [17, 18]. Even if such MIC estimates are derived from 
patient-reported anchors representing the construct of inter-
est, these averages may not represent change that is mean-
ingful to individuals. For example, an individual patient may 
consider only a large magnitude improvement in physical 
function to be meaningful and be uninterested in achieving 
the average improvement, since the average value falls below 
that individual’s perception of meaningful change. The sta-
tistical issue is that group-based MIC methods drastically 
underestimate the amount of change needed to be significant 

at the individual level due to the large measurement error 
around individual change scores [19]. “Any inspection of 
measured data reveals an order of magnitude difference 
between the variability in group versus individual changes” 
[20]. Thus, group-based MIC estimates will often be indis-
tinguishable from individual measurement error [21].

Abu et al. [22] is a recent example of using MIC thresh-
olds to identify whether patients improved or declined on 
the Atrial Fibrillation Effect QualiTy-of-Life (AFEQT) 
Questionnaire. A five-point change threshold was used 
as the threshold for “clinically meaningful change”. This 
threshold was based on group-level MIC estimates from a 
prior study of the AFEQT MIC that used physician assess-
ment of functional status [23]. The authors concluded that 
22% declined and 40% improved from baseline to 1 year 
later in a sample of 1097 older adults with atrial fibrillation. 
Table 2 shows the standard deviations, internal consistency 
reliabilities, and coefficients of repeatability for the four 
AFEQT scores. The coefficients of repeatability are two-
to-three times larger than the 5-point change threshold the 
authors used. Ironically, Abu et al. could have adopted the 
more appropriate SDC estimates (equal to the coefficient of 
repeatability) reported by Spertus et al. [23].

The Abu et al. [22] paper is one where the MIC, derived 
from group-based estimates, falls well below the coefficient 
of repeatability. When this is the case, Kemmler et al. [21] 
suggest increasing the MIC thresholds to the coefficients of 
repeatability. Terwee et al. [16] recommend looking to see 
how measurement error might be reduced by: (1) increasing 
homogeneity of the study sample’s scores at the first meas-
urement timepoint and thereby reducing the SD; and/or (2) 
increasing the reliability of the measure. Both options are 
made difficult if the amount of SD reduction or reliability 
increase is not trivial.

Using the Abu et al. [22] example, we calculated and 
plotted the SD’s needed at 0.90, 0.95 and 0.99 reliability 
on the AFEQT. Figure 1 uses the approximate SD (~ 17.5) 
and coefficient of repeatability (~ 15) observed for the 
AFEQT overall scale at 90% as a starting point so that sce-
narios under which the reliability is increased or the SD 
is decreased can be examined. As seen in the plot, at 0.90 
reliability the SD must drop to about 5 for the coefficient of 
repeatability to equal the MIC. If the reliability were 0.99, 

Table 2   Amount of change 
in atrial fibrillation effect on 
QualiTy-of-Life (AFEQT) 
scores needed for significant 
individual change (coefficient of 
repeatability)

*Exact reliability not reported in Abu et al. [22] so we estimated this from prior work[23]

Overall score Symptoms Daily activities Treat-
ment 
concerns

Standard deviation 17.8 17.5 24.5 19.3
Internal consistency reliability 0.90* 0.95 0.94 0.90
Coefficient of repeatability 15.6 10.8 16.6 16.9
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SDs under 17.5 would result in a coefficient of repeatabil-
ity at or less than the MIC. This example demonstrates the 
types of conditions required for an instrument’s coefficient 
of repeatability to equal its MIC. Many instruments will not 
achieve such low SD’s or high reliabilities under any cir-
cumstances. Note that the coefficient of repeatability does 
not provide information about the amount of change that is 
meaningful to an individual.

Statistically significant and meaningful 
individual change

A clinician or researcher might also regard relative standing 
on the measure at the follow-up time point to be important. 
In some areas of medicine, change in clinical status alone is 
enough to be important. For example, COVID-19 patients 
who changed to a more positive level on a six-point ordinal 
scale (not hospitalized; hospitalized but not requiring sup-
plemental oxygen; hospitalized, requiring supplemental oxy-
gen; hospitalized, requiring nasal high-flow oxygen therapy, 
non-invasive ventilation, or both; hospitalized, requiring 
invasive mechanical ventilation, extracorporeal membrane 
oxygenation, or both; dead) were regarded as improved in 
one study [24]. Or, a primary care physician might be inter-
ested in whether a patient ends up within the normal blood 
pressure range following initiation of high blood pressure 
medicine. Similarly, a rehabilitation clinician might want to 
know if a patient with impaired physical functioning at the 
beginning of treatment ends up functioning as well as other 
people with a similar condition. The FDA has suggested 

that meaningful change needs to be assessed in addition to 
significant individual change [1]. Some contend that any 
individual change that is significant at p < 0.05 is substantial 
and likely to be meaningful to patients [10, 25].

Several years ago, Jacobson and Truax [26] made sug-
gestions for how both significant and clinically meaningful 
change might be used together. They classified change as (1) 
“recovered” (statistically significant and clinically signifi-
cant); (2) improved (statistically significant but not clinically 
significant); (3) unchanged (not statistically significant), and 
(4) deteriorated (statistically significant decrement). In one 
study, responders were those with significant individual 
improvement on the Functional Disability Inventory (FDI) 
and improvement in the FDI severity level (no/minimal dis-
ability, moderate disability, severe disability) [27]. These 
change categories offered by Jacobson and Truax may be 
more appealing than use of either statistically significant 
change (coefficient of repeatability) or the MIC alone.

Secondary analysis considering significant 
and meaningful individual change

To illustrate how significant individual change and meaning-
ful individual change can be presented together, we conduct 
a secondary analysis of the Impact Stratification Score (ISS) 
administered in a prospective comparative effectiveness clin-
ical trial of 750 active-duty U.S. military personnel [28]. The 
average age of the sample was 31; 76% were males and 67% 
white. Most of the participants reported low back pain for 
more than 3 months.

Fig. 1   Needed change in 
measurement error parameters 
for coefficient of repeatability 
equal to MIC on Atrail fibrilla-
tion effect on QuailTy-of-Life 
(AFEQT)
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The ISS was proposed for use with chronic low back 
pain patients by a National Institutes of Health Pain Con-
sortium research task force. The ISS is the sum of the 
PROMIS-29 v2.1 physical function, pain interference and 
pain intensity scores [29]. The ISS has a possible range of 
8 (least impact) to 50 (greatest impact). Physical function 
(4 items with response options ranging from without any 
difficulty = 1 to unable to do = 5) and pain interference (4 
items with response options ranging from not at all = 1 to 
very much = 5) each contribute from 4 to 20 points, and the 
pain intensity item contributes from 0 to 10 points. The task 
force proposed three categories of ISS severity: 8–27 (mild), 
28–34 (moderate), and 35–50 (severe).

Following guidelines by de Vet et al. [30], Dutmer et al. 
[7] estimated a SEM of 5.2 for the ISS based on test–retest 
reliability. But test–retest reliability estimates can be prob-
lematic. Test–retest reliability can underestimate reliability 
when there is true underlying change. Reeve et al. [31] noted 
that:

ISOQOL respondents agreed that as a minimum stand-
ard a multi-item PRO measure should be assessed for 
internal consistency reliability…
However, they did not support as a minimum stand-
ard that a multi-item PRO measure should be required 
to have evidence of test–retest reliability. They noted 
practical concerns regarding test–retest reliability; 
primarily that some populations studied in PCOR are 
not stable and that their HRQOL can fluctuate. This 
phenomenon would reduce estimates of test–retest reli-
ability, making the PRO measure look unreliable when 
it may be accurately detecting changes over time. In 
addition, memory effects will positively influence the 
test–retest reliability when the two survey points are 
scheduled close to each other (p. 1895).

We estimated a much smaller SEM of 2.4 using an inter-
nal consistency reliability estimate from another study [28]. 
In this dataset, we examine significance of individual change 
on the ISS between baseline and 6 weeks later using the 
coefficient of repeatability (= 6.6). In addition, we compare 
the significance of change with self-reports on a retrospec-
tive rating of change item administered at 6 months: “Com-
pared to your first visit, your low back pain is: much worse, a 
little worse, about the same, a little better, moderately better, 
much better or completely gone”?

Thirty-seven percent of the sample improved significantly 
on the ISS over these 6 weeks and 59% reported on the retro-
spective change item that they were better (16% a little bet-
ter, 14% moderately better, 23% much better, and 6% com-
pletely gone). Among those who improved significantly on 
the ISS, 89% reported they were better on the retrospective 
rating item. Thirty-three percent of the sample improved 
significantly and reported improvement on the retrospective 

change item (statistically and clinically meaningful), 4% 
improved significantly but did not report that they were bet-
ter on the retrospective change item (statistically but not 
clinically meaningful), 26% did not improve significantly but 
reported improvement on the change item, and 37% did not 
improve significantly or report improvement on the change 
item.

Extending this application to further illustrate how group-
based methods of estimating MICs can underestimate sig-
nificant individual change, we compared two alternative 
ways of defining improvement on a retrospective rating of 
change item to identify optimal cut points on the ISS. The 
first way is more inclusive in that improvement from base-
line to 6 weeks later included those who reported on the 
retrospective change item at 6 weeks that their back pain 
was either a little better, moderately better, much better 
or completely gone. The second way is more restrictive as 
improvement was limited to those who reported their back 
pain was moderately better, much better or completely gone 
on the retrospective change item.

The Youden index [32], (sensitivity + specificity) −1, 
suggested an optimal cut point of 5 points for change on 
ISS from baseline to 6 weeks later for the first definition 
of improvement: sensitivity of 65%, specificity of 82%, 
negative predictive value of 62%, and positive predictive 
value of 84%. For the second definition of improvement, the 
Youden index indicated an optimal cut point of 7 points for 
ISS change: sensitivity of 66%, specificity of 85%, negative 
predictive value of 77%, and positive predictive value of 
76%. The group-level thresholds estimated for the second 
definition that excluded those who said they were a little 
better from the improvement group were closer to the coef-
ficient of repeatability.

Discussion

In contrast to significant group-level change that can be 
trivial in magnitude if the sample size is large, significant 
individual change is substantial and worth noting regardless 
of whether the patient reports that they have improved. As 
suggested by Jacobson and Truax [26], researchers and clini-
cians may also be interested in whether those who have sig-
nificantly improved on a HRQOL measure perceive that they 
have done so. One can separate people who improved sig-
nificantly and report at time 2 that they have improved since 
time 1 from those who do not perceive they have improved. 
One could also note who reaches a desirable status such as 
becoming symptom free or ending up within the “normal” 
range at time 2.

Using group-level estimates of meaningful change (group 
means) to classify individuals as responders to treatment is 
inappropriate. Doing so results in overoptimistic estimates 
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of the number of people who improve (i.e., too many will 
be classified as improved). Ironically, a MIC estimate might 
yield similar numbers of responders as individual-level sig-
nificance tests if the estimate erroneously includes those 
who changed by more than a minimally important amount 
[33]. In our secondary analysis we observed that the optimal 
cut-point on the ISS using one way of classifying improve-
ment (i.e., those who reported that they were moderately 
better, much better or their back pain was completely gone) 
over 6 weeks was similar to the coefficient of repeatability 
for individual change. But including people who felt they 
were a little better as improvers resulted in an overoptimistic 
number of responders. Future work is needed to investigate 
whether group-level threshold estimates based on retrospec-
tive ratings of more than a little improvement converge with 
appropriate individual-level significance tests.

A fundamental criterion for a responder is that the 
individual improves significantly (i.e., individual change 
is greater than estimated measurement error). Individual-
level statistical indices such as the RCI or the equivalent 
coefficient of repeatability have been available for decades. 
These or parallel item response theory approaches [15, 34] 
that allow reliability to vary across the true score contin-
uum need to be used to determine if patients have stayed the 
same, deteriorated, or improved.

Some may argue for using a significance level other than 
p < 0.05 to identify individual change that doesn’t meet 
the conventional cutoff used for group-level comparisons. 
Individual differences may be important even if they do not 
equal or exceed the conventional 0.05 significance level. 
One possible strategy is to use a combination of one-tailed 
and two-tailed tests of significance and report five levels of 
change: definitely worse (two-tailed), probably worse (one-
tailed), same (one-tailed), probably better (one-tailed), and 
definitely better (two-tailed). This classification preserves 
more information and, therefore, helps to address to some 
extent concerns about missing noteworthy individual change 
Others might favor even more liberal significance levels to 
capture more potential responders. Indeed, Donaldson [20] 
entertained focusing on likely instead of unlikely values and 
classifying individuals into categories such as: almost cer-
tainly changed, quite likely changed, and probably stayed 
the same. Others [35] have suggested using a Bayes fac-
tor to indicate the evidence in the data for or against true 
change but note that it requires at least three data points. 
More work is needed about what cutoffs should be used to 
identify important individual change.

Variance between individuals was used in previous 
research and in the examples in this paper. As noted earlier, 
it would be ideal if individual-level variation was available, 
but the number of observations required to do this is pro-
hibitive for most research studies [8]. The SD of change is 
more consistent epistemologically with the assessment of 

individual change and is analogous to the denominator used 
for the standardized response mean and the responsiveness 
statistic when evaluating responsiveness of measures [36]. 
Future research is needed that compares SD between indi-
viduals with the SD of change. In addition, different ways 
of identifying meaningful change need to be examined and 
group-level threshold cutoff approaches (e.g., area under the 
curve) compared with use of individual ratings of change.

We recommend that investigators conducting clinical tri-
als and observational studies routinely report responders to 
treatment using the significance of individual change. Pre-
senting individual statistical significance and whether the 
individual feels that they have improved together could be 
especially useful. We also suggest that clinicians evaluate 
statistically significance and meaningful change in their 
patients.
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