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Published online: 17 July 2019 The surveillance of infectious diseases relies on the identification of dynamic relations between the

infectious diseases and corresponding influencing factors. However, the identification task confronts
with two practical challenges: small sample size and delayed effect. To overcome both challenges

to imporve the identification results, this study evaluated the performance of dynamic Bayesian
network(DBN) in infectious diseases surveillance. Specifically, the evaluation was conducted by two
simulations. The first simulation was to evaluate the performance of DBN by comparing it with the
Granger causality test and the least absolute shrinkage and selection operator (LASSO) method; and
the second simulation was to assess how the DBN could improve the forecasting ability of infectious
diseases. In order to make both simulations close to the real-world situation as much as possible, their
simulation scenarios were adapted from real-world studies, and practical issues such as nonlinearity
and nuisance variables were also considered. The main simulation results were: M When the sample
size was large (n =340), the true positive rates (TPRs) of DBN (>98%) were slightly higher than those
of the Granger causality method and approximately the same as those of the LASSO method; the false
positive rates (FPRs) of DBN were averagely 46% less than those of the Granger causality test, and
22% less than those of the LASSO method. @ When the sample size was small, the main problem was
lowTPR, which would be further aggravated by the issues of nonlinearity and nuisance variables. In
the worst situation (i.e., small sample size, nonlinearity and existence of nuisance variables), the TPR
of DBN declined to 43.30%. However, it was worth noting that such decline could also be found in the
corresponding results of Granger causality test and LASSO method. ® Sample size was important for
identifying the dynamic relations among multiple variables, in this case, at least three years of weekly
historical data were needed to guarantee the quality of infectious diseases surveillance. @ DBN could
improve the foresting results through reducing forecasting errors by 7%. According to the above results,
DBN is recommended to improve the quality of infectious diseases surveillance.

The profiles of infectious diseases epidemics are influenced and shaped by many exogenous variables related to
weather, environment, economy, social customs, and so on!~*. These exogenous variables, if appropriately utilized,
would be extremely helpful for the surveillance of infectious diseases®~”. For example, Earnest et al.’> found that
weekly average temperature, average relative humidity and El Nino Southern Oscillation Index (SOI) were sig-
nificantly and independently associated with dengue notifications. It is then natural to come up with the idea that
such exogenous variables could further be incorporated in the infectious diseases surveillance system to monitor
the epidemics in a prospective way, so that once the exogenous variables have changed (such as climate change?’),
the surveillance system could release timely alert on infectious diseases. If the alert is accurate and timely, then
proper prevention measures could be taken to avoid the potential enormous losses of properties and lives. To
fulfil this profound mission, the fundamental point is to identify the dynamic relations, which means getting to
know the time-lag effect of historical exogenous variables on the current or future epidemics of infectious disease
(e.g., the influence of temperature change in the last week on the current epidemics of influenza).However, due
to the complexity of real world, this identification task always confronts with great challenges. Although many
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challenges may only be restricted to some certain types of infectious diseases, there still exist two major ones:
small sample size and delayed effect.

Small Sample Size. In a real-world situation, especially for emerging and re-emerging infectious diseases,
urgent health-policy decision is usually required even though there is only limited amount of data at hand, which
leads to the small sample size challenge. This challenge would in turn cause the lack of statistical power and large
standard errors, and consequently decrease the validity and precision of surveillance analysis®.

Delayed Effect. It emphasizes the temporal characteristics of the dynamic relations which need to be iden-
tified. Since the delayed effect takes temporal information into account, it differs from the static effect, which
represents a snapshot of the underlying relations at a particular moment in time and makes no use of temporal
information. However, even the static effect is sometimes hard to be identified, especially when the number of
variables increases®. Therefore, the delayed effect will undoubtedly become much harder for identification than
the static effect due to the extra temporal information.

To overcome the challenges in the identification of dynamic relations, previous researches have proposed
dynamic Bayesian network (DBN) as a promising approach. For example, Lébre'® has shown that under some
mild assumptions, the joint distribution of multivariate time series could be reliably represented as a DBN.
Furthermore, the work of Zou and Feng!! proposed a comparative study between the DBN and Granger cau-
sality test on both synthesized and experimental data in genomics, which suggested that when the sample size
was small, the DBN could outperform the Granger causality test in terms of validity (i.e., true positive rate and
false positive rate). All these good properties of DBN also extend its applications to other fields outside genom-
ics. Recently, a few studies are beginning to apply DBN to the surveillance of infectious diseases. For example,
Sebastiani et al.'* used DBN to integrate different sources of data to improve the surveillance of influenza. Lau
and Smith'® demonstrated the use of Bayesian network with a leptospirosis example. All the works indicated the
potential values for developing dynamic tools based on DBN to improve public health decision and intervention.

Although much work of DBN has been made, previous studies seldom directly considered verifying whether
DBN could indeed overcome the aforementioned challenges (small sample size and delayed effect) of infectious
diseases surveillance. To our knowledge, such consideration was necessary for at least two reasons mentioned
below.

(1) Data availability varies dramatically from one discipline to another, thus leading to different meanings of
small sample size and delayed effect across different disciplines. For example, DBN has been successfully
applied to identify effective connectivity in human brain from the functional magnetic resonance imaging
(fMRI)'. On the one hand, the fMRI data and the infectious diseases surveillance data have some common
structural characteristics of time series data such as autocorrelation (the correlation between the current
observation and its historical records) and periodicity (the data exhibit repetitive or regular behaviours
over time)'®, which suggests the applicability of DBN from fMRI to infectious diseases surveillance. How-
ever, on the other hand, their differences are also obvious: in the fMRI study, the data acquisition intervals
could be accurate to seconds, which means that it only takes quite a few times to collect a large amount of
fMRI data (e.g., 900 observations of data could be obtained within 10 minutes'*). Instead, the frequency of
data collection in infectious diseases surveillance is often by day or by week, meaning that months or even
years are needed to collect hundreds of observations. Therefore, the scales of sample size and time-delay
are quite different between fMRI and infectious diseases surveillance. In other words, 900 observations is
typically large sample size in the situation of infectious diseases surveillance!®!?, but small in fMRI study;
and collecting data by hour may indicate short time-delay in infectious diseases surveillance, but long
time-delay in fMRI study. Such differences remind us that the success of DBN in other disciplines (e.g.,
fMRI) should not be treated as a guarantee of its successful application to infectious diseases surveillance.
On the contrary, due to discipline differences, it is still necessary to verify the performance of DBN when
dealing with small sample size and delayed effect challenges in context of infectious diseases surveillance.

(2) Besides the challenges of small sample size and delayed effect, the surveillance of infectious diseases also
confronts with other issues, such as nonlinearity and nuisance variables issues. The nonlinearity means the
nonlinear influencing mechanism of exogenous variables on the infectious diseases'®. It could make the
data structure more complicated, and increase the difficulty of dynamic relation identification. The nui-
sance variables issue means that due to the lack of proper methods for identifying dynamic relations, some
collected variables may actually have nothing to do with the infectious diseases of interest. From the view
of statistical analysis, the nuisance variables could not only increase the difficulty of analyzing, but also
deteriorate the validity and precision of the analysis results. Therefore, the verification work of DBN in in-
fectious diseases surveillance would be more convincing if nonlinearity and nuisance issues are considered.

To this end, this study uses simulation approaches to verify how DBN could deal with the small sample size
and delayed effect challenges in infectious diseases surveillance. Meanwhile, the nonlinearity and nuisance issues
are also considered to some extent. The remaining paper is organized as follows: In Section 2, we present the
conceptual framework of the DBN, as well as a brief description of other approaches for model comparison.
Furthermore, Sections 3 and 4 demonstrate the application of DBN in infectious diseases surveillance with two
simulations: one is to evaluate the performance of DBN, and the other one is to show how the DBN could help to
improve the forecasting ability of infectious diseases. The simulation scenarios of both studies are adapted from
real-world studies to enhance their practical sense. Finally, Section 5 ends the paper with a discussion.
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The Method

Dynamic bayesian network. Let X,=(X!, X/, ..., X;")' be (m + 1)-dimension time series observed at
time t (t=1, 2, 3, ...). For example, let Xt0 be the incidence of infectious disease and Xti (i=1,2,...,m) them
exogenous variables contained in the surveillance data system. The DBN is a special case of a diagrammatic rep-
resentation of probability distributions®. It uses nodes to represent the variables and arcs to represent the
dynamic relations between any pair of variables at successive time points based on the past observations.
According to the theory of Opgenrhein and Strimmer?’, the DBN could be learned from the vector autoregressive
(VAR) model with an effective model selection procedure. This learning process involves three steps.

(1) Building VAR model based on the time series data {X;} (t=1, 2, 3, ...). The VAR model is an extension of
traditional autoregressive (AR) model. For example, the influence of the last p historical data on the cur-
rent observations could be characterized by VAR(p) model as below.

Xp=p+ X  + -+ ¢;Xt—p +a; (1)

In model (1),ﬂ,:(ut°, H,l) L ut"’)’ is a (m+ 1)-dimension constant vector and ¢; = {@i(j’k)*} (i=12,...,
p;j=0,1,...,mk=0,1,...,m)are (m+1) x (m+ 1) matrices, and at:(ato, utl, o utm)’ is a sequence of
independent and identically distributed random vectors with mean zero and constant covariance matrix.
The unknown parameters in VAR model could be initially estimated through the least squared method.
For a better understanding of model (1), the ¢} could be interpreted as the lag-i (i=1, 2, 3, ...) autoregres-
sive coefficient matrix, which measures the dynamic dependencies between X, and X, ;. Consequently,
there are (m + 1) equations in model (1), and the first one is

Xt0 = y,to + Z;.D:lz] 0@1(/ 0)*XJ i+ ato, 2)

which regresses X (i.e., the incidence of an infectious disease at time t) on its own previous observations as
well as past observations of other m exogenous variables. Besides, the other m equations in model (1)
construct the regression relations among the m exogenous variables.

(2) Using the James-Stein shrinkage approach to improve the estimated coefficients of Eq. (1) in the first step.
It is well known that the least squared estimates are highly depended on the empirical covariance matrix of
X, (defined as S), hence such estimates may run into problems when § is inefficient and ill-conditioned,
especially when there are a large number of exogenous variables (i.e., 7 is very high). The James-Stein
shrinkage approach could overcome such problem by first replacing S with shrinkage covariance $* and
consequently estimating regression coefficients through S*. In such a way the James-Stein shrinkage
approach would shrink some trivial coefficients in ¢pj(i=1, 2, ..., p) to be zero so that the remaining
non-zero coeflicients can be more indicative of potentially important dynamic relations®.

(3) Once the estimated coefficients of the vector autoregressive model are improved, they could then be used
to label the relative importance of each relation. That is, the larger the improved coeflicient is, the more
important its corresponding relation is thought to be. Furthermore, the DBN uses arcs to represent those
relatively important relations.

During this process, to identify significant dynamic relations while avoiding multiple comparisons problem,
the local false discovery rate (lfdr) approach is implemented. The Ifdr is the Bayes posterior probability that a
hypothesis is null given its statistic x, i.e., lfdr(x) = Pr(null|x). In addition, Efron?' suggests the significance thresh-
old of Ifdr to be 0.2, which yields Pr(non-null|x) four times higher than Pr(null|x) to balance type I and II errors.

The DBN could be implemented in R 3.2.3, a free software environment for statistical computing and graphics.
Computing Packages {bnlearn}, {GeneNet} and {MSBVAR} are downloaded from the Comprehensive R Archive
Network (CRAN) at http://cran.r-project.org/ and installed in advance.

Other approaches for model comparison. To better evaluate the performance of DBN, two conventional
approaches, i.e., the Granger causality test and LASSO method, also served as benchmarks for comparison.

Granger causality test. 'The Granger causality test implements all possible bivariate Granger causality tests for m
variables®. It defines one time series {X,} as Grange-cause for another time series {X/ JVif the lagged values of {X/ g
provide statistically significant information for predicting the current value of {X/} (i, j=0,1,...,m, i = j). The null
hypothesis is that the past p values of {X/} are of no use in predicting the value of {X; /). The procedure of Granger
causality test involves regressing {X/} on the p past values of {X/}. Then an F-test by single equation ordinary least
squared models is carried out to determine whether the coefficients of the past values of {X,} are zero. Similar to
DBN, the Granger causality test also uses the local FDR approach to handle the multiple comparisons problem.
The Granger causality test could be conducted in the R environment by the command granger.test.

The least absolute shrinkage and selection operator (LASSO) method.  For a regression model with the current
value of {th } as the dependent variable and the other m series {Xf}(i, j=0,1,...,m, i =) as the predictors, the
LASSO method?® could compact the model by shrinking the estimated regression coeflicients and setting a num-
ber of them to zero, thus identifying significant regression relations among data. The LASSO method is carried
out by minimizing the sum of the mean squared error and the weighted L, penalty. The weight of the L, penalty is
chosen via 10-fold cross-validation. A grid of candidate weights are selected to compute the cross-validation
error. Then the weight value corresponding to the smallest cross-validation error is selected as the optimal weight.
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Figure 1. (a) The simulation structure of Simulation 1 in the absence of nuisance variables; (b) the simulation
structure of Simulation 1 in the presence of nuisance variables.

Finally, the model is re-fit using all available observations and the optimal weight. The LASSO could be conducted
in the R environment by the command lars and cv.lars.

Simulation 1: the Performance Evaluation of DBN

In order to assess the performance of DBN in the surveillance of infectious diseases, two specific aims were set
in Simulation 1. One was to evaluate the performance of DBN in context of the challenges of delayed effect and
small sample size. The other one was to compare the DBN with the Granger causality test and LASSO method.
The following part described the simulation design and performance measures, and interpreted the results of
Simulation 1.

Simulation design. The simulation scenarios were set in four steps: the first step was to construct the struc-
ture of the simulation model, the second step was to further set the simulation scenarios according to the model
structure. Then the parameters of the simulation model were determined in the third step. Finally, the last step
generated the simulation data from the simulation model.

Structure construction. 'To make the simulation close to the real-world surveillance as much as possible, the
simulation scenarios were adapted from previous studies?*2° on the real-world surveillance data of hand, foot,
and mouth disease (HFMD) in Beijing in 2009. HFMD is a common infectious disease caused by a group of
enteroviruses such as Coxsakievirus A16 (CA16) and Enterovirus 71 (EV71), which is mainly transmitted by
nasopharyngeal secretions such as saliva or nasal mucus?. Its epidemics can occur almost all year round except
winter. In recent years, HEMD epidemics are frequent and widespread in the Asia-Pacific region®. For example,
there are over 4.5 million cases reported in mainland China from January 2013 to December 2014. Besides, Kol
et al.? estimated that HFMD causes 96 900 (95% CI 40 600 to 259 000) age-weighted DALY per annum in eight
high-burden countries in East and Southeast Asia. Furthermore, given that previous studies suggest that the
weather-HFMD relationship can be delayed because of the incubation period of infectious disease?, the simula-
tion model sets the weekly cases of HFMD (HFMD) to be dynamically related with both the weekly average value
of temperature (TEMP) and relative humidity (RH) one or two weeks ago. Meanwhile, the simulation model also
sets contemporary relation between the weekly average value of sunshine hour (SH) and temperature. The above
relations could be visualized as shown in Fig. 1(a), where the directed arcs indicate that the variable at the tail
has a delayed effect on the variable at the head (i.e., TEMP — HFMD, RH — HFMD), the undirected arcs suggest
that the two connected variable are contemporarily related (i.e., SH-TEMP), and the absence of arc between two
variables means that they are not related. Of course there may be some other factors influencing the incidence of
HEMD as well, but since this is not a specific study on how to prevent HFMD, it is not necessary to include all the
possible influencing factors of HEMD. On the contrary, we selected the widely accepted factors (temperature and
humidity) to illustrate that the results of our study could coincide with common knowledge and make practical
sense.
Futhermore, the structure of Fig. 1(a) could be translated into mathematical form as in Eq. (3),

TEMP, = o) + ﬂl *fl(TEMPLQ + ﬂz * sin[2w(t — 13)/52] + ¢,
SH, = a, + 0, * f,(SH,_,) + §, * f,(TEMP) + ,,
(1 — B?)RH, = (1 — o, * B)e,,
HEMD, = o, + 3, * f,(HEMD, ,) + 3, * f,(HEMD, ,) + 3, * f.(TEMP,_,) + B * f.(RH, )) + ¢,, 3)

where f() (i=1, 2, ..., 7) represented some kinds of functional transformation on the orginal data, which would
be further considered in the following steps. The arcs in Fig. 1(a) was reflected by the regression relations between
dependent and independent variables. Since weekly data was used in the prototype studies of Simualtion 1, the
time slice t was also defined by week. A sine function sin[27(t — 13)/52] was added to represent the periodic
trend of temperature. In addition, relative humidity was charaterized by seasonal autoregressive time series model
because of its seasonality and the absence of assumed influence of other variables upon it.

Both Fig. 1(a) and Eq. (3) showed the structure of simulation model, that was, how the variables of interest
were dynamically related with each other. Furthermore, the parameters of Eq. (3) (o, to ay, 3, to 35) needed to be
determined before simulated data could be generated from the simulation model.
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Existence
No. of Sample of Nuisance
Simulation Size Mechanism Variables
1 340 linear N
2 52 linear N
3 340 nonlinear N
4 340 linear Y
5 52 nonlinear N
6 52 linear Y
7 340 nonlinear Y
8 52 nonlinear Y

Table 1. The settings of the simulation scenarios.

Scenario setting.  According to the aims of Simulation 1, there were eight scenarios (Table 1), which consisted
of sample size, mechanism and existence of nuisance variables. Considerations for scenarios setting were given
as below.

Small sample size versus large sample size: Since the simulation scenarios imitated the weekly HFMD and
meteorological factors, it was plausible to set the small sample size scenario as n= 52, which meant the researcher
only got one single year’s data at hand. On the contrary, the large sample size scenario was set to be n= 2340, which
suggested the availability of more than six years’ data. Furthermore, because the sample size challenge was one of
the most concerned problems in surveillance practice, we also carried out simulations in cases where n =104 (two
years), 156 (three years), 208 (four years) and 260 (five years), respectively. Thus, the simulation results would
serve as a reference for other researchers to choose the appropriate sample size in their studies as well.

Delayed effect: The delayed effect was demonstrated by both the directed arcs in Fig. 1(a) and the time-lag
variables (i.e., TEMP,_,, SH,_,, HFMD,_, and HFMD,_,) in Eq. (3).

Linearity versus nonlinearity: The linear mechanism set the function f; () (i=1, 2, ..., 7) in Eq. (3) to be the
input variable itself. As for the nonlinear mechanism, nonlinearity could indeed vary in tremendous ways, but
due to the limited aims of this study (nonlinearity was only considered as a concurrent issue rather than the
major aim of this study), we chose the sigmoid function as a special type of nonlinearity. In addition, because the
sigmoid function was widely used in nonlinear models (such as neural network®), it was a typical representative
of nonlinear cases.

Presence versus absence of nuisance variables: The nuisance variables issue was considered by adding three
nuisance variables (Z, ,, Z, ;, Z5,) into simulation. As shown in Fig. 1(b), Z, ,, Z,, and Z; ; were set to be inde-
pendently distributed, and each of them was set to represent a typical form of nuisance variables: Z, , was the form
whose current observation was only influenced by its previous ones (e.g., the variable irrelevant to infectious dis-
ease and its influencing factors); Z, , was the form which was caused by errors (e.g., the measurement error dur-
ing data collection); and Z; , was the form which was influenced by both its previous values and errors (e.g., the
variable was irrelevant to the surveillance data, but influenced by the measurement error during data collection).
Furthermore, because the above features of Z, ,, Z, , and Z; , just corresponded separately with the definitions of
three commonly-used time series models*'~¥, i.e., the autoregressive (AR) model, moving average (MA) model
and autoregressive moving average (ARMA) model, it was reasonable to characterize Z, ,, Z,, and Z; , by those
three time series models, respectively. Since the three models have good properties in theory and great successes
in application, they could guarantee the representativeness of nuisance variables in reality to some extent.

Parameter determination. The second step involved determining the parameters in the simulation model of Eq.
(3). To assure the simulation maintained the key characteristics of surveillance data, we estimated the parameters
in Eq. (3) (i.e., a; to ay, 5, to () by fitting the models to the real dataset of HFMD and meteorological factors of
Beijing in 2009.

Data generation. Once the function f; () (i=1,2, ..., 7) and parameters in Eq. (3) were determined, Eq. (3) could
be used to generate the simulation data. For each scenario in Table 1, the data generation process was repeated
5000 times, leading to 5000 replicates. For each replicate, the initial values of HFMD, SH, RH and TEMP were
randomly selected from standard normal distribution, then the initial values were put into Eq. (3) to forecast the
new values of HFMD, SH, RH and TEMP in the next time point, and again the newly forecasted values were put
into Eq. (3) to make another new round of forecasts, and so forth. In such an iterative way, the simulation data
could be generated. In addition, the length of each replicate was (500 + 1), where n was the sample size listed in
Table 1. To assure the steady of data generation process, the first 500 time points of each replicate were discarded
as a burn-in, therefore the left n time points in each replicate were used for the evaluation of model performance.

Performance measures. The performance of DBN could be evaluated by applying it to the simulated data.
For each replicate, DBN would identify some of the variables to be dynamically related with each other. Then
by comparing the DBN-identified dynamic relation with the true model structure in Fig. 1(a) or (b), it could be
known whether the DBN-identified dynamic relation truly existed or not. In other words, once DBN identified a
dynamic relation between two variables, it may be either true positive (the truly existed dynamic relation between
two variables being successfully identified) or false positive (the truly non-existed dynamic relation being falsely
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Figure 2. The time plots of the real and simulated data sets

identified). Since there were 5000 replicates for each scenario in Table 1, two performance measures were taken:
true positive rate (TPR) and false positive rate (FPR). For each truly existed dynamic relation in Fig. 1(a) or (b),
its TPR (also known as sensitivity) was defined as the proportion of the 5000 replicates when it was successfully
identified by DBN. On the contrary, for each truly non-existed dynamic relation in Fig. 1(a) or (b), its FPR
referred to the proportion of the 5000 replicates when it was falsely identified by DBN. Of course, the TPR and
FPR of the LASSO method as well as Granger causality test could be defined in the similar way. Since both TPR
and FPR were well-defined measures of classification test, they would also be adequate for evaluating and com-
paring performances of DBN, LASSO and Granger causality test in this study.

Results interpretation. The simulated data was in consistent with the real data. Figure 2 showed that the
real and simulated data sets matched temporally. Besides, Table 2 listed the comparison of variables in the simu-
lated and real data set of Beijing in 2009. The paired-sample t-test or the Wilcoxon signed rank test was utilized
for comparison. It thereby suggested that the simulated time series basically imitated the real ones and did make
practical sense. Furthermore, the results of model comparison were reported below.

Model comparison. Figure 3 demonstrated the results of DBN, Granger causality test and LASSO method, where
the solid line represented the TPR, the dashed line represented the FPR, and the numbers near lines were the
corresponding values of TPR or FPR. Meanwhile, rates less than 1% were omitted in Fig. 3 for clarity.

Since the performance of each approach varied dramatically with different sample sizes (n =52 or n=2340),
the results could be separately summarized as below.
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Real Data Simulated Data
Variable Mean std Mean std Test Statistics* Pvalue
Sunshine 47.97 14.18 48.13 15.25 t=—-0.2198 0.8269
Temperature 13.37 11.46 13.14 11.79 Z=-0.4243 0.6714
RH 51.15 13.53 50.42 13.38 t=0.3861 0.7010
HFMD 446 324.60 439.16 321.52 7=-0.1387 0.8897

Table 2. The comparison between the real and simulated data. *# stands for the ¢ statistics of the paired-sample
t-test, and Z stands for the Z statistics of the Wilcoxon signed rank test for paired data.

(a) The comparison results when sample size was large (n = 340).
When the sample size was large (Scenario 1,3,4 and 7), all the TPRs of DBN were greater than 98%, which
were slightly higher than those of the Granger causality test and approximately the same as those of the
LASSO method. Furthermore, the average FPR of DBN was 46% less than that of the Granger causality
test, and 22% less than that of the LASSO method. Hence, it suggested that when the sample size was large,
the DBN performed better than the other two approaches, especially in terms of FPR.

(b) The comparison results when sample size was small (1 =52).

When the sample size was small (Scenario 2, 5, 6 and 8), the main problem was low TPR due to the lack of
test power, which was further aggravated by the issues of nonlinearity and the existence of nuisance variables. For
example, in Scenario 2 (n =52, linear relation and no nuisance variable), the TPRs of DBN ranged from 89.06%
to 100%. However, the performance of DBN was getting worse and worse as nonlinearity and nuisance variables
were involved. In the worst situation (i.e., Scenario 8), the TPR of DBN declined to as low as 43.30%. Such a
decline could also be found in the corresponding results of Granger causality test and LASSO method. Over the
four simulation scenarios of small sample size, the average TPR of DBN was 80.25%, which was 13% higher than
that of the Granger causality test, but 8% less than that of the LASSO method. This suggested that the DBN was
not as powerful as the LASSO method to identify dynamic relations when the sample size was small. But it should
also be noted that in Scenario 8, the lowest TPR of LASSO method (41.42%) was even lower than that of the DBN
(43.30%). Since all these three approaches performed poorly in such situation with very low TPRs, it was mean-
ingless to select a good one from all these poor candidates.

Moreover, the comparison of FPR could also provide some indications, albeit it was not the main problem in
small sample size issue. In Scenario 5, the FPR of the DBN was 2.36% (from Temp to RH), which was less than
the corresponding rate of Granger causality test (7.84%) and LASSO method (12.90%). This coincided with the
conclusion of Opgenrhein and Strimmer®’, which suggested the DBN performed better than the LASSO method
with lower false positive rates especially when the sample size was small (between 5 and 200). In addition, the
promising feature was that there were 100 nodes and 200 edges in the study of Opgenrhein and Strimmer, much
larger than those in this study. Therefore, it indicated that the DBN may be an optimal choice for infectious dis-
eases surveillance if more and more variables could be included.

Sample size issue.  As mentioned above, the sample size issue played an important role in determining the per-
formance of DBN in terms of TPRs. If we classified those eight scenarios by mechanism and existence of nuisance
variables (i.e., Scenario 1 versus 2, Scenario 3 versus 5, Scenario 4 versus 6, and Scenario 7 versus 8.), it could be
concluded that the TPRs of DBN were always higher in cases of large sample size (n =340) than small sample
size (n=>52). Of course, these results should not be mistakenly interpreted as that delayed effect, nonlinearity and
nuisance variables were not important; instead, it indicated that when the sample size was large enough, the DBN
still remained robust to those three challenges.

To better illustrate the influence of sample size on DBN’s performance, we also carried out another four addi-
tional simulation scenarios in context of nonlinearity and nuisance variables, with the sample size being 104(two
years), 156(three years), 208(four years) and 260 (five years), respectively. The reason for such scenario setting
was to establish the advisable sample size for the application of DBN in infectious diseases surveillance under a
situation close to the real-world situation as much as possible. In addition, the TPR was taken as the performance
measure, since it has just been shown in this study that lower TPR was the main problem of validity when the
sample size was insufficient. Figure 4 illustrated that the TPR of DBN increased as the sample size became larger
and larger. Specifically, when the sample size came to 156, the TPRs turned out to be acceptable (varying from
92.48% to 98.92%). Therefore, it suggested that at least three years of weekly historical data were needed for the
use of DBN in infectious disease surveillance.

Simulation 2: How could the DBN Improve the Forecasting of Infectious Diseases in
Practice?

After the performance of DBN was verified, major concerns may arise on how it could practically contribute to
the infectious diseases surveillance. Since disease forecasting is one of the core contents in surveillance, we further
carried out Simulation 2, which mainly focused on how the DBN could improve the results of disease forecasting.
Thus, the aim of Simulation 2 was to compare forecasting results obtained with and without the help of DBN.
Specifically, two modelling strategies were separately employed: one was to use DBN to identify the risk factor(s)
of HFMD before building the forecasting model, and the other one was to directly build the forecasting model
without the help of DBN. The process and results of Simulation 2 were given as below.
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Figure 3. The results of dynamic Bayesian network (DBN), Granger causality test and LASSO method applied
on each scenario, where the solid lines represented the true positive rate (TPR), and dashed lines represented
the false positive rate (FPR).

Simulation design. In Simulation 2, in order to enhance the representativeness of this study, we used
another prototype study'®, which involved the weekly childhood HFMD incidence and diurnal temperature range
(DTR) data from 2011 to 2015 in Sichuan province, China. For all the scenarios considered previously in
Simulation 2, nonlinearity and delayed effect of the original data have already been revealed by the prototype
study’® of Simulation 2, and the sample size (260 weeks) also met the aforementioned requirement (at least three
years). Therefore, Simulation 2 would focus on the scenario of nuisance variables. Specifically, three independently
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Figure 5. (a) The estimated DBN, where the solid lines represented the true positive rate (TPR), and dashed
lines represented the false positive rate (FPR); (b) the time plots of the real values of HFMD time series
(triangles) and results of the modelling strategy in combination with DBN (solid lines).

distributed nuisance variables Z,, Z3, and Z}, were added into the original data, in the same way as in
Simulation 1. As a consequence, the simulation scenario included five variables in total, where two of them
(HFMD, and DTR,) came from real-world study, and the other three (Z},, Z;, and Z3,) were randomly created
nuisance variables. Under such a simulation scenario, 5000 replicates of time series data were generated, and the
length of each time series was 260 (the same as the original real data).

Performance measures. To compare the performance of strategies with and without the help of DBN, the
average values of fitting and forecasting MAPE (mean absolute percentage error) for the 5000 replicates were
used as performance measures. Then the comparison of forecasting with and without the help of DBN could be
conducted as follows. For each replicate of time series, we split the data into the training set (t=1,2,...,230) and
testing set (t=231,...,260), and used the first set for model fitting and the second set for forecasting. In order to
make comparison, the same type of forecasting model (the VAR model) was used in both strategies.

Results interpretation.  Figure 5 illustrated the main results of the modelling strategy with the help of DBN.
First, it could be seen from Fig. 5(a) that among the 5000 replicates, the DBN could identify the real risk factor
of HFMD (i.e., the DTR) with a true positive rate of 95.48% and false positive rates no more than 5%, which sug-
gested that the forecasting model of HFMD only needed to take DTR into account. Then Fig. 5(b) showed the
fitted and forecasted curves as well as the real-time series data of HFMD. It could be seen that both the fitted and
forecasted values were close to the real ones, suggesting that the forecasting model had good fitting and forecast-
ing performance with the help of DBN.
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Average Fitting Average Forecasting
Strategy MAPE MAPE
Strategy with DBN | 10.7371% 15.0701%
a8y without 1 1) 41750 21.9365%

Table 3. The comparison of the two strategies*. *The average fitting/forecasting MAPE was calculated as the
mean value of the fitting/forecasting MAPEs through the 5000 replicates.

In addition, as presented in Table 3, while the fitting MAPE:s of the two strategies (i.e., with or without DBN)
were close to each other, the forecasting performance of the strategy with the help of DBN was better than that of
the one without the help of DBN. To be more concrete, it could be seen that the DBN could improve the foresting
results by reducing nearly 7% of the errors. This was reasonable since the nuisance variables, if entered into the
forecasting model, would increase the complexity of model and made the forecasting results unstable and unreli-
able. Thus, the results indicated that by making the forecasting model parsimonious and efficient, the DBN could
improve the ability of infectious diseases forecasting.

Discussion

This paper proposed the DBN to identify the dynamic relations among infectious diseases surveillance data. It
revealed that the DBN was competitive and even superior in relation to the Granger causality test and LASSO
method under various scenarios (i.e., sample size, mechanism and existence of nuisance variables). In addition, we
also found that sample size was important in identifying the dynamic relations among multiple variables. It was
recommended that at least three years of weekly historical data were needed to guarantee the quality of infectious
diseases surveillance. Besides, DBN also showed its potential value in infectious diseases surveillance by reducing
the errors of forecasted incidences in the simulation study. Therefore, to our knowledge, this study contributed to
infectious diseases surveillance in at least three ways.

(1) This study utilized simulation designs to verify the performance of DBN in infectious diseases surveillance.
The simulation design had two advantages. (D It could consider different scenarios of infectious diseases
surveillance to make a relatively overall evaluation about DBN performance. Although some of the scenar-
ios have already be considered to some extent by previous researches?, this work simultaneously explored
all of them in context of infectious diseases surveillance. (2) Simulation design guaranteed the practical
meaning of study. In order to make simulation design close to the real-world situation as much as possible,
this study used some previous real-world researches as prototypes to set simulation scenarios. Due to the
closeness of simulation scenarios and real-world situation, the results of simulation study may provide
reference for real-world study. As a result, simulation design in this study could serve as a bridge to apply
theoretical findings of DBN to the practice of infectious diseases surveillance.

(2) The results of this study showed that DBN had less FPRs than Granger causality test and LASSO method,
especially when the sample size was large (n=2340). There are two possible reasons that can explain the
better performance of DBN in comparison with the other two models. One reason is that both the DBN
and LASSO involve shrinkage strategy that can help to reduce the FPRs by eliminating some trivial
coefficients, but Granger causality test does not have such a shrinkage strategy. The other reason has
something to do with the times of model building. To identify the dynamic relations among p variables,
DBN only needs one time of model building (i.e., the vector autoregressive model), LASSO needs p times
(at each time, one variable is set to be response Variable while others the independent variables), and the
pair-wise bivariate Granger causality test needs C; = p(p-1)/2 times. More times of modelling may lead to
larger FPRs because of multiple comparisons. Alt@lough some compensation techniques (i.e., local FDR
and L, norm penalty) were used in this study, their contributions to reducing FPRs need more specific
verification in the future.

(3) This study implied how the DBN could help to improve the forecasting of infectious diseases. In summary,
as shown in this study, the DBN could accurately and efficiently identify the relations among infectious dis-
ease and a variety of exogenous variables, especially in context of complicated data structures. This could
make a real-world contribution by providing the Centers for Disease Control and Prevention (CDC) with
the information of selecting prominent influencing factors of current infectious disease, which is extremely
useful for building sophisticated deep-learning models to predict the start, peak and intensity of outbreak
of infectious diseases in advance.

Although there were some interesting findings in this study, some limitations should also be acknowledged.
First, our study only mentioned the forecasting as an example of how DBN could benefit the infectious dis-
eases surveillance. However, the realistic work of infectious diseases surveillance is more comprehensive, which
includes not only forecasting but also many other tasks such as early warning® and intervention assessment™.
Secondly, the challenges of infectious diseases surveillance need to be explored in deeper ways. For example,
more forms of nonlinearity and nuisance variables should be considered. Another example is the challenge from
the unobserved data or latent variable, since it is reasonable to believe that traditional analysis methods would
be misleading and inappropriate when some of the important risk factors are unobserved in the surveillance
data system®®’. To this end, we expect this work will contribute to further developments of infectious diseases
surveillance.

SCIENTIFICREPORTS|  (2079)9:10376 | https://doi.org/10.1038/s41598-019-46737-0 10


https://doi.org/10.1038/s41598-019-46737-0

www.nature.com/scientificreports/

Ethical approval. Ethical approval was not required since the incidence rates used in this study are simulated
data of infectious disease.

Data Availability

The details of the data sets used in this paper have been described in the simulation settings part of the manuscript.

References

1.
2.

3.

11.
12.

13.
. Dang, S., Chaudhury, S., Lall, B. & Roy, P. K. The dynamic programming high-order dynamic Bayesian networks learning for

15.
16.
17.
18.
19.
20.

21.
. Winterhalder, M. & Timmer, J. Handbook of Time Series Analysis: Recent Theoretical Developments and Applications (ed. Schelter, B.),

23.
24.

25.
26.
27.
28.
29.
30.
31.

32.
33.

34.

35.
36.

37.

Scovronick, N. et al. The association between ambient temperature and mortality in South Africa: a time-series analysis. Environ Res.
161, 229-235 (2018).

Yang, L. et al. Effect modification of environmental factors on influenza-associated mortality: a time-series study in two Chinese
cities. BMC Infect Dis. 11, 342-352 (2011).

Ma, Y, Zhang, T., Liu, L., Lv, Q. & Yin, E. Spatio-temporal pattern and socio-economic factors of bacillary dysentery at county level
in Sichuan province, China. Sci Rep. 5, 15264, https://doi.org/10.1038/srep15264 (2015).

. Zhang, T., Yin, E, Zhou, T, Zhang, X. Y. & Li, X. S. Multivariate time series analysis on the dynamic relationship between class B

notifiable diseases and gross domestic product (GDP) in China. Sci Rep. 6, 29, https://doi.org/10.1038/s41598-016-0020-5 (2016).

. Earnest, A., Tan, S. B. & Wilder-Smith, A. Meteorological factors and El Nifio Southern Oscillation are independently associated

with dengue infections. Epidemiol Infect. 140, 1244-1251 (2012).

. Held, L., Meyer, S. & Bracher, J. Probabilistic forecasting in infectious disease epidemiology: the 13th Armitage lecture. Stat Med. 36,

3443-3460 (2017).

. Wei, J. et al. The effect of meteorological variables on the transmission of hand, foot and mouth disease in four major cities of Shanxi

province, China: a time series data analysis (2009-2013). Plos Neglect Trop D. 9, €0003572, https://doi.org/10.1371/journal.
pntd.0003572 (2015).

. Herzog, S. A., Low, N. & Berghold, A. Sample size considerations using mathematical models: an example with chlamydia

trachomatis infection and its sequelae pelvic inflammatory disease. BMC Infect Dis. 15, 233, https://doi.org/10.1186/s12879-015-
0953-5 (2015).

. Fan, J. & Ly, J. A selective overview of variable selection in high dimensional feature space. Stat Sinica. 20, 101-148 (2010).
. Lebre, S. Inferring dynamic genetic networks with low order independencies. Stat Appl Genet Mol Biol. 8, 9, https://doi.

org/10.2202/1544-6115.1294 (2009).

Zou, C. & Feng, J. Granger causality vs. dynamic Bayesian network inference: a comparative study. BMC Bioinformatics. 10, 122,
https://doi.org/10.1186/1471-2105-10-122 (2009).

Sebastiani, P., Mandl, K. D, Szolovits, P., Kohane, I. S. & Ramoni, M. E. A Bayesian dynamic model for influenza surveillance. Stat
Med. 25, 1803-1825 (2006).

Lau, C. L. & Smith, C. S. Bayesian networks in infectious disease eco-epidemiology. Rev Environ Health. 31,173-177 (2016).

identifying effective connectivity in human brain from fMRI. J Neurosci Meth. 285, 33-44 (2017).

Shumway, R.H., & Stoffer, D.S. Time Series Analysis and Its Applications: with R Examples 2nd edition (ed. Casella, G., Fienberg, S. &
OlKkin, I.) 1-10 (Springer, 2013).

Dorigatti, I., Cauchemez, S., Pugliese, A. & Ferguson, N. M. A new approach to characterising infectious disease transmission
dynamics from sentinel surveillance: Application to the Italian 2009-2010 A/HIN1 influenza pandemic. Epidemics. 4, 9-21 (2012).
Zhang, H. et al. Surveillance and early warning systems of infectious disease in China: from 2012 to 2014. Int ] Health Plan M. 32,
329-338 (2017).

Yin, E et al. The association between diurnal temperature range and childhood hand, foot, and mouth disease: a distributed lag non-
linear analysis. Epidemiol Infect. 145, 3264-3273 (2017).

Nagarajan, R., Scutari, M. & Lebre, S. Bayesian Networks in R (eds Gentleman, R., Hornik, K. & Parmigiani, G.) 64-68 (Springer,
2013).

Opgenrhein, R. & Strimmer, K. Learning causal networks from systems biology time course data: an effective model selection
procedure for the vector autoregressive process. BMC Bioinformatics. 8, S2 (2007).

Efron B. Local false discovery rates. Available at http://statweb.stanford.edu/~ckirby/brad/papers/2005LocalFDR.pdf (2005).

438-459 (Wiley, 2006).

Tibshirani, R. J. Regression shrinkage and selection via the LASSO. J R Stat Soc B. 58, 267-288 (1996).

Wei, Y. Dynamic analysis between incidence of hand-foot-mouth disease (HFMD) and meteorological factors based on vector
autoregressive model. Chinese J. Heal Stat. 30, 794-797 (2013).

Xiao, X. et al. The exposure-response relationship between temperature and childhood hand, foot and mouth disease: a multicity
study from mainland China. Environ Int. 100, 102-109 (2017).

Xing, W. et al. Epidemiological characteristics of hand-foot-and-mouth disease in china, 2008-2012. Lancet Infect Dis. 14, 308-318
(2014).

World Health Organization. A guide to clinical management and public health response for hand, foot and mouth disease (HFMD),
http://http://www.wpro.who.int/publications/docs/Guidancefortheclinicalmanagementof HFMD.pdf (2011).

Yin, E, Zhang, T, Liu, L., Lv, Q. & Li, X. The association between ambient temperature and childhood hand, foot, and mouth disease
in Chengdu, China: a distributed lag non-linear analysis. Sci Rep. 6, 27305, https://doi.org/10.1038/srep27305 (2016).

Koh, W. M., Badaruddin, H., La, H., Chen, I. C. & Cook, A. R. Severity and burden of hand, foot and mouth disease in Asia: a
modelling study. BM] Glob Health. 3, 000442, https://doi.org/10.1136/bmjgh-2017-000442 (2018).

Hu, H. et al. Prediction of influenza-like illness based on the improved artificial tree algorithm and artificial neural network. Sci Rep.
8, 4895, https://doi.org/10.1038/s41598-018-23075-1 (2018).

Kane, M. J., Price, N., Scotch, M. & Rabinowitz, P. Comparison of ARIMA and random forest time series models for prediction of
avian influenza H5N1 outbreaks. BMC Bioinformatics. 15, 1;1471-2105/15/276 (2014).

Valipour, M. Long-term runoft study using SARIMA and ARIMA models in the United States. Meteorol Appl. 22, 592-598 (2015).
Zhang, X. et al. Temporal and long-term trend analysis of class C notifiable diseases in China from 2009 to 2014. BM] Open. 6,
€011038, https://doi.org/10.1136/bmjopen-2016-011038 (2016).

Wang, R., Jiang, Y., Michael, E. & Zhao, G. How to select a proper early warning threshold to detect infectious disease outbreaks
based on the China infectious disease automated alert and response system (CIDARS). BMC Public Health 17, 570, https://doi.
org/10.1186/s12889-017-4488-0 (2017).

Cheng, Y. H. et al. Assessing coughing-induced influenza droplet transmission and implications for infection risk control. Epidemiol
Infect. 144, 333-345 (2016).

Song, X., Xia, Y. & Zhu, H. Hidden Markov latent variable models with multivariate longitudinal data. Biometrics. 73, 313-323
(2017).

Morrison, K. T., Shaddick, G., Henderson, S. B. & Buckeridge, D. L. A latent process model for forecasting multiple time series in
environmental public health surveillance. Stat Med. 35, 3085-3100 (2016).

SCIENTIFICREPORTS|  (2079)9:10376 | https://doi.org/10.1038/s41598-019-46737-0 11


https://doi.org/10.1038/s41598-019-46737-0
https://doi.org/10.1038/srep15264
https://doi.org/10.1038/s41598-016-0020-5
https://doi.org/10.1371/journal.pntd.0003572
https://doi.org/10.1371/journal.pntd.0003572
https://doi.org/10.1186/s12879-015-0953-5
https://doi.org/10.1186/s12879-015-0953-5
https://doi.org/10.2202/1544-6115.1294
https://doi.org/10.2202/1544-6115.1294
https://doi.org/10.1186/1471-2105-10-122
https://doi.org/10.1038/srep27305
https://doi.org/10.1136/bmjgh-2017-000442
https://doi.org/10.1038/s41598-018-23075-1
https://doi.org/10.1136/bmjopen-2016-011038
https://doi.org/10.1186/s12889-017-4488-0
https://doi.org/10.1186/s12889-017-4488-0

www.nature.com/scientificreports/

Acknowledgements

We are extremely grateful to Dr Liu Yagiong (the Centers for Disease Control and Prevention of Sichuan province,
China) for inspiring discussions and invaluable advice. We want to appreciate the National Key R&D Program
of China (2017YFC0907300) for supporting. Specifically, Tao Zhang’s work is supported by the National Natural
Science Foundation of China (NSFC) (Grant No. 81602935), Fei Yin's work is supported by NSFC (Grant No.
81872713), and Yue Ma’s work is supported by NSFC (Grant No. 81803332).

Author Contributions

Tao Zhang and Fei Yin conceived of the project concept; Tao Zhang, Yue Ma, Xiong Xiao and Xingyu Zhang
performed the data analysis, model development and interpretation. Tao Zhang, Yun Lin and Xiaosong Li drafted
the manuscript. All the authors have read and approved the final manuscript.

Additional Information
Competing Interests: The authors declare no competing interests.

Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International

T | icense, which permits use, sharing, adaptation, distribution and reproduction in any medium or
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2019

SCIENTIFICREPORTS|  (2079)9:10376 | https://doi.org/10.1038/s41598-019-46737-0 12


https://doi.org/10.1038/s41598-019-46737-0
http://creativecommons.org/licenses/by/4.0/

	Dynamic Bayesian network in infectious diseases surveillance: a simulation study

	Small Sample Size. 
	Delayed Effect. 
	The Method

	Dynamic bayesian network. 
	Other approaches for model comparison. 
	Granger causality test. 
	The least absolute shrinkage and selection operator (LASSO) method. 


	Simulation 1: the Performance Evaluation of DBN

	Simulation design. 
	Structure construction. 
	Scenario setting. 
	Parameter determination. 
	Data generation. 

	Performance measures. 
	Results interpretation. 
	Model comparison. 
	Sample size issue. 


	Simulation 2: How could the DBN Improve the Forecasting of Infectious Diseases in Practice?

	Simulation design. 
	Performance measures. 
	Results interpretation. 

	Discussion

	Ethical approval. 

	Acknowledgements

	Figure 1 (a) The simulation structure of Simulation 1 in the absence of nuisance variables (b) the simulation structure of Simulation 1 in the presence of nuisance variables.
	Figure 2 The time plots of the real and simulated data sets.
	Figure 3 The results of dynamic Bayesian network (DBN), Granger causality test and LASSO method applied on each scenario, where the solid lines represented the true positive rate (TPR), and dashed lines represented the false positive rate (FPR).
	Figure 4 The curve of sample size and TPR (%).
	Figure 5 (a) The estimated DBN, where the solid lines represented the true positive rate (TPR), and dashed lines represented the false positive rate (FPR) (b) the time plots of the real values of HFMD time series (triangles) and results of the modelling s
	Table 1 The settings of the simulation scenarios.
	Table 2 The comparison between the real and simulated data.
	Table 3 The comparison of the two strategies*.




