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A B S T R A C T   

The disease known as COVID-19 has turned into a pandemic and spread all over the world. The fourth industrial 
revolution known as Industry 4.0 includes digitization, the Internet of Things, and artificial intelligence. Industry 
4.0 has the potential to fulfil customized requirements during the COVID-19 emergency crises. The development 
of a prediction framework can help health authorities to react appropriately and rapidly. Clinical imaging like X- 
rays and computed tomography (CT) can play a significant part in the early diagnosis of COVID-19 patients that 
will help with appropriate treatment. The X-ray images could help in developing an automated system for the 
rapid identification of COVID-19 patients. This study makes use of a deep convolutional neural network (CNN) to 
extract significant features and discriminate X-ray images of infected patients from non-infected ones. Multiple 
image processing techniques are used to extract a region of interest (ROI) from the entire X-ray image. The 
ImageDataGenerator class is used to overcome the small dataset size and generate ten thousand augmented 
images. The performance of the proposed approach has been compared with state-of-the-art VGG16, AlexNet, 
and InceptionV3 models. Results demonstrate that the proposed CNN model outperforms other baseline models 
with high accuracy values: 97.68% for two classes, 89.85% for three classes, and 84.76% for four classes. This 
system allows COVID-19 patients to be processed by an automated screening system with minimal human 
contact.   

1. Introduction 

Recent advances in the development of human-machine systems 
improve interaction in disease diagnosis. Radiology plays a significant 
role in the healthcare system and has great potential for improvement in 
the future development of human-machine systems. During this 
pandemic condition, radiographs, scans, and robotics for disease diag
nosis were used to build novel approaches to medical examination and 
will be an important asset for future performance improvement. This 
paper provides a systematic approach for the design of an automated 
disease diagnosis system. 

In October 2019, a new coronavirus originated from Wuhan in China 
and started spreading to other cities and rural areas of the Hubei prov
ince [1]. At first, the COVID-19 disease has affected China, but it quickly 
spread to the rest of the world via person-to-person contagion. The WHO 
named this virus Severe Acute Respiratory Syndrome Coronavirus 2 
(SARS-CoV-2), while the disease was named CoronaVIrus Disease 2019 
(COVID-19) [2]. 

Several countries started evacuating their citizens from China and 
quarantining them for 14 days. Modelling studies have shown that in 
this phase COVID-19 patients doubled in 1.8-days [3]. The lockdowns 
seriously affected the economic situation of countries. 
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The global pandemic caused by COVID-19 has affected the health
care system and hospital facilities. Several advanced technologies can 
help in dealing with this viral disease. The fourth industrial revolution, 
known as Industry 4.0, includes various advanced information tech
nologies, the Internet of Things (IoT), artificial intelligence (AI), cloud 
computing, and biosensors that help to enhance automation. These 
technologies provide wireless connectivity and facilitate health care 
equipment in disease detection, surveillance, and after-care. Smart 
systems based on AI and other digital technologies deliver required 
medical items to patients in a shorter time. Digital design and 
manufacturing techniques are helping in the development of medical 
equipment [4]. 

People of all ages are susceptible to COVID-19. Symptoms vary from 
mild to severe illness in different patients. These symptoms may appear 
2–14 days after exposure to the virus. The mild symptoms of covid-19 
are cough, congestion or runny nose, fever or chills, body aches, loss 
of smell or taste, sore throat, and diarrhoea. The main pathway for 
contagion is the cloud of droplets produced by sneezing and coughing 
[5]. The reverse Transcription- Polymerase Chain Reaction (RT-PCR) 
test has been widely used all around the world for the diagnosis of 

COVID-19. BSL-3 laboratories use nasal or throat swab samples from 
patients to diagnose the disease. However, it is a time-consuming pro
cess. RT-PCR tests are quite sensitive for the early diagnosis of 
COVID-19. It is noted that radiography images such as Computed To
mography (CT) are more reliable than the RT-PCR test [6–8]. 

The American College of Radiology suggested the use of chest X-rays 
and CT scans for suspected COVID-19 infected patients [9]. Some PCR 
tests resulted negative even though the disease was diagnosed by 
examining X-rays of the patients [10,11]. 

The estimation of the performance of an automated system depends 
upon the measurements in a human-machine system. Several variables 
play a significant role in predicting and improving the system. Multiple 
approaches are utilized to get accurate results in detecting and pre
dicting COVID-19 infected patients. Researchers use radiological fea
tures to predict COVID-19 infection in patients [12–14]. Patients 
infected with COVID-19 show bilateral patchy shadowing, GGO lesions, 
and local patchy shadowing. Chest łX-ray shows patchy shadowing, 
interstitial anomalies, septal thickening, and crazy-paving pattern in 
COVID-19 patients [15]. Although the imaging findings from COVID-19 
patients are non-conclusive, 17.9% of non-severe and 2.9% of severe 

Fig. 1. The architecture of the Proposed framework.  
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cases did not have any X-ray abnormality [16]. However, X-ray images 
of COVID-19 patients provide some useful information for early 
detection. 

COVID-19 pandemic is widely spreading over the entire world and 
has established significant community fear. Fostering an automatic 
prediction system can help in preparing officials to respond properly and 
quickly. Medical imaging like X-rays can play an important role in the 
early prediction of COVID-19 patients, which will help timely treatment. 
Industry 4.0 techniques such as AI, cloud computing, and digital tech
nologies play a significant role in automating the identification of 
COVID-19. The proposed framework is presented in Fig. 1. It is divided 
into three layers. The first layer is the perception layer, which collects 
COVID X-ray data. The second layer is the transport layer, where patient 
data is uploaded to the cloud for further analysis and research tasks. The 
last layer is the application layer, where doctors provide treatment via 
telemedicine. Doctors can remain updated about the current pandemic 
situation by visualizing patients’ reports. Table 1 presents Industry 4.0 
applications at each layer level. In this paper, an improved convolu
tional neural network (CNN) model has been proposed for the detection 
of COVID-19 disease. In a pre-processing phase, multiple convolutional 
filters have been applied to extract the region of interest (ROI) from the 
images. Max-pooling, Global Max-pooling, and dense layers have been 
used as supportive layers. In order to check the stability of the proposed 
model, extensive experiments have been performed to classify patients 
into two (Normal, COVID), three (Normal, COVID, and Pneumonia), and 
four classes (Normal, COVID, Virus Pneumonia, Bacterial Pneumonia). 
The major contributions of the present study are the following.  

1. A framework consisting of Industry 4.0 techniques (AI, cloud 
computing, and digital technologies) is proposed to control the 
COVID- 19 outbreak.  

2. An improved Convolutional Neural Network-based approach is 
proposed for early detection and classification of patients into two 
(normal, covid-19), three (normal, covid-19, and pneumonia), and 

four classes (normal, covid-19, virus pneumonia, and bacterial 
pneumonia).  

3. Use of multiple image processing techniques for edge detection and 
segmentation of the region of interest, which helps the proposed 
CNN model provide accurate predictions.  

4. The performance of the proposed model is compared with state-of- 
the-art transfer learning models, such as AlexNet and ResNet for 
COVID-19 disease prediction. 

The remaining part of the paper is organized as follows: Section 2 
lays down related research with an explanation of the methodology. 
Section 3 discusses the dataset description, preprocessing steps, and 
details about the proposed technique along with some context about the 
state-of-the-art models that have been used. In Section 4, results and 
discussion are presented. Finally, in section 5, the paper ends with a 
summary of the outcome of our research and future direction. 

2. Related work 

Image processing and artificial intelligence play an important role in 
the betterment of humans. Various Artificial Intelligence and image 
processing techniques are extensively being used in precision health. 
Recently, many studies have been carried out on the COVID-19 
pandemic disease. Some image detection techniques and decision- 
making techniques related to the COVID-19 radiography examination 
are described in this section. 

Industry 4.0 technologies have the capacity to provide better digital 
solutions for fighting against COVID-19 crises [25]. These digital tech
nologies are providing telemedicine and remote health monitoring ser
vices [26]. AI is an emerging health technology of industry 4.0 that has 
been helping in predicting the chances of disease occurring and chances 
of recovery during pandemic [27]. 

The study by Hamdanet al. [28] proposed a COVIDX-NET model. The 
authors performed a comparative analysis of seven deep learning clas
sifiers for the detection of COVID-19. These models are DenseNet 201, 
Inception-V3, Xception, Inception ResNet-V2, ResNet V2, VGG19, and 
MobileNet V2. The dataset they used in their study is binary in nature. 
Out of the total of 50 X-ray images, 25 images are of healthy subjects and 
25 are of COVID-19 patients. Experiments on the X-ray images showed 
that the highest accuracy (90%) was achieved with the DenseNet 201 
and VGG19. However, there are some limitations in their study because 
of the small-sized dataset. 

Apostolopoulos et al. [29] also worked on X-ray images for detection 
of covid-19. They have used VGG19. This dataset is obtained from 
open-source repositories. Four datasets from different data repositories 
have been used. The total number of X-Ray images used in their study 
was 1427. Of these images, 224 were covid-19 patients, 700 were 
pneumonia patients, and 504 were ‘baseline’ images, linked to no illness 
in particular. Experiments were performed on binary and multiclass 
categories. They achieved a maximum accuracy of 98.75% for the binary 
class and 93.48% for the multiclass. VGG19 outperformed the other 
models in terms of accuracy. 

Ozturk et al. [30] proposed DarkNet deep neural network to di
agnose COVID- 19 from X-ray images. In their research, they used two 
datasets and performed binary and multiclass classification. They pro
posed a 17-layer convolutional network model, the “YOLO” model, and 
a leaky ReLu activation function for object detection. They achieved an 
accuracy of 98.08% for the binary class and 82.02% for the multiclass. 
DarkNet gave better classification performance as compared to other 
models. They achieved reasonable accuracy from the small-sized 
dataset. 

If we look at the effectiveness of the ResNet and DenseNet models, 
they performed extremely well for the diagnosis of COVID-19 from the 
X-ray images. Minaee et al. [31] worked on the Deep-Covid model using 
DenseNet121, squeeze Net, ResNet50, and ResNet18. The dataset used 
in their study consisted of 5000 chest X-rays. They achieved 90% 

Table 1 
Industry 4.0 applications amid COVID-19 pandemic era.  

Layer Industry 4.0 
Technology 

COVID-19 Applications 

Perception Layer Advanced 
Manufacturing [17] 

Wearable Sensors can be applied to 
monitor COVID-19 symptoms like 
temperature and blood oxygen level. 

Additive 
Manufacturing [18] 

3D printing and 3D scanning can help 
in manufacturing critical parts and 
robotic mapping. 

Virtual and 
Augmented reality 
[19] 

Virtual devices help people to work 
together. Instructions can be provided 
in the real environment. 

Transportation 
Layer 

Internet and Cloud 
[20] 

IoT can be used in combination with 
drones for monitoring. Patients can be 
monitored remotely. 

Cybersecurity [21] Companies can improve cyber security 
at each level to ensure security and 
support work from home. 

Big Data Analysis 
[22] 

The data captured include information 
based on real-time as well as patient 
records. Big data can help in 
forecasting the effect of the virus on 
society, collecting real-time data and 
providing this data to management 
and authorities to make a strategic 
plan in crisis. 

Application 
Layer 

Advanced Solutions 
[23] 

Robots can perform repetitive tasks. 
Chatbots can be used to answer public 
questions. 

Simulation [24] AI-enabled platforms allow users to 
simulate real situations for analysis. 
Virtual reality reduces cost and helps 
in communication and collaboration.  

M. Ahmad et al.                                                                                                                                                                                                                                 



Computers in Biology and Medicine 145 (2022) 105418

4

sensitivity and 97.5% specificity for the binary classification. They used 
100 images of the covid-19 category and 5000 images of the non-covid 
category. This made the dataset highly imbalanced. Afsher et al. [32] 
proposed a model God CoVID-CAPS. It is a capsule network that contains 
4 CNN and 3 capsule layers. They have used two datasets in their study. 
The datasets used in their research were extremely imbalanced. They 
achieved the highest accuracy of 95.7%. Narin et al. [33] designed an 
automatic deep learning-based model to detect the COVID-19 from the 
X-ray images. They used three different deep learning architectures. 
They used 50 X-ray images of the covid patients and 50 X-ray images of 
the non-covid patients. They kept the size of the images to 224 × 224. 
They used transfer learning techniques to overcome the limited size of 
the dataset. They used 80% of the data for training and 20% for the 
testing. They used three CNN models: ResNet50, Inception V3, and 
ResNet V2, to detect COVID-19 from the X-ray images. The k-fold 
method was also used for the cross-validation method with the value k 
= 5. They also used transfer learning in their work. The maximum ac
curacy achieved was 98% by ResNet50. 

Farooq et al. [34] distinguished COVID-19 patients from the other 
pneumonia (virus and bacteria) patients. They used a dataset containing 
5941 chest X-rays of 2839 patients. They have divided their dataset into 
four subgroups: covid-19 (48 images), viral (931 images), bacterial (660 
images), and normal (1203 images). ResNet achieved the highest ac
curacy of 96.23% in classification. Zhang et al. [35] proposed the deep 
learning model to detect COVID-19 from healthy people using chest 
X-ray images. Their proposed system consists of three components: (1) 
Backbone network: 18 layers residue CNN that was used to extract 
high-level features from the chest X-ray images. (2) Classification head: 
it generates the classification score Pcls. It takes the extracted features as 
input from the backbone network. (3) Anomaly detection: it generates a 
scalar anomaly score Pano. After calculating the anomaly score and 
classification score, the final decision was made according to the 
threshold T. Their results showed that the sensitivity decreased as long 
as the value of the threshold T reduces. They have achieved the sensi
tivity value of 96% for the 0.5 value of T. 

Khalid EL Asnaoui et al. [36] conducted a comparative study of the 
recent deep learning models for detection of COVID-19 from chest 
X-rays. In their studies, they have used VGG16, VGG19, MobileNet V2, 
Inception V3, Inception- ResNet V2, ResNet 50, and DenseNet 201. They 
used a dataset of 6087 images of chest X-rays, as well as a CT dataset. 
Their result showed that Inception-ResNet-V2 and DenseNet201 gave 
accuracies of 92.18% and 88.09% respectively. Irfan Ullah Khan et al. 
[37] used four deep learning models: VGG16, VGG19, DenseNet121, 
and ResNet 50 to detect the covid-19 from X-ray images. They used three 
different kinds of datasets in their study and found that the VGG16 and 
VGG19 gave better results than the other deep learning models. The 
highest accuracy they have achieved was 99%. 

Shi et al. [38] used a small dataset of X-ray images to classify 
COVID-19 patients. There are a limited number of images to train the 
model. Because of the limited number of images used in their research, it 
is difficult to measure the robustness and accuracy conclusively: results 
are not easily generalized from smaller datasets. They have achieved an 
accuracy of 83.50%. Umer et al. [39] proposed a system called COVINet. 
They have used CNN architectures that can extract the features from the 
chest X-ray images. They performed the experiments on three different 
scenarios with different numbers of classes. They achieved the accuracy 
of 97%, 90%, and 85% in the case of two, three, and four classes 
respectively. 

3. Methods and techniques 

This section presents the methods and techniques for COVID-19 
detection in the design and development of an advanced human- 
machine system. Furthermore, dataset description, preprocessing 
steps, proposed deep learning model, transfer learning models, and 
performance evaluation measures used in the experiments are discussed 

in detail. 

3.1. Dataset description 

In this research, we have used two datasets obtained from different 
data sources. Dataset-1 [40] is collected from Google and contains 79 
images. Images are of bacterial and viral pneumonia. Dataset-2 [41] 
used in this research is available in Kaggle, a well-known open-source 
data repository having different kinds of datasets for research purposes. 
Dataset-2 contains 106 images, 78 of which are of confirmed covid-19 
patients, while 28 are of control subjects. Fig. 2a łshows X-ray images 
of patients having COVID-19 named as COVID positive (+ve) samples 
from the dataset and Fig. 2b shows the X-ray images of healthy person 

Fig. 2. COVID-19 patients’ X-rays.  
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named as COVID negative (-ve) sample from the dataset. 

3.1.1. Data augmentation 
The total number of images obtained from both datasets is small. By 

utilizing the Image Data Generator lab from Keras, the number of images 
was increased to a total of 10,000 images. In order to train a deep 
learning model well, a large number of images is required. The size of 
the training dataset has the greatest impact on the performance of a deep 
learning model in image processing. 

Authors in Ref. [42] investigated data augmentation techniques and 
found Image Data Generator better as compared to the Generative 
Adversarial neural network. We also used the Image Data Generator for 
the creation of more images. Keras facilitates this process: it provides the 
facility of the Image Generator class, which helps to configure image 
augmentation. It features random rotation, shift, shear and flips, whit
ening, dimension recording, etc. Table 2 gives information about the 
name and parameter value ranges used for this research. 

3.2. Image preprocessing 

To increase the efficiency of deep learning models, extensive pre
processing steps have been performed. The main aim of our pre
processing is to remove the noise from the X-ray images. The first step is 
reducing the size of the images. Fig. 2a and b shows images of COVID +
ve and COVID -ve patients respectively. The size has been reduced to 
120 × 120 × 3, as illustrated in Fig. 3a. 

A local operator filter is then used for edge detection. The filter 
matrix is ([0, − 1, 0], [ − 1, 6, − 1], [0, − 1, 0]). An example of edge 
detection can be seen in Fig. 3b. 

In the following step, the images are remapped from RGB into YUV. 
The values for U and V channels have reduced dynamics, but the Y 
component keeps its full resolution. This choice is motivated by lumi
nance information being more significant than color. Reduced dynamics 
for U and V channels allow for a smaller CNN. The process of RGB to 
YUV transformation is exemplified in Fig. 3c. 

In the last step, we convert these YUV images back into RGB with 
histogram normalization to smooth the edges. Images converted back to 
RGB from YUV are shown in Fig. 3d. 

3.3. Proposed CNN model architecture 

Deep learning-based models are becoming dominant as compared to 
traditional machine learning models. Deep neural models are showing 
better values of accuracy and performing well on image data. These 
qualities make deep learning-based models the priority for researchers 
and have gained much attention in recent times. However, efficiently 
integrating deep learning with a human-machine system requires a 
framework. 

CNN is the best tool for computer vision tasks. CNN models consist of 
convolutional, pooling, and fully connected layers. Each layer in the 
CNN model performs different functions. For example, convolutional 
layers use a fixed-size filter or kernel to fetch local features from the 
input image. Every time a new input image is obtained, convolution is 
applied to this obtained image. This convolutional image has the fea

tures that have been extracted from the output of the last layer. Suppose 
I(x, y) is the two-dimensional input image, and f(x, y) is the 2D kernel 
used for the convolution; then, the conversion can be expressed as [43]: 

y(i, j) = (I, f )(x, y) =
∑∞

− ∞

∑∞

− ∞
I(x − u, y − v)f (u, v) (1) 

When applied as a convolution, the pixel values are ignored at the 
edges, or some padding is applied. The result of convolutional the 
convolution process can be converted by using a non-linear activation 
function [44]: 

sigmoid(x) =
1

1 + e− x (2) 

Besides convolutional layers, CNN comprises pooling layers and fully 
connected layers. A pooling layer sums up the convolutional layer. It 
divides convolutional layers into sub-samples, which decreases the size 
of the feature map. The pooling layer in the CNN model is used to 
calculate the maximum or average function of the convolutional layer. 
This layer can act as max pooling or average pooling. 

Pooling spaces the image pixels. There is no specific activation 
function in the pooling layers: they use ReLU (Rectified Linear Unit) 
instead. The average of a pooling convolutional layer can be calculated 
as [45]: 

X[l]
ij =

1
MN

∑M

m

∑N

n
X[l− 1]

iM+m,jN+n (3)  

Where i and j represent the output map position, while M and N express 
the size of the pooling sample. 

A fully connected layer besides the pooling layer and convolutional 
layer improves the classification. In a fully connected layer, there are 
different weights. The weights are linked and require substantial 
computing resources. The architecture of the proposed CNN model is 
presented in Fig. 4. 

The details of the parameters used in the proposed CNN are given in 
Table 3. 

In convolutional layers, ReLU is used as the activation function. 
Average pooling is used after the third convolution. To avoid the 
multifaceted adoption and the overfitting, a dropout layer is utilized. 
This concept was introduced by Hinton et al. [46], who firstly used the 
dropout layer with a fully connected layer. They also utilized the con
volutional layers as used by Park and Kwak [47]. The final fully con
nected layer used the sigmoid function [48]. 

3.4. Transfer learning models 

Some pre-trained models are also used in this research: VGG16, 
Inception v3, and AlexNet. A description follows. 

3.4.1. VGG16 
VGG16 is a deep convolutional neural network and was first intro

duced in 2014. It is a later version of AlexNet with more layers. Due to 
the increase in the number of layers, it results in a more general model 
[49]. The benefit of using VGG16 is that it has 3 × 3 conventional filters. 
There is also a further version, known as VGG19. The main difference 
between VGG16 and VGG19 is the number of layers. We have used the 
VGG16 model for the analysis of COVID-19 X-rays. 

For the training of the deep neural model, the input image size is 224 
× 224 × 3, the number of epochs is 12, and the learning rate is kept fixed 
for all models. ReLU is used as an activation function for feature 
extraction. 

3.4.2. Inception V3 
Inception V3 is based on CNN model and is also used in this research. 

In inception V3, there are 11 stacked inception modules. Each module 
comprises convolutional filters and pooling layers. ReLU is used as the 
activation function. In inception V3, the input consists of 2-dimensional 

Table 2 
Parameters used for ‘ImageDataGenerator’ to 
augment images.  

Parameter Value 

rotation_range 30 
zoom_range 0.15 
width_shift_range 0.2 
height_shift_range 0.2 
shear_range 0.15 
horizontal_flip True 
fill_mode nearest  
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images with 16 sections. In the final concatenation layer, three fully 
connected layers with different sizes are added. The dropout rate is kept 
to 0.6, the batch size is set to 8, and the learning rate is fixed at 0.0001. 
This model is evaluated on the COVID-19 X-rays. 

3.4.3. AlexNet 
In 2012, AlexNet outperformed all the previous models and won the 

ILSVRC (Image Net Large Scale Visual Recognition Competition) [50]. 
The structure of AlexNet is quite similar to the structure of LeNet. 
However, AlexNet is deeper than LeNet and includes more filters within 

Fig. 3. Image preprocessing steps followed in the experiments. (a) Image size is reduced, (b) Kernel is applied for edge detection, (c) RGB image is converted to YUV 
to get Y0, and (d) YUV image is converted back to RGB. 
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the stacked convolutional layer [51]. In AlexNet, more than 60 million 
parameters and 650,000 neurons are used to train image classification. 
Max pooling is attached to ReLU to recall the fully connected layer and 
convolutional layer. It outperforms non-linear ReLU and can yield 
quicker training of the deep CNN then sigmoid or tanh. 

AlexNet can exploit GPUs. It consists of 5 convolutional layers, 2 
normalization layers, 2 fully connected layers, 3 max pooling layers, and 
one softmax layer. Each convolutional layer includes a ReLU function 
and convolutional filters. Pooling layers in AlexNet are used to perform 
max pooling. The second layer is a fully connected layer with 1000 class 
labels fed into a softmax classifier. ReLU nonlinear function is utilized 
after all the fully connected layers and convolution. 

3.5. Performance evaluation measures 

This research used accuracy, precision, recall, F1 score, Area Under 
the Curve (AUC), sensitivity, and specificity as the performance evalu
ation measures. Four terms are the basis for these measures: True Pos
itive (TP), True Negative (TN), False Positive (FP), and False Negative 
(FN). 

True Positive (TP): A patient who has the disease and tests positive. 
True Negativity (TN): A patient who does not have COVID-19 and tests 
negative. False Positive (FP): A patient who does not have COVID-19 
but tests positive. False Negative (FN): A patient who has COVID-19 

but tests negative. 
Based on these terms, we can evaluate Accuracy, Precision, Recall, 

Sensitivity, Specificity, and F-score. 

Sensitivity =
TP

TP + FN
(4) 

100% sensitivity shows that the classifier has correctly classified all 
the positive cases with the disease [52]. A high sensitivity value is 
important in detecting a serious disease. 

Specificity is defined as 

Specificity =
TN

TN + FP
(5) 

We have also used AUC for the evaluation of the model. AUC is the 
area under the ROC curve which is between 0 and 1. Based on the theory 
of the ROC curve, a high value of AUC is good for a binary classification 
model. With AUC less than 0.5, the model tends to equivocate the class. 
The scheme of ROC and AUC is shown graphically. 

Accuracy is a widely used parameter that is used to evaluate classifier 
performance. It is calculated by 

Accuracy =
TP + TN

TP + TN + FP + FN
(6) 

Precision and recall are extensively used parameters for classifier 
performance evaluation. Precision express the predicted positive cases 
which are actually positive. It is calculated as 

Precision =
TP

TP + FP
(7) 

From all the above-mentioned measures, the F1 score is calculated as 
well. It is a statistical measure used in classification. It takes the preci
sion and recall of the model in its calculation and outputs a value be
tween 0 and 1. It is calculated as 

F = 2 ×
Precision × Recall
Precision + Recall

(8)  

Fig. 4. The architecture of the Proposed CNN Model for COVID-19 patient classification.  

Table 3 
Detail of the layers structure used in the proposed CNN model.  

Name Description 

Convolution Filters=(3 × 3, @16), Strides=(1 × 1) 
Convolution Filters=(3 × 3, @128),Strides=(1 × 1) 
Max pooling Pool_size=(2 × 2),Strides=(2 × 2) 
Convolution Filters=(2 × 2, @256),Strides=(1 × 1) 
Average pooling Pool_size=(3 × 3), Strides=(1 × 1) 
Layer Flatten() 
Fully connected Dense (120 neurons) 
Fully connected Dense (60 neurons) 
Fully connected Dense (10 neurons) 
Sigmoid Sigmoid (2-class)  
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4. Result and discussion 

The machine used in these experiments is a 2 GB DellPowerEdge 
T430 for the training. It has a graphical processing unit on 2xIntel Xeon 
8 cores 2.4 GHz machine. It is also equipped with 32 GB DDR4 RAM. The 
training takes about 7 h. 

The proposed CNN model has been tested in three different scenarios 
with different numbers of classes; binary (normal and covid-19), three 
classes (normal, covid-19, and pneumonia), and four classes (covid-19, 
normal, viral pneumonia, and bacterial pneumonia). The proposed 
model has been trained and tested on 10,000 X-ray images including 79 
subjects with viral and bacterial pneumonia. The data splitting ratio 
used for training and testing is 80% and 20% respectively. 12 epochs are 
used in this experiment. Accuracy, precision, recall/sensitivity, F1- 
score, specificity, and AUC have been used as evaluation metrics. 

4.1. Results with two classes 

In the first experiment, we use binary classes: normal and covid-19. 
The results of the proposed CNN model with two classes are shown in 
Table 4. The transfer learning-based classification models used in this 
research are AlexNet, VGG16, and Inception-V3. Results obtained from 
these three deep learning-based classifiers and the proposed model with 
two classes are shown in Table 4. 

For binary classification, the proposed CNN model achieves the 
highest result with 97.68% accuracy, 99.21% precision, 98.74% sensi
tivity, 98.98% F-score, and 99.17% AUC. VGG16 achieves the highest 
specificity with a 96.83% value. The proposed model ranks second with 
a score of 96.22%. 

4.2. Results with three classes 

In the second experiment, we use three classes for training and 
testing the model. These classes are normal, covid-19 and pneumonia. 
The results of the proposed model and three other transfer learning 
models—namely, AlexNet, VGG16, and Inception-V3—are given in 
Table 5. 

It can be observed that the Proposed CNN model and the VGG16 
model achieved quite similar results with 89.85% accuracy, 97.41% 
precision, 95.51% F-score, and 55.41% AUC in classifying X-ray images 

into 3 classes. The highest sensitivity and specificity are achieved by the 
proposed CNN model with 98.32% and 94.60% respectively. The 
highest AUC value is achieved by Inception v3 with 59.16%. AlexNet has 
shown comparable results in terms of accuracy, precision, F-score, and 
specificity with 89.85%, 91.41%, 95.51%, and 92.42% respectively. 

4.3. Results with four classes 

In the third experiment, we used four classes for training and testing. 
These classes are normal, covid-19, bacterial pneumonia, and viral 
pneumonia. The results of the proposed model and three transfer 
learning models—AlexNet, VGG16, and Inception-V3—are presented in 
Table 6. 

It can be noticed that the proposed CNN model outperforms other 
models and achieves the best results with 84.76% Accuracy, 89.29% 
Precision, 98.99% Sensitivity, 93.89% F-score, and 59.48% AUC. 
Inception v3 also achieved remarkable results with 84.44% Accuracy, 
89.22% Precision, 98.99% Sensitivity, 93.10% F-score, 92.29% Speci
ficity and 58.28% AUC. 

4.4. Discussion 

A comparative analysis of the experimental results shows that the 
proposed CNN model successfully detects COVID-19 disease from chest 
X-ray images leveraged by a human-machine system, as shown in Fig. 5. 
Different evaluation measures such as Accuracy, Precision, Recall, 
Sensitivity, specificity, F-score, and AUC measure the efficiency of the 
model. 

Fig. 5 shows that the accuracy value with two classes is highest 
which is 97.68%. It decreases to 89.85% for three classes and to 84.76% 
for four classes. We added more X-ray images in multiclass scenarios, 
which reduces the accuracy. We also tested three transfer learning 
models on our dataset; that is, VGG-16, AlexNet, and Inceptionv3. The 
proposed model can isolate COVID-19 disease infection with high ac
curacy as compared to the transfer learning model. Image preprocessing 
steps applied on the X-ray images help the training of the proposed 
model in achieving robust results. Other indicators such as Sensitivity, 
Precision, F-score, and AUC are equally good for the proposed model. 
Results of three and four-class classification are also reasonable, 
considering that COVID-19 infected X-ray images and Viral Pneumonia 

Table 4 
Result Comparison of Proposed CNN with Transfer learning models with 2 classes.  

Model Accuracy Precision Sensitivity F-score Specificity AUC 

VGG16 97.21% 98.64% 96.47% 97.03% 96.83% 98.90% 
AlexNet 67.76% 69.25% 90.43% 81.83% 54.80% 68.47% 
InceptionV3 96.42% 97.88% 97.14% 97.33% 94.19% 96.23% 
Proposed CNN 97.68% 99.21% 98.74% 98.98% 96.22% 99.17%  

Table 5 
Result Comparison of Proposed CNN with Transfer learning models with 3 classes.  

Model Accuracy Precision Sensitivity F-score Specificity AUC 

VGG16 89.85% 91.41% 97.87% 95.51% 92.42% 55.41% 
AlexNet 89.85% 91.41% 94.53% 95.51% 92.42% 57.37% 
InceptionV3 84.20% 91.32% 96.24% 94.18% 90.79% 59.16% 
Proposed CNN 89.85% 91.41% 98.32% 95.51% 94.60% 55.41%  

Table 6 
Result Comparison of Proposed CNN with Transfer learning models with 4 classes.  

Model Accuracy Precision Sensitivity F-score Specificity AUC 

VGG16 82.88% 89.12% 97.42% 92.40% 90.11% 57.28% 
AlexNet 83.71% 89.12% 96.45% 92.40% 91.77% 57.18% 
InceptionV3 84.44% 89.22% 98.99% 93.10% 92.29% 58.28% 
Proposed CNN 84.76% 89.29% 98.99% 93.89% 92.19% 59.48%  
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infected X-ray images are quite similar. However, the ribs covering the 
chest area and color contrast make the classification task more chal
lenging [53]. 

The sensitivity of the proposed model for 2 class, 3 class, and 4 class 
is higher than 98%. Precision, Sensitivity, Specificity, and F-score in the 
3 class scenario is higher than 91%. This shows that the proposed model 
performed well in terms of most of these performance measures. Our 
improved CNN model brings out bio-markers from X-ray images during 
the training phase. Accuracy is worse for 4 class scenarios, because of the 
similarity between viral and bacterial pneumonia and in COVID-19 X- 
ray images. However, accuracy is greater than the accuracy achieved by 
Ref. [54], which was 83% with 4 classes. 

On the other hand, if we look at the AUC values of all the classifiers, 
we notice that the AUC value of the proposed CNN is higher than 
VGG16, AlexNet and Inception-V3 in the 2 class case. For the 3 class 
scenario, it is the same as VGG16, but lower than AlexNet. For the 4 
class, the AUC value of the proposed model shows better performance 
than AlexNet, VGG16, and Inception-V3. If we compare the performance 
of the proposed model with the three transfer learning models used in 
the experiments, it is clear that the proposed approach outperforms the 
other three models in all scenarios: 2 class, 3 class, and 4 class. 

4.4.1. Time complexity 
By considering the results of all three experiments, it can be noticed 

that the accuracy achieved by VGG16 is slightly higher than the pro
posed model. However, the training time required by the model and the 
complex architecture of VGG16 is an important factor to consider. The 
training time required by our proposed model is 1.5 h and the training 
time for the deep learning models used in this research is 3.25 h for 
VGG16, 2.5 h for AlexNet, and 2 h for Inception V3. 

Keeping the above discussion in mind, it can be said that the time 
required for the training of our proposed model is comparable to 
VGG16. The difference in training time between VGG16 and the pro
posed system is about 1.75 h. This is huge, so the proposed approach 
outperforms the VGG16, AlexNet, and Inception-V3 in terms of training 
time and architecture. This gives an advantage to the proposed system in 
discriminating between healthy people, patients with the COVID-19, 
and patients with bacterial and viral pneumonia with the help of X-rays. 

Fig. 5. Result comparison of the Proposed Model with Transfer Learning Models.  

Table 7 
Summary of Deep learning models from the literature used for COVID-19 clas
sification on similar dataset.  

Selected Work Model Number of 
Images 

Data 
source 

Application 

Ozturk et al. 
[56] 

DarkNet 1125, 11.1% 
SARS-CoV-2, 
44.4% 
Pneumonia, 
44.4% No 
finding 

[55, 
57] 

Binary 
Classification 
(SARS-CoV-2, No 
finding) and 
Multiclass 
Classification 
(SARS-CoV-2, No 
finding, 
Pneumonia 

Abbas et al. [58] CNN 1764 [55] Detection of 
SARS-CoV-2 
infection 

Das et al. [59] Xception 1125, 11.1% 
SARS-CoV-2, 
44.4% 
Pneumonia, 
44.4% No 
finding 

[55, 
57]] 

Automatic 
detection of 
COVID-19 
infection 

Wang et al. [54] DNN 13800, 2.56% 
COVID-19, 
58% 
Pneumonia, 
40% healthy % 

[55, 
60,61, 
62,63] 

Classification of 
the lung into 
three categories: 
No infection, 
SARS-CoV-2- 
Viral/bacterial 
infection 

Panwar et al. 
[64] 

nCOVnet 337, 192 
COVID Positive 

[55] Detection of 
SARS-CoV-2 
infection 

Apostolopoulos 
et al. [65] 

VGG-19 224 Covid-19, 
504 healthy 
instances, 400 
bacteria and 
314 viral 

[55, 
66] 

Automatic 
detection of 
COVID-19 disease 

Marques et al. 
[67] 

EfficientNet 404 Normal, 
Pneumonia 
and COVID-19 

[55] Binary 
classification 
(COVID-19, 
normal patients) 
and multi-class 
(COVID-19, 
pneumonia, 
normal patients)  
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4.5. Comparison of proposed model with other models from the literature 

We have compared the literature contributions to the classification of 
COVID-19 using chest X-rays with our proposed approach. Table 7 
presents the summary of deep learning models from the literature along 
with the dataset, its description, and applications. For a fair comparison, 
we have performed an experiment using the proposed model on a 
commonly used dataset [55] and compared results with other deep 
learning models from the literature. An examination of Table 8 shows 
that the results acquired by the proposed approach compete with the 
state-of-the-art deep learning models from the literature. The proposed 
CNN model shows superiority in performance in terms of many evalu
ation measures. Despite the fact that transfer learning models are com
plex, the proposed approach with its simplicity has shown comparable 
results with high accuracy. 

The proposed improved CNN model has shown its superiority thanks 
to low computational cost and conceptual simplicity. It can efficiently 
detect COVID-19 infected patients from X-ray images with 99.21% 
Precision, 98.74% Sensitivity, and 99.17% AUC, which indicates that 
the model can discriminate between the 2 classes (normal and covid-19) 
effectively. Moreover, accuracy results in binary classification, as well as 
multi-class (3 classes and 4 classes) classification, indicate that the 
proposed model is competent enough to detect COVID-19 from chest X- 
ray images. 

5. Conclusion 

Industry 4.0 provides automatic solutions in healthcare management 
systems. Digital technologies provide innovative techniques from dis
ease detection to treatment and care with human-machine systems. 
Smart technologies can be used to speed up the overall process of health 
care management systems. This research work presents an effective deep 
CNN model for the identification of COVID-19 patients. Deep learning 
models require a large amount of data for better training and produce 
promising and stable results. In this research work, image augmentation 
techniques have been adopted to handle the problem of data scarcity. 
Multiple images are generated by rotation. ROI has been extracted by 
applying extensive image processing steps on X-ray images. To prove the 
generalizability of the proposed model, testing has been done on two 
(normal, covid-19), three (normal, covid-19, and pneumonia), and four 
classes (normal, covid-19, virus pneumonia, and bacterial pneumonia). 

The suggested model has been extensively evaluated using accuracy, 
precision, sensitivity, specificity, F1-score, and AUC as evaluation pa
rameters. The proposed model achieves 97.68% accuracy for two clas
ses, 89.85% accuracy for three classes, and 84.76% accuracy for four 
classes; it also produces robust outcomes in other evaluation metrics. 
The performance of the proposed model is compared with 3 baseline 
transfer-learning models: VGG16, AlexNet, and Inception V3. The pro
posed model outperforms all other comparable models when tested on 
binary and multi-class classification problems. Another good side of the 
proposed model is that its computational complexity is much lower than 
transfer-learning models. Millions of hyper-parameters and more layers 
are needed when training transfer learning models. On the contrary, the 
proposed model is simple and less complex, but it produces reliable 
results on X-ray images. The medical industry can grow fast with the 

help of digital technologies, adopting smart healthcare systems, and 
increasing the interaction of humans with the latest technologies in a 
human-machine system. The future direction of this work is the use of 
other image segmentation techniques like Otsu segmentation or 
threshold-based segmentation for accurate extraction of the region of 
interest from the input image. This may significantly improve the results 
to the point of recognizing different stages of COVID-19. 
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