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A semantic web technology index
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Semantic web (SW) technology has been widely applied to many domains such as medicine, health 
care, finance, geology. At present, researchers mainly rely on their experience and preferences 
to develop and evaluate the work of SW technology. Although the general architecture (e.g., Tim 
Berners-Lee’s Semantic Web Layer Cake) of SW technology was proposed many years ago and 
has been well-known, it still lacks a concrete guideline for standardizing the development of SW 
technology. In this paper, we propose an SW technology index to standardize the development for 
ensuring that the work of SW technology is designed well and to quantitatively evaluate the quality 
of the work in SW technology. This index consists of 10 criteria that quantify the quality as a score of 
0−10 . We address each criterion in detail for a clear explanation from three aspects: (1) what is the 
criterion? (2) why do we consider this criterion and (3) how do the current studies meet this criterion? 
Finally, we present the validation of this index by providing some examples of how to apply the index 
to the validation cases. We conclude that the index is a useful standard to guide and evaluate the work 
in SW technology.

The semantic web (SW) technology has been widely applied to many domains such as Medicine, Healthcare, 
Finance, and Geology1,2. Knowledge graph is a popular SW technology. In 2012, Google first promoted a seman-
tic metadata organizational model described as a “knowledge graph” to improve query result relevancy and its 
overall search experience. Since the development of the semantic web, knowledge graphs are often associated with 
linked open data projects, focusing on the connections between concepts and entities. In recent years, knowledge 
graphs have grown increasingly prominent in commercial and research applications. The SW technology such 
as knowledge graphs has become an important method in artificial intelligence.

SW technology is an encoding process whereby meaning is stored separately from data and content, which 
simulates how people understand language and process information. This enables a computer system to have a 
human-like understanding and reasoning. With Semantic Web technologies, adding, changing and implement-
ing new relationships or interconnecting programs in a different way can be as simple as changing the external 
model that these programs share. By approaching the automatic understanding of meanings, SW technology 
overcomes the limits of other technologies such as the uninterpretable of deep neural networks and their reli-
ance on big training data.

Although the general architecture (e.g., Tim Berners-Lee’s Semantic Web Layer Cake) of SW technology was 
proposed many years ago and has been well-known, it still lacks a concrete criterion for standardizing the work of 
SW technology. Currently, the design of SW technology mainly relies on researchers’ experience and preferences3. 
In such a situation, the problems are (1) the work from different researchers are hard to be normalized and be 
applied by other users and (2) the same work could meet significantly different judgments from different research-
ers, i.e., inconsistent assessment. To mitigate the chaotic and non-standardized development, a comprehensive 
standard is useful and essential to guide and evaluate the design of the work in SW technology. Although there 
are many studies that focus on the evaluation methods, in our knowledge there are no general criteria that 
standardize the work in SW technology. In this paper, we therefore propose an SW technology index that is 
extracted and refined from the prevalent criteria in the existing works of SW technology4,5. The index consists 
of ten criteria with four branches of data, evaluation, knowledge processing, and accessibility, as shown in Fig. 1.

With these criteria in this index, users can design the work of SW technology by following the guideline of 
these ten criteria and quantify the quality as a score of 0−10 . We suggest that researchers should standardize the 
design of the work in SW technology by following all ten criteria in the development. For the evaluation of the 
existing studies, these studies with medium and good level scores can be considered as references for compara-
bility and reproducibility. These criteria are considered from user-oriented perspectives in terms of science and 
technology. Finally, we apply this index to evaluate the popular work and analysis the scores of these works. In 
summary, in this paper we propose an SW technology index guide and evaluate the work in SW technology for 
designing well with generality, i.e., by following these ten criteria. This index with these ten criteria significantly 

OPEN

1Department of Computer Science and Engineering, Southern University of Science and Technology, 
Shenzhen 518055, China. 2Department of Computer Science, VU University Amsterdam, 1081 HV Amsterdam, The 
Netherlands. *email: t.liu@vu.nl

http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-022-07615-4&domain=pdf


2

Vol:.(1234567890)

Scientific Reports |         (2022) 12:3672  | https://doi.org/10.1038/s41598-022-07615-4

www.nature.com/scientificreports/

contributes to the normalization of SW technology, which is suitable as introductory material for beginners to 
the semantic web, as well as supplementary material for advanced users.

Related work
There are a lot of studies in SW technology over the last decades. Many approaches are proposed to design the 
work of SW technology with a series of criteria from software engineering6. Although many studies investigate 
how to assess these works, they focus on the evaluation of SW technology. By contrast, it is more meaningful 
how to guide the work in SW technology to be designed well with a good generality. However, there is a lack 
of methods, metrics, and tools for improving the development of ensuring that the work of SW technology are 
designed well. This lack of consistent standards is an obstacle to improve the quality of SW technology develop-
ment and maintenance7.

There are many articles that presented the survey of evaluation methods in SW technology. On the Semantic 
Web, ontology is a key technology that can describe concepts, relationships between entities, and categories 
of things. Brank et al.8 reviewed the state-of-the-art SW technology evaluations that assess a given ontology 
from the point of view of a particular criterion of application, typically in order to determine which of several 
ontologies would be suitable for a specific purpose. These papers9,10 presented the surveys on the current evalu-
ation approaches and proposed their evaluation methods for the work of SW technology. Yu et al.11 presented a 
remarkable study in SW technology for evaluation including current methodologies, criteria and measures, and 
specifically seek to evaluate ontologies based on categories found in Wikipedia. Similarly, Hlomani and Stacey12 
analyzed the state-of-the-art approaches to ontology evaluation, the metrics and measures. Verma13 presented 
a comprehensive analysis of the approaches, perspectives or dimensions, metrics and other related aspects of 
ontology evaluation. These articles focus on the evaluation methods for the work of SW (ontology) technology.

Specifically, there are many approaches that were proposed to evaluate the work of SW technology. Dellschaft 
and Staab14 presented a taxonomic measure framework for gold standard based evaluation of ontologies, which 
overcomes the problems that the evaluation of concept hierarchies fail to meet basic criteria. Brank et al.15 pro-
posed an ontology evaluation approach based on comparing an ontology to a gold standard ontology, assuming 
that both ontologies are constructed over the same set of instances. Aruna et al.16 proposed an evaluation frame-
work for properties of ontologies and technologies for developing and deploying ontologies. A famous online 
tool, Oops! (ontology pitfall scanner!) was proposed for ontology evaluation in17. Raad and Cruz18 addressed 
how to find an efficient ontology evaluation method based on the existing ontology evaluation techniques, and 
presented their advantages and drawbacks. Similarly, Gao et al.19 proposed an efficient sampling and evaluation 
framework, which aims to provide quality accuracy evaluation with strong statistical guarantee while minimiz-
ing human efforts. Without exception, these studies focus on the evaluation of the work in SW technology. By 
contrast, we consider the criteria to guide the work of SW technology for designed well with a good generality.

Finally, there are some studies that provided guidelines with criteria in SW technology. However, these guide-
lines still focus on the evaluation methods in SW technology. Gangemi et al.20 present a guideline by following 
several questions for ontology evaluation. In6, a framework is proposed to guide the choice of suitable criteria 
for various ontology evaluation levels and evaluation methods. Bandeira et al.21 provided a guideline with three 
main steps: ontology type verification, questions verification and quality verification for ontology evaluation. 
Sabou and Fernandez22 provided methodological guidelines for evaluating stand-alone ontologies as well as 
ontology networks. Although these studies provide guidelines, these guidelines focus on how to evaluate the 
work of SW technology rather than guide how to design the work of SW technology well. However, compared 
with evaluation, it is more meaningful how to guide the work with criteria in SW technology to be designed 
well with a good generality.

Methodology (ten criteria)
We empirically propose the SW technology index with ten criteria that are extracted and refined from the 
existing works of SW technology4,5. Although the index with the ten criteria may not be fully comprehensive, 
in our knowledge they are solid and complete to guide and evaluate the work of SW technology. In this section, 
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Figure 1.   Ten criteria in this Semantic Web technology index.
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we address the SW technology index with ten criteria in detail. Generally speaking, we can explain an issue by 
answering the three basic questions of what, why, how. Therefore, we describe the details of each criterion for a 
clear explanation in terms of the main three aspects: 

1.	 What is the criterion?
2.	 Why do we consider the criterion?
3.	 How do the current studies meet the criterion?

In particular, the existing studies focus on how to evaluate the work in SW technology that is presented in the 
fourth criterion, evaluation with benchmarks/baselines in our SW technology index. We generalize the ten 
criteria of this index from the four branches of Data, Evaluation, Knowledge Processing, and Accessibility, as 
listed in Fig. 1.

Data.  Standard models for web‑base data/knowledge representation.  The goal of SW technology is to help 
machines understand data. According to the deployment scheme of Five-Star Linked Open Data (https://​www.​
w3.​org/​2011/​gld/​wiki/5_​Star_​Linked_​Data) that is proposed by Tim Berners-Lee, it is essential to create web-
base data/knowledge representation by using open standards. To encode Semantic Web with the data, the well-
known standard models of Resource Description Framework (RDF) and Web Ontology Language (OWL) are 
widely applied.

RDF is a popular standard model for structuring web-based data/knowledge. It has been used as a general 
method for conceptual description or modelling of information by using a variety of syntax notations and data 
serialization formats, particularly used in web-based knowledge management. The RDF model manages data by 
making statements about resources in expressions of three parts: a subject, a predicate, and an object referred to 
as “triple”, as shown in Table 1 and Fig. 2. Another popular standard model is OWL, which is a family of web-
based knowledge representation languages designed to represent rich and complex web-based knowledge about 
things, groups of things, and relations between things. In addition to these two well-known standard models, 
there are other models for structuring data such as Schema (https://​schema.​org/) that is founded by Google, 
Microsoft, and Yahoo.

These standard models allow structured and semi-structured data to be mixed, exposed, and shared across 
different applications. These technologies formally represent the meaning involved in information. For example, 
ontology can describe concepts, relationships between things, and categories of things. These semantics with 
the data offer significant advantages such as reasoning over data and dealing with heterogeneous data sources. 
These studies can therefore be used by other users easily without the big gap.

Using standard models to manage data has become a consensus for the work in SW technology. There are 
many famous open databases that provide RDF or OWL structured data. For example, Linked Open Data 
(LOD), MeSH, and Wikidata provide RDF structured data. The RDF and OWL structured data are available in 
the DBpedia database. However, most current databases are stored and updated without semantics, i.e., legacy 
non-RDF databases (e.g., relational databases). For such cases, some approaches have been applied to integrate 
legacy non-RDF relational databases as virtual RDF graphs, e.g., the well-known Virtuoso23 or D2R24 (http://​
d2rq.​org/) platform. Finally, Cryptography is important to ensure and verify that Semantic Web statements 
are coming from trusted sources. In semantic web technology, Cryptography can be generally achieved by the 
appropriate digital signature of RDF statements.

Enhancement with external data/knowledge resources.  There are a lot of overlapping databases that have been 
reinvented. We all know that does not reinvent the wheel. In the second criterion of this index, we therefore 
suggest that researchers do not spend time to create the data that we can obtain from available databases. As 

Table 1.   A example of triple statements (RDF).

Subject Predicate Object

Tim Birthplace London

Tim Birthdate 1955-06-08

Tim
https://www.w3.org/P
eople/Berners-Lee//

London
http://dbpedia.org/res

ource/London

1955-06-08

birthDatehttps://schema.org/birthDate

birthPlac
e

https://sc
hema.org/birt

hPlace

Figure 2.   The visualization of the RDF in Table 1.

https://www.w3.org/2011/gld/wiki/5_Star_Linked_Data
https://www.w3.org/2011/gld/wiki/5_Star_Linked_Data
https://schema.org/
http://d2rq.org/
http://d2rq.org/
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proposed in the well-known deployment scheme of Five-Star Linked Open Data by Tim Berners-Lee, it is an 
important criterion that data should be linked to other Linked Open Data. Therefore, we believe that relevance 
to existing external databases is an important criterion for the work in SW technologies.

Technically speaking, the correlation of entities in a database with their counterparts in external databases 
is the key to SW technologies. In recent years, the volume of Semantic Web data has shown a significant growth 
trend. Currently existing Semantic Web databases include not only general Semantic Web-based datasets, such 
as DBpedia25,26 and YAGO27, but also domain-specific knowledge bases, such as MusicBrainz and DrugBank. 
In SW technologies, the association between Semantic Web and existing popular databases is indispensable.

Semantic Web data aims to describe various entities or concepts. These entities and concepts are generally 
structured in databases with unique identifiers. Thus, the attributes of entities can be enriched by associating 
the counterparts of entities contained in external data sources. The connection to external databases makes 
entities consistent and extends the database, which provides an efficient way to enrich the data/knowledge of 
the Semantic Web.

Currently, popular databases have generally established connections to external databases. For example, 
DBpedia25,26 and Wikidata28 are the well-known large linked open data sets that link entities to their counterparts 
in external databases. Wikidata in the linked open data is illustrated in Fig. 3. Many researchers associate their 
data with popular databases when building knowledge graphs. For example, in29, the authors enriched their 
knowledge base by linking to databases UMLS, MeSH, and SNOMED CT. The authors save time for construct-
ing the taxonomy of gut microbiota, since these databases contain taxonomic information on microorganisms. 
Therefore, the association with external databases benefits to save time and improve efficiency. In summary, it 
is necessary to establish links to external databases.

Real‑time data integration.  Data integration is a process dealing with automatic detection, association, cor-
relation, estimation and combination of data from single/multiple sources to produce more consistent, accurate, 
and useful information than that provided by any individual data source30. Data integration for Semantic Web 

Figure 3.   Illustration of Wikidata in the Linked Open Data Cloud28. Databases indicated as circles (with 
wikidata indicated as ‘WD’), with grey lines linking databases in the network if their data is aligned.
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is concerned with the process of building/updating a database. Real-time data integration for Semantic Web 
requires high-speed processing during the operation of building/updating.

Although real-time data integration is not requested in the well-known deployment scheme of Five-Star 
Linked Open Data, it plays a crucial role in updating databases for real applications with real-world data. For the 
Semantic Web designed by the real-world data, real-time data integration allows Semantic Web to respond to the 
change of real-world data. For instance, DBpedia is a huge database based on Wikipedia data26 that is edited over 
a hundred times per minute. However, DBpedia is usually updated once per month. DBpedia therefore can be 
used in real-time by users. In current studies, there is a lack of Semantic Web that supports real-time data integra-
tion. There are only a few studies that implemented real-time data integration in the building/updating database. 
For example, LOD Laundromat is an open-source toolkit for crawling and cleaning Linked Open Data31.

Evaluation.  Evaluation with benchmarks/baselines.  Evaluation with benchmarks (baselines) is a widely 
used method in scientific research. A research design usually involves qualitative and/or quantitative methods32. 
Evaluation is vital to describe, compare and evaluate a research design from different aspects. Popular evaluation 
methods are usually considered for test cases on well-known databases to obtain convincing results. In general, 
an evaluation should use multiple cases to compare and elucidate a research design from various aspects, thus to 
observe whether it meets the requirements and functions correctly.

In scientific research, evaluations in different cases are generally used to reveal errors or defects of used meth-
ods. It is a method to observe if the study evaluated by the cases meets the expected criteria. The results from 
different cases must meet the criteria for establishing trustworthiness in qualitative or quantitative evaluations. 
According to the evaluation with benchmarks, the studies in SW technology from different authors therefore 
are comparable. That is crucial for scientific evaluation and academic exchange. In SW technology, most studies 
are conducted by evaluations with benchmarks, as the statistical results (fourth criterion) are shown in Table 2. 
All of the work except33 present evaluations with benchmarks. Currently, evaluations with benchmarks in SW 
technology has become a well-known consensus.

Query
(SPARQL)

Semantic
reasoner

Knowledge
base

Inference
rules

Results

Proof

Figure 4.   Illustration of Semantic reasoning process and the various components.

Table 2.   The validation of ten criteria in the Semantic Web technology index. All 16 selected representative 
studies are evaluated with a quantified score of 0−10 . + (−) donates that the study matches (unmatches) the 
corresponding criterion.

Studies Authors, year

Data Evaluation Knowledge process Accessibility

Score Rate (%)1 2 3 4 5 6 7 8 9 10
25 Auer et al., 2007 + + + + + + + + + + 10

18.7527 Tanon et al., 2020 + + + + + + + + + + 10
29 Liu et al., 2020 + + − + + + + + + + 9
48 Dhandapani et al., 2021 + + − + + − + + + + 8

43.75

49 Bean et al., 2017 + + − + + + + − + + 8
50 Shi et al., 2017 + + + + − + + − + − 8
51 Malas et al., 2019 + + + + + − + − + + 8
52 Xu et al., 2020 − − + + + + + − + + 7
53 Liu et al., 2020 + + − − + − + + − + 6
54 Sosa et al., 2019 + + + + + + − − − − 6
55 Rotmensch et al., 2017 + + − + − − + + − − 5

37.5

33 Yu et al., 2017 + − − − + + − + − − 4
56 Weng et al., 2017 + + − + − + + − − − 4
57 Chen et al., 2020 − + + + − − − − + − 4
58 Hasan et al., 2016 − + + + − − − − − − 3
59 Rubio et al., 2021 + − − − − − − + − + 3

Rate of + 81.25% 81.25% 50% 81.25% 62.5% 56.25% 68.75% 50.0% 56.25% 56.25%
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Openness for users and evaluation service.  One of the great advantages of Semantic Web technologies is to 
enable data integration and data reuse. To ensure the quality of data, openness for users to access the data 
and availability for users to access the evaluation services are greatly important in the perspective of semantic 
collaboration34.

Differ with open-source, openness for users and evaluation service is concerned with access to use SW 
technology and access to evaluate the quality of SW technology with user’s data. Openness for using requires 
the work of SW technology to provide an interface (e.g., API) for users. Openness for evaluation allows users to 
evaluate SW works with other data including user’s data.

Openness gives users convenience to use the existing work of SW technology for their work/research. Open-
ness could provide an interface for users to run experiments on their data with given SW technology. Openness 
for evaluation service would bring benefit to the providers of the work of SW technology. Providers could evaluate 
the work of SW technology with other user’s data.

Knowledge processing.  Semantic reasoner for knowledge processing.  Reasoning capability is crucial to 
many applications developed for the Semantic Web. A semantic reasoner is a program that infers logical con-
sequences from a set of facts, assertions, and axioms, which could provide solutions for reasoning tasks such 
as classification, consistency checking and querying35,36. A semantic reasoner provides a plentiful set of mecha-
nisms to generalize an inference engine. The inference is normally described by Semantic Web language or 
description logic language. Many reasoners deal with objects by using first-order predicate logic to perform rea-
soning. The inference commonly proceeds by forward and backward chaining. In general, a semantic reasoner 
comprises a knowledge base and an inference engine37. The general semantic reasoning process and the various 
components are illustrated in Fig. 4.

Automatic reasoning support is greatly important for Semantic Web services. On the one hand, it enables 
correctness checking within ontologies. On the other hand, it enables the relation completeness within ontolo-
gies, which could improve the quality of the data for a better performance of downstream tasks such as querying 
and classification. There are many notable semantic reasoners including CB, CEL, FaCT++. These reasoners vary 
significantly from different characteristics. It is crucial to design a critical assessment and evaluation to meet 
different requirements before selecting a reasoner for real-life applications and services. Therefore, we consider 
semantic reasoners as a criterion for SW technology.

Knowledge processing workflow.  Knowledge processing workflow in designing Semantic Web is a develop-
ment with multiple processing steps from knowledge to results. The processing steps generally contain concept/
knowledge query, the similarity between knowledge, and knowledge matching. Designing the work of SW tech-
nology by following knowledge processing workflow is very crucial as the two advantages below:

•	 the work of SW technology with the knowledge processing workflows is trusty because of its interpretability 
compared with black-box models.

•	 the potential associations in the works under the knowledge processing workflow can be revealed with the 
explicit knowledge associations in Semantic Web.

Knowledge query is a popular processing step in the knowledge processing workflow. The SPARQL query lan-
guage is widely used for knowledge query. Semantic similarity is widely used in knowledge processing workflow 
for the work of SW technology. Many semantic similarity approaches were provided in the last decades38–40. Alani 
et al.41 focuses on the investigation of ontology selection and introduces several particularly useful knowledge 
processing tasks, such as CMM measure (topic coverage), DEM measure (knowledge certain degree decision), 
and BEM measure (knowledge importance decision).

Accessibility.  Standard web access.  It is crucial that structured data in SW technologies can be accessed 
from endpoints. Providing endpoints with standard Semantic Web query services, such as SPARQL endpoints, 
has become a well-known standard for SW technologies. As proposed in “Standard models for web-base data/
knowledge representation” section, structured web-based data/knowledge is generally represented in OWL or 
RDF. The primary query languages for OWL ontologies are Semantic Query Augmented Web Rule Language 
and Description Logic. SPARQL is a popular query language (protocol) for accessing, retrieving, and manipu-
lating structured data in RDF. SPARQ is also valid for querying OWL ontologies that are serialized into RDF.

Endpoints with standard Semantic Web query language are web services (i.e., HTTP services) that receive 
and process query protocols and requests. It provides several benefits in reaching the data. First, it responds to 
SPARQL queries without storing the data in the local system. Second, it integrates HTTP documents thus allow-
ing data interaction. Third, it can be accessed with other user agents or services, which enables users to create 
mashups with the data. Fourth, it brings extensive flexibility to data queries due to the use of HTTP document 
URLs. Finally, it supports outputting query scheme files in multiple formats, such as HTML, JSON, CSV, RDF-
Turtle, RDF-N-Triples.

Currently, there are various existing well-known databases accessible through SPARQL endpoints, such as 
Wikidata, DBpedia, MeSH, and DrugBank. In addition, the SPARQL query provides application programming 
interfaces (e.g., Yasgui Triply and Virtuoso SPARQL Query Editor) for performing federated queries on multiple 
datasets. Other graph database platforms or management systems, such as GraphDB and Neo4j, allow users 
to store, query, and analyze data locally. It is better to provide a SPARQL endpoint than a huge RDF dump for 
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publishing research reports. In summary, providing endpoints with standard Semantic Web query languages to 
reach data is crucial in SW technologies.

Platform for industry applications.  The industrial semantic data processing platform needs to be compliant 
with semantic data standards, which generally include several features: semantic data storage, semantic query, 
and basic semantic extension. For industrial platforms, semantic data storage needs to meet billions of data stor-
age capabilities. The platform should be applied to the application by semantic query technology (e.g., SPARQL). 
In addition, the platform should perform the semantic extension capabilities to implement basic semantic rea-
soning.

The industrial semantic data processing platform is crucial for SW technology because of its features as below. 
(1) The storage capacity of massive data allows users to store and process large amounts of data. (2) Semantic 
query function enables users to query data more effectively, especially massive semantic data. (3) Semantic 
expansion can be used to infer more potential semantic data, thereby enriching the original data. To date, there 
are several popular industrial Semantic Web platforms, such as Oracle 19c, MarkLogic, Virtuoso, Amazon Nep-
tune, and Stardog. These industrial Semantic Web platforms have been used in many works of SW technology.

Open source code.  In computer science, we often describe programs as being “open source”. Perens et  al.42 
proposed 10 criteria to define open source. In this paper, their source code should be freely available to users if 
a program of SW technology is open source. The users should be free to download source code, modify it, and 
distribute their own versions of the program for the desired purpose.

Open source code is important in computer science because it provides a number of benefits to both users 
and contributors. We summarize two benefits in terms of users and contributors as below. 

1.	 The studies with open source code are disseminated easily. Users can customize it to fit any purpose. Open 
source advocates tend to share knowledge and “improve together”.

2.	 The source code is open to be examined and its defects are also open to be exposed. Any user can discover 
and fix them. The contributors may not need a long time and cost extra for examination and fixing bugs.

Open source code is a widely accepted consensus for SW technology. There are many studies that open their 
source code to users. For instance, Xiong et al.43 and Ding et al.44 presented the studies in SW technology and 
released the source code that can be used easily for other users. Generally, Github is the popular platform to 
release the source code. On the contrary, although some studies45–47 presented semantic-based studies, the source 
code has not been opened. These studies therefore are hard to be applied for users. In summary, we consider 
open source code as an important criterion in our SW technology index.

Validation
In this paper, we empirically propose an SW technology index with ten criteria. Although we propose these ten 
criteria that are extracted and refined from the prevalent criteria in the existing works of SW technology, we still 
need to validate the rationality of these ten criteria on the existing applications of SW technology. In this section, 
we selected and reviewed the existing representative studies in SW technology to explore how do these studies 
match each criterion for revealing the situation of the work in SW technology. We apply the index to evaluate 
the existing studies of SW technology.

To validate the rationality of this index, we select the remarkable and popular studies (e.g., DBpedia, YAGO) 
in SW technology and evaluate them by these ten criteria of this index with a quantified score of 0−10 . In this 
paper, we select 16 representative studies in total for the validation. For each study, these ten criteria are applied 
to match the design of these studies. The score of a study is added by one point for each match. For example, a 
study matches the tenth criterion of open source code if the source code of this study is open and free to use and 
thus its score is added by one point. As shown in Table 2, each match (un-match) is donated as “+ (-)”. The sum 
of matches is the score of a study for the quantitative evaluation, i.e., 0−10 . The selected studies are divided into 
three levels of good ( 9−10 ), medium ( 6−8 ), and poor ( 0−5 ) according to their scores. Finally, we calculate the 
rate of studies in three levels separately and the rate of matches of each criterion.

The results are shown in Table 2. We test the selected 16 studies of SW technology with the ten criteria. Three 
of them obtain a score of 9−10 within the good level, which the rate of the studies in all 16 studies is 18.75%. 
Seven of the 16 studies obtained medium levels scores (i.e., 6−8 ), that is at a rate of 43.75%. Six of the 16 stud-
ies fall in the poor levels with 3−5 scores, that is in a rate of 37.5%. For the results of each criterion, 13 of the 
16 studies match the first, second, and fourth, i.e., a rate of 81.25%. These three criteria are the best matched in 
the studies. By contrast, the third and eighth criteria are matched by 8 of the 16 studies, i.e., a rate of 50%. The 
other five criteria are matched by more than 50% but less than the best of 81.25%. These ten criteria in the SW 
technology index cover the mainstream criteria in these studies. However, many current studies only applied 
some of these ten criteria to the design of SW technology and therefore get low scores. We conclude that (1) the 
current situation of the work in SW technology is with casual even chaotic and non-standardized development 
and (2) the index is a useful standard to guide and evaluate the work of SW technology. We will further provide 
an in-depth discussion of the results in “Discussion” section.
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Discussion
Researchers currently develop the works in SW technology based on their experience and preferences. There-
fore, the design of SW works are generally different. The studies in Table 2 perform significantly different scores 
because of their different development. The results indicate that the current works of SW technology are casual 
even chaotic. These studies therefore are not easy to be employed by other users and compared each other.

On one hand, we discuss the positive side of the results. Most of the 16 selected studies match the ten criteria 
within the medium and good level scores, that is ten of 16 studies with a rate of 62.5% (18.75 + 43.75%). In 
particular, Auer et al.25 and Tanon et al.27 perform the best score of 10. Three (18.75%) of the 16 studies meet 
the 9−10 criteria, which are with good level scores. For each criterion, the first (standard models, e.g., RDF and 
OWL), second criterion (external data), and fourth (evaluation with benchmarks/baselines) are adopted for 
most selected studies with a rate of 81.25%. Apparently, these three criteria are widely adopted in the current 
work of SW technology. Specifically, RDF and OWL are the well-known standard models that have been widely 
applied to encode the data in SW technology. Enhancement with external data is generally adopted to collect 
data. The evaluation with benchmarks/baselines is a widely applied approach, in particular scientific research. 
These studies, which are evaluated with benchmarks/baseline, therefore can be accessible by other researchers.

On the other hand, the results indicate the negative side that the current situation of the work in SW tech-
nology is with casual even chaotic and non-standardized development. The 16 studies obtain a wide range of 
scores 3−10 for matching these ten criteria. Six (37.5%) of the 16 studies meet only a few criteria that are with 
the poor level score. We notice that both the studies with good and poor level scores consist of the latest work 
and the early work. The two studies with a score of 10 are released in 2007 and 2020. The one59 with a score of 3 
is published in 2021. Therefore, the design of the studies in SW technology relies on the experience and prefer-
ences of different researchers regardless of when the studies are finished. The reason can be explained as there are 
no general criteria to standardize the developments in SW technology up-to-date. Some of the selected studies 
were designed with few criteria, not even using the widely applied criterion such as evaluation with benchmarks/
baselines. For example, Yu et al.33 has not opened the source code, not even used the evaluation with benchmarks/
baselines. For the tenth criterion (open source code), only approximately half of the studies released their source 
code. We suggest that the studies should open source code as they can because of the benefits as shown in “Open 
source code” section.

For this index, we count the match of each criterion with a binary value if one of these criteria is matched or 
not within the work of SW technology and sum the number of matches as the total score. While these ten criteria 
could be unequal in real applications, we assume that these ten criteria are equally important. This assumption 
is mainly based on the following two reasons. (1) We empirically extracted and refined these ten criteria from 
the existing work of SW technology4,5, e.g., Tim Berners-Lee’s Semantic Web Layer Cake. However, these ten 
criteria have not been generalized as a standardized guideline. To date, these criteria are generally considered 
equally. Therefore, we tend to objectively extract and generalize a scheme of the index with these criteria as this 
assumption of the same importance rather than redefine a subjective scheme with different degrees for the ten 
criteria by our experience and preferences. (2) It is likely to fail in objectivity and availability (unavailable if too 
complex) if we design the different degrees for the ten criteria. In addition, we consider this issue in the further 
work that could be updated in the new version. Finally, we suggest that researchers should follow all ten criteria 
in the development to standardize the work in SW technology. For the evaluation of the existing studies, we 
suggest that these studies with medium and good level scores can be considered as references for comparability 
and reproducibility. The studies with poor level scores are generally hard to be reference for comparability and 
reproducibility.

Last but not least, the index with the ten criteria may not be fully comprehensive. Cryptography is important 
in semantic web technology, and is considered in the Semantic Web stack/layer cake. However, top layers in the 
Semantic Web stack/layer cake contains technologies, such as Cryptography and Trust, that are not yet standard-
ized or contain just ideas that should be implemented in order to realize Semantic Web60. Moreover, we checked 
that none of the 16 selected studies in Table 2 considered Cryptography in their developments. In this paper, we 
address Cryptography as a part of “Standard models for web-base data/knowledge representation” section. These 
criteria in this index could be updated in future over the development of SW technology.

We conclude that the current works in SW technology are with casual even chaotic and non-standardized 
development and hardly to be used for users. Such chaotic phenomena could be caused by that there are no 
generic criteria to standardize the work of SW technology to date. The index with ten criteria in this paper pro-
vides a feasible solution to mitigate this chaotic situation by providing a standardized guideline for the work in 
SW technology. Therefore, this SW technology index is meaningful for guiding and evaluating the work in SW 
technology for the normalization of SW technology.

Conclusion
In this paper, we present an SW technology index that consists of ten criteria. On one hand, this index can be 
used to guide and standardize the design of ensuring that the studies in SW technology are designed well. On 
the other hand, this index quantifies the studies of SW technology as a score of 0–10. we suggest that researchers 
should standardize the work of SW technology by following all ten criteria for comparability and reproducibility. 
For the evaluation on the existing studies, these studies with medium ( 6−8 ) and good ( 9−10 ) level scores can 
be considered as references for comparability and reproducibility. We described each criterion in detail for a 
clear explanation from three aspects: (1) what is the criterion? (2) why do we consider this criterion? and (3) 
how do the current studies meet this criterion? This index provides a solution for the problem that there is a lack 
of generalized criteria to specifically standardize the work in SW technology. We conclude that the index is a 
significantly useful standard to guide and evaluate the work for the normalization of SW technology. In future, 
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we will apply this index to guide our other studies in SW technology. Finally, we will update this index for new 
versions by collecting and considering users’ feedback.

Received: 7 October 2021; Accepted: 13 January 2022

References
	 1.	 Motta, E. & Sabou, M. Next generation semantic web applications. In Asian Semantic Web Conference, 24–29 (Springer, 2006).
	 2.	 d’Aquin, M. et al. Toward a new generation of semantic web applications. IEEE Intell. Syst. 23, 20–28 (2008).
	 3.	 Zolhavarieh, S., Parry, D. & Bai, Q. Issues associated with the use of semantic web technology in knowledge acquisition for clinical 

decision support systems: Systematic review of the literature. JMIR Med. Inform. 5, e18 (2017).
	 4.	 Berners-Lee, T. et al. Semantic web road map (1998).
	 5.	 Berners-Lee, T., Hendler, J. & Lassila, O. The semantic web. Sci. Am. 284, 34–43 (2001).
	 6.	 Hooi, Y. K., Hassan, M. F. & Shariff, A. M. Ontology evaluation-a criteria selection framework. In 2015 International Symposium 

on Mathematical Sciences and Computing Research (iSMSC), 298–303 (IEEE, 2015).
	 7.	 Neuhaus, F., Neuhaus, F., Ray, S. & Sriram, R. D. Toward ontology evaluation across the life cycle (US Department of Commerce, 

National Institute of Standards and Technology, 2014).
	 8.	 Brank, J., Grobelnik, M. & Mladenic, D. A survey of ontology evaluation techniques. In Proceedings of the conference on data mining 

and data warehouses (SiKDD 2005), 166–170 (Citeseer, 2005).
	 9.	 Almeida, M., Souza, R. & Fonseca, F. Semantics in the semantic web: A critical evaluation. Knowl. Organ. 38, 187–203 (2011).
	10.	 Küster, U., Lausen, H. & König-Ries, B. Evaluation of semantic service discovery—a survey and directions for future research. In 

Emerging Web Services Technology, Volume II, 41–58 (Springer, 2008).
	11.	 Yu, J., Thom, J. A. & Tam, A. Ontology evaluation using wikipedia categories for browsing. In Proceedings of the sixteenth ACM 

conference on Conference on information and knowledge management, 223–232 (2007).
	12.	 Hlomani, H. & Stacey, D. Approaches, methods, metrics, measures, and subjectivity in ontology evaluation: A survey. Semant. 

Web J. 1, 1–11 (2014).
	13.	 Verma, A. An abstract framework for ontology evaluation. In 2016 International Conference on Data Science and Engineering 

(ICDSE), 1–6 (IEEE, 2016).
	14.	 Dellschaft, K. & Staab, S. On how to perform a gold standard based evaluation of ontology learning. In International Semantic Web 

Conference, 228–241 (Springer, 2006).
	15.	 Brank, J., Mladenic, D. & Grobelnik, M. Gold standard based ontology evaluation using instance assignment. In Workshop on Evalu‑

ation of Ontologies for the Web, EON (2006).
	16.	 Aruna, T., Saranya, K. & Bhandari, C. A survey on ontology evaluation tools. In 2011 International Conference on Process Automa‑

tion, Control and Computing, 1–5 (IEEE, 2011).
	17.	 Poveda-Villalón, M., Gómez-Pérez, A. & Suárez-Figueroa, M. C. Oops!(ontology pitfall scanner!): An on-line tool for ontology 

evaluation. Int. J. Semant. Web Inf. Syst. 10, 7–34 (2014).
	18.	 Raad, J. & Cruz, C. A survey on ontology evaluation methods. In 7th International Joint Conference on Knowledge Discovery, 

Knowledge Engineering and Knowledge Management, IC3K 2015, 179–186 (SciTePress, 2015).
	19.	 Gao, J. et al. Efficient knowledge graph accuracy evaluation. Proc. VLDB Endow. 12, 1679–1691 (2019).
	20.	 Gangemi, A., Catenacci, C., Ciaramita, M. & Lehmann, J. A theoretical framework for ontology evaluation and validation. In 

SWAP, Vol. 166, 16 (2005).
	21.	 Bandeira, J., Bittencourt, I. I., Espinheira, P. & Isotani, S. Foca: A methodology for ontology evaluation. arXiv preprint arXiv:​1612.​

03353 (2016).
	22.	 Sabou, M. & Fernandez, M. Ontology (network) evaluation. In Ontology Engineering in a Networked World, 193–212 (Springer, 

2012).
	23.	 Erling, O. & Mikhailov, I. RDF support in the virtuoso DBMS. In Networked Knowledge-Networked Media, 7–24 (Springer, 2009).
	24.	 Bizer, C. & Seaborne, A. D2RQ-treating non-RDF databases as virtual RDF graphs. In Proceedings of the 3rd International Semantic 

Web Conference (ISWC2004), vol. 2004 (Springer, 2004).
	25.	 Auer, S. et al. Dbpedia: A nucleus for a web of open data. In The Semantic Web, 722–735 (Springer, 2007).
	26.	 Lehmann, J. et al. Dbpedia-a large-scale, multilingual knowledge base extracted from wikipedia. Semant. Web 6, 167–195 (2015).
	27.	 Tanon, T. P., Weikum, G. & Suchanek, F. Yago 4: A reason-able knowledge base. In European Semantic Web Conference, 583–596 

(Springer, 2020).
	28.	 Vrandečić, D. & Krötzsch, M. Wikidata: A free collaborative knowledgebase. Commun. ACM 57, 78–85 (2014).
	29.	 Liu, T. et al. Exploring the microbiota-gut-brain axis for mental disorders with knowledge graphs. J. Artif. Intell. Med. Sci. 1, 30–42 

(2020).
	30.	 Klein, L. A. Sensor and Data Fusion: A Tool for Information Assessment and Decision Making Vol. 138 (SPIE Press, 2004).
	31.	 Beek, W., Rietveld, L., Bazoobandi, H. R., Wielemaker, J. & Schlobach, S. Lod laundromat: A uniform way of publishing other 

people’s dirty data. In The Semantic Web—ISWC 2014, (eds Mika, P. et al.) 213–228 (Springer International Publishing, 2014).
	32.	 Josefsson, T. How good are case studies as scientific products? (2016).
	33.	 Yu, T. et al. Knowledge graph for TCM health preservation: Design, construction, and applications. Artif. Intell. Med. 77, 48–52 

(2017).
	34.	 Janev, V. & Vraneš, S. Applicability assessment of semantic web technologies. Inf. Process. Manag. 47, 507–517 (2011).
	35.	 Dentler, K., Cornet, R., Ten Teije, A. & De Keizer, N. Comparison of reasoners for large ontologies in the OWL 2 EL profile. Semant. 

Web 2, 71–87 (2011).
	36.	 Khamparia, A. & Pandey, B. Comprehensive analysis of semantic web reasoners and tools: A survey. Educ. Inf. Technol. 22, 

3121–3145 (2017).
	37.	 Chowdhary, K. R. Rule Based Reasoning 89–109 (Springer India,  2020).
	38.	 Wu, Z. & Palmer, M. Verbs semantics and lexical selection. In ACL, 133–138 (1994).
	39.	 Resnik, P. Using information content to evaluate semantic similarity in a taxonomy. In IJCAI’95, 448–453 (1995).
	40.	 Lin, D. et al. An information-theoretic definition of similarity. In ICML Vol. 98, 296–304 (1998).
	41.	 Alani, H., Brewster, C. & Shadbolt, N. Ranking ontologies with AKTiveRank. In The Semantic Web—ISWC 2006 (eds Cruz, I. et 

al.) 1–15 (Springer, 2006).
	42.	 Perens, B. et al. The open source definition. Open Sources Voices Open Source Revolut. 1, 171–188 (1999).
	43.	 Xiong, W., Hoang, T. & Wang, W. Y. Deeppath: A reinforcement learning method for knowledge graph reasoning. arXiv preprint 

arXiv:​1707.​06690 (2017).
	44.	 Ding, B., Wang, Q., Wang, B. & Guo, L. Improving knowledge graph embedding using simple constraints. arXiv preprint arXiv:​

1805.​02408 (2018).
	45.	 Batet, M. & Sánchez, D. A semantic approach for ontology evaluation. In 2014 IEEE 26th International Conference on Tools with 

Artificial Intelligence, 138–145 (IEEE, 2014).

http://arxiv.org/abs/1612.03353
http://arxiv.org/abs/1612.03353
http://arxiv.org/abs/1707.06690
http://arxiv.org/abs/1805.02408
http://arxiv.org/abs/1805.02408


10

Vol:.(1234567890)

Scientific Reports |         (2022) 12:3672  | https://doi.org/10.1038/s41598-022-07615-4

www.nature.com/scientificreports/

	46.	 Wickramarachchi, R., Henson, C. & Sheth, A. An evaluation of knowledge graph embeddings for autonomous driving data: 
Experience and practice. arXiv preprint arXiv:​2003.​00344 (2020).

	47.	 Gu, T., Wang, X. H., Pung, H. K. & Zhang, D. Q. An ontology-based context model in intelligent environments. arXiv preprint 
arXiv:​2003.​05055 (2020).

	48.	 Dhandapani, A. & Vadivel, V. Question answering system over semantic web. IEEE Access 9, 46900–46910 (2021).
	49.	 Bean, D. M. et al. Knowledge graph prediction of unknown adverse drug reactions and validation in electronic health records. Sci. 

Rep. 7, 1–11 (2017).
	50.	 Shi, L. et al. Semantic health knowledge graph: Semantic integration of heterogeneous medical knowledge and services. BioMed 

Res. Int. 2017, 1–12 (2017).
	51.	 Malas, T. B. et al. Drug prioritization using the semantic properties of a knowledge graph. Sci. Rep. 9, 1–10 (2019).
	52.	 Xu, J. et al. Building a PubMed knowledge graph. Sci. Data 7, 205. https://​doi.​org/​10.​1038/​s41597-​020-​0543-2 (2020).
	53.	 Liu, T. et al. Predicting the relationships between gut microbiota and mental disorders with knowledge graphs. Health Inf. Sci. Syst. 

8, 1–9 (2020).
	54.	 Sosa, D. N., Alexander Derry, Margaret Guo, Eric Wei, Connor Brinton, and Russ B. Altman. "A literature-based knowledge graph 

embedding method for identifying drug repurposing opportunities in rare diseases." In PACIFIC SYMPOSIUM ON BIOCOM-
PUTING 2020, pp. 463–474. (2019).

	55.	 Rotmensch, M., Halpern, Y., Tlimat, A., Horng, S. & Sontag, D. Learning a health knowledge graph from electronic medical records. 
Sci. Rep. 7, 1–11 (2017).

	56.	 Weng, H. et al. A framework for automated knowledge graph construction towards traditional chinese medicine. In International 
Conference on Health Information Science, 170–181 (Springer, 2017).

	57.	 Chen, I. Y., Agrawal, M., Horng, S. & Sontag, D. Robustly extracting medical knowledge from ehrs: A case study of learning a 
health knowledge graph. In Pac Symp Biocomput, 19–30 (World Scientific, 2020).

	58.	 Hasan, S. A. et al. Clinical question answering using key-value memory networks and knowledge graph. In TREC (2016).
	59.	 Rubio-Sandoval, J. I. et al. An indoor navigation methodology for mobile devices by integrating augmented reality and semantic 

web. Sensors 21, 5435 (2021).
	60.	 Ardizzone, V. et al. Science gateways for semantic-web-based life science applications. In HealthGrid, 119–130 (2012).

Author contributions
G.L. drafted the major of this manuscript, T.L., X.W., and X.P. contributed to the writing, Z.H. conceived the 
index and reviewed the manuscript. All authors discussed and analysed the index.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to T.L.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2022

http://arxiv.org/abs/2003.00344
http://arxiv.org/abs/2003.05055
https://doi.org/10.1038/s41597-020-0543-2
www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	A semantic web technology index
	Related work
	Methodology (ten criteria)
	Data. 
	Standard models for web-base dataknowledge representation. 
	Enhancement with external dataknowledge resources. 
	Real-time data integration. 

	Evaluation. 
	Evaluation with benchmarksbaselines. 
	Openness for users and evaluation service. 

	Knowledge processing. 
	Semantic reasoner for knowledge processing. 
	Knowledge processing workflow. 

	Accessibility. 
	Standard web access. 
	Platform for industry applications. 
	Open source code. 


	Validation
	Discussion
	Conclusion
	References


