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Nanopore DNA sequencing via transverse current has emerged as a promising candidate

for third-generation sequencing technology. It produces long read lengths which could

alleviate problems with assembly errors inherent in current technologies. However, the

high error rates of nanopore sequencing have to be addressed. A very important source

of the error is the intrinsic noise in the current arising from carrier dispersion along the

chain of the molecule, i.e., from the influence of neighboring bases. In this work we

perform calculations of the transverse current within an effectivemulti-orbital tight-binding

model derived from first-principles calculations of the DNA/RNA molecules, to study the

effect of this structural noise on the error rates in DNA/RNA sequencing via transverse

current in nanopores. We demonstrate that a statistical technique, utilizing not only the

currents through the nucleotides but also the correlations in the currents, can in principle

reduce the error rate below any desired precision.

Keywords: DNA, RNA, third-generation sequencing, nanopore sequencing, transverse current

Introduction

Deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) are two types of biological
macromolecules essential for the functioning and reproduction of all living organisms.
Both are heteropolymers of four nucleobases, adenine (A), guanine (G), cytosine (C), and
thymine/uracil (T/U), where thymine is replaced by uracil (unmethylated form of thymine)
in RNA. Because of its role in encoding the genetic information in humans and respectively
its importance for medicine, DNA has been the object of an enormous effort to develop
methods to routinely determine its sequence. The existing array of methods have been
classified in three generations (Schadt et al., 2010). The first generation is based on the
original Sanger sequencing method, which is an involved biochemical process of DNA
fragmentation, amplification and chain termination, optical detection, and computer-based
sequence assembly (Sanger and Nicklen, 1977). The second generation or next-generation
sequencing (NGS) methods achieve larger throughput via DNA cloning and amplification and

Abbreviations: DNA, Deoxyribonucleic acid; RNA, Ribonucleic acid; A, Adenine; G, Guanine; C, Cytosine; T, Thymine; U,

Uracil; NGS, Next-generation sequencing; bps, Base pairs; BRCA1, Breast Cancer 1; ADF, Amsterdam Density Functional;

PBE, Perdew-Burke-Ernzerhof; TB, Tight-binding; WBA, Wide band approximation; TZP, Triple-zeta polarized; FMO,

Fragment molecular orbitals; MO, Molecular orbitals; HOMO, Highest occupied molecular orbital; LUMO, Lowest

unoccupied molecular orbital; GF, Green’s function; PDF, Probability distribution function.
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massively parallel processing (Shendure and Ji, 2008).
Notwithstanding the vastly improved output and reduced
cost of obtaining genome sequences, the technologies remain
prone to errors such as amplification bias and misalignment
of base repeats (Metzker, 2010). The cloning and amplification
process limit the read length to a few hundred bases and high
coverage is necessary for improved accuracy. An additional
disadvantage is that base modifications, such as methylation
(Korlach and Turner, 2012), are lost during the process. The third
generation of sequencing techniques, exploits physical methods
for DNA detection on the level of single-molecule detection
(Bayley, 2006; Branton et al., 2008; Zwolak and Di Ventra,
2008). Among the variety of proposed techniques the nanopore
sequencing has emerged as one of the most promising (Wang
et al., 2015). By eliminating the error producing amplification
step, long read lengths become possible which also greatly
simplifies the assembly process. This technique promises to
significantly extend read length while reducing the amount of
starting material. Moreover, the nanopore sequencing technique
is not limited to DNA, but it should be capable of sequencing
RNA and other biological macromolecules.

Two main approaches to DNA/RNA nanopore sequencing
are under development—ionic blockade current through the
nanopore (Kasianowicz et al., 1996) and transverse tunneling
current between electrodes on the nanopore (Zwolak and Di
Ventra, 2005). The ionic current method takes advantage of
the difference in the spatial extension of the nucleobases. As a
single strand DNA or RNA molecule suspended in electrolyte
solution is driven through a protein nanopore by electric field,
the variations of the ionic current as the nucleotides block the
pore channel can be correlated to the type of the nucleotide
(Kasianowicz et al., 1996; Akeson et al., 1999; Clarke et al., 2009;
Stoddart et al., 2009; Ayub and Bayley, 2012; Ayub et al., 2013;
Cracknell et al., 2013). Solid-state analogs of protein nanopore
offer better control of the dimensions and the properties of the
channel (Li et al., 2001; Dekker, 2007). DNA detection in solid-
state nanopore has also been demonstrated (Fologea et al., 2005;
Storm et al., 2005; Gershow and Golovchenko, 2007; Wanunu
et al., 2009). Achieving high fidelity, nevertheless, is difficult
because the interaction of DNA with the solution, the DNA-
nanopore interaction, and temperature-induced fluctuations
affect the ion blockage current. This is currently an area of
development where methods are continuously being developed
to address these problems, such as immobilization of the base in
the nanopore (Purnell et al., 2008), fitting adaptors in the pore
(Clarke et al., 2009), or tagging the bases (Singer et al., 2010), as
well as statistical processing to improve accuracy of base calling
(Timp et al., 2012).

The transverse current method exploits the difference in
electronic structure of the bases, rather than their geometry.
In this case electrodes are deposited on the nanopore and
the transverse electronic current through the nucleotides is
measured as they translocate through the pore (Zwolak and
Di Ventra, 2005; Lagerqvist et al., 2006; Di Ventra et al.,
2012; Di Ventra, 2013). The tunneling current is sensitive to
the electronic structure of the molecule and can be used to
identify the base, which has been demonstrated by contacting a

single nucleotide between an electrode and a scanning tunneling
microscope tip (He et al., 2008; Shapir et al., 2008). Electrodes
have also been manufactured on solid-state nanopore (Maleki
et al., 2009; Tsutsui et al., 2011) and base identification by
tunneling current has been demonstrated for both DNA and
RNA (Tsutsui et al., 2010; Ivanov et al., 2011; Ohshiro et al.,
2012). Dynamic or environmental disorder, coming from the
interaction of the DNA/RNA with the environment at finite
temperature, strongly modifies the tunneling current giving
rise to a large current spread (Lagerqvist et al., 2007; Krems
et al., 2009). Similarly to the ionic current case, the dynamic
noise can be minimized by fitting the nanopore with adaptors
(Chang et al., 2010). Moreover, multiple measurements of the
same base can be used to sample the distribution of the
values of electron current for each base, which are statistically
distinguishable (Lagerqvist et al., 2006, 2007; Ohshiro et al.,
2012).

The transverse current method, however, is prone to a
different type of noise deriving from disorder along the chain
of the DNA molecule itself. Most theoretical work has been
concentrated on the study of dynamic noise and much less
attention has been paid to this static noise. Earlier theoretical
calculations suggested that this noise should be rather small
(Zwolak and Di Ventra, 2005), however, the study involved only
very short sequences (triplets) for small voltages and the data
actually showed very significant changes of the current. Actual
current reads of short DNA/RNA chains also clearly demonstrate
that the current through the same bases, after the environmental
noise is averaged out, differs depending on their environments
(Ohshiro et al., 2012). Thus, the current spread is due to a large
part to the structural noise arising from the randomness of the
base sequence along the chain. In a recent work we performed a
comprehensive theoretical study of effect of the structural noise
on transverse current within a parametrized tight-binding (TB)
model (Alvarez et al., 2014). It was shown that the static noise
would exist even if the molecule is perfectly stationary with
respect to the electrodes and that it could be comparable to that
of the environmental noise, thus, introducing very large error
rates. This noise is an electronic structure effect arising from
modifications of the molecular orbitals (MOs) of each base due to
interaction with the MOs of its neighbors (Miroshnichenko et al.,
2010). Statistical proceeding accounting for correlations between
the currents through neighboring bases could greatly increase the
accuracy of base calling.

In this work we continue the investigation of the transverse
current nanopore sequencing. Previously we used a parametrized
single-level TB model for transport in DNA, which only accounts
for the influence of the highest occupied molecular orbitals
levels on the transport and the quality of the parameterization
is difficult to assess. Here we use a multi-orbital TB Hamiltonian
derived from first principles calculations, which accounts for the
influence of a specified number of MOs around the bias window.
This allows us to improve the precision of the predictions,
but also to extend the applicability of the model beyond
DNA. We demonstrate that nanopore sequencing works equally
well for RNA, which opens a whole new area of biological
applications.
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Methods

Multi-orbital Model for DNA/RNA Chains
The DNA/RNA nanopore sequencing geometry is schematically
illustrated in Figure 1. We assume that a single-strand
DNA/RNAmolecule translocates between two tapered electrodes
which make contact with one nucleotide at a time. To represent
a polynucleotide we adopt the linear model for DNA transport,
which represents the DNA molecule with one site per nucleotide
(Apalkov et al., 2007; Macia, 2009). In this model each nucleotide
is represented as a single site and the DNA/RNA heteropolymer
as a chain of such sites. In order to improve the predictive power
of the model, instead of a single energy level per site, we consider
multiple energy levels corresponding to the MOs in the energy
region around the bias window which is active in the carrier
transport. Since we are interested only in the intrinsic or static
source of noise, we consider low temperature in which case each
site has a well specified position with respect to the electrodes.

DNA/RNA are large and complex molecules and ab initio
approaches are the most appropriate tools for obtaining the exact
electronic structure, however, full first-principles calculations of
electronic structure of a polynucleotide molecule is still a very
demanding task, especially in the case when long molecules
and large statistics are required. For that reason our approach
is to perform first-principles calculations of short DNA/RNA

FIGURE 1 | Transverse current setup for a single strand DNA or RNA

molecule translocating through a nanopore between a pair of tapered

metal electrodes. In the corresponding linear chain model each nucleotide is

represented by a site (color dashed line rectangles). The quantities hXi
and

VXiXj
represent the Hamiltonian of an isolated site and the interaction between

neighboring sites. The coupling of a nucleotide with the right/left electrode are

represented by t(R/L)X .

chains and extract from them a smaller rank Hamiltonian
matrix describing correctly the MOs in the active energy
window. Subsequently we use this Hamiltonian in the transport
calculations.

DNA/RNA Fragment Electronic Structure from First

Principles
The electronic structure of the DNA/RNA chains is calculated
from first principles within the density functional theory as
implemented in the Amsterdam Density Functional (ADF)
package (Fonseca Guerra et al., 1998; Te Velde et al.,
2001). We use the Perdew-Burke-Ernzerhof (PBE) exchange
and correlation functional with triple-zeta polarized (TZP)
basis set. Test calculations of DNA homopolymers show that
interactions between fragments decay very rapidly with the
distance, such that the second nearest-neighbor interaction is
two orders of magnitude smaller than that between first nearest-
neighbors. Thus, it is an excellent approximation to adopt a
TB representation with first nearest-neighbor interaction only.
Within this approximation, the calculations of all individual
DNA/RNA nucleotides, X, and all possible nucleotide pairs, XY,
are sufficient to extract the onsite and the nearest-neighbor
hopping Hamiltonian matrix elements. Here X,Y ∈ A,G,C,T in
the case of DNA and X,Y ∈ A′, G′, C′, U in the case of RNA. The
A, G, and C bases are identical in DNA and RNA, however, the
prime signifies the different backbone in the case of RNA, U in
RNA is an unmethylated form of the DNA base T.

In order to insure that the basis is identical for the same
nucleotide in all independent calculations, we use the fragment
molecular orbital (FMO) theory (Kitaura et al., 1999). The
molecule is split into fragments and the eigenvectors of these
fragments are used, instead of atomic basis functions, to be
the basis for the calculation of the total system. In the case
of DNA/RNA each nucleotide (base + backbone) is chosen as
a separate fragment, as shown in Figure 1. The calculation is
performed in ADF in two steps. First, the electronic structure of
each fragment i is solved separately and the MOs for each are
found 8i = {φiα} where α indices the fragment MOs. Second,
the combined MOs of all fragments, 8 = {8i}, are taken as
a new basis set in which the MOs of the entire system, 9 , is
expressed as a linear combination, 9 = C8. The matrix of
expansion coefficients, C, is obtained by solving the generalized
eigenvalue equation HC = εSC, where Hiα,jβ = 〈φiα

∣∣Ĥ
∣∣ φjβ〉

and Siα,jβ = 〈φiα

∣∣φjβ 〉 are the Hamiltonian and overlap matrix
elements between fragment orbitals φiα and φjβ , and ε is the
diagonal matrix of the corresponding energy levels of the system.
The quantities, H, S, C, ε, are calculated within ADF from first
principles. Here H and S are very large matrices containing all
the MOs of the nucleotide.

Reduced Fragment Hamiltonian
The full Hamiltonian for a reasonably long DNA/RNA chain
would be too large to perform transport calculations. However,
we can take advantage of the fact that only the MOs in the
active energy window participate in the transport. Truncating
the Hamiltonian to only the m MOs with energies within the
active window, however, is not trivial because these orbitals are
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hybridized with all other orbitals in the system. To account
for this hybridization we project the full Hamiltonian on the
desired levels using projector operator techniques (Kurnikov
and Beratan, 1996; De Andrade and Freire, 2003, 2004; Soriano
and Palacios, 2014). These techniques have been successfully
applied to description of long-range electron transfer in proteins
(Kurnikov and Beratan, 1996; De Andrade and Freire, 2004) and
the conductance of metallic nanocontacts (Soriano and Palacios,
2014).

The MOs of the system {|9i〉 } belong to a Hilbert space
defined by the non-orthogonal basis set {|φi〉 } of the MOs
of the fragments. The metric of this space is defined by the
overlap matrix elements, Sij =

〈
φi|φj

〉
. Assuming a complete

basis, the closure relation can be written as Î =
∑

i P̂i, where

P̂i = |φi〉
∑

j

[
S
−1

]
ij

〈
φj

∣∣∣ is the projection operator on the state

|φi〉 . The Hilbert space can be split into two non-orthogonal
complementary subspaces P andQ, where P represents the active
energy region and Q represents the rest of the system. Thus, the
basis set is divided into two subsets,

{∣∣φp

〉 }
∈ P, and

{∣∣φq

〉 }
∈ Q,

where the projector operators onto P andQ subspaces are defined
as:

P̂ =
∑

i∈P

|φi〉
∑

j∈{P, Q}

[
S
−1

]
ij

〈
φj

∣∣, Q̂ =
∑

i∈Q

|φi〉
∑

j∈{P, Q}

[
S
−1

]
ij

〈
φj

∣∣

(1)

where it can be shown that they obey the standard relations for
projection operators P̂P̂ = P̂, Q̂Q̂ = Q̂, P̂Q̂ = P̂Q̂ = 0, and
have the completeness property P̂+ Q̂ = Î. Since the subspaces
are non-orthogonal the projection operators are non-Hermitian
P̂ 6= P̂† and Q̂ 6= Q̂†.

With the help of these operators we can project the
Schrödinger equation of the system,

(
E− Ĥ

)
|9〉 = 0, on the

P and Q substpaces to obtain the system of equations:

P̂† (
E − Ĥ

)
P̂P̂ |9〉 = −P̂† (

E − Ĥ
)
Q̂Q̂ |9〉 (2)

Q̂† (
E − Ĥ

)
P̂P̂ |9〉 = −Q̂† (

E − Ĥ
)
Q̂Q̂ |9〉

where we have used the idempotency and the completeness
relation of the projection operators to arrive at this form. This
system of equations can be solved for the part of the wavefunction
projected on the active window, P̂ |9〉 , as follows:

[
P̂†ĤP̂ + P̂† (

E − Ĥ
)
Q̂Q̂†(E− Ĥ

)−1
Q̂Q̂† (

E− Ĥ
)
P̂
]
P̂ |9〉

= EP̂ |9〉 (3)

which is the Schrödinger equation for an effective Hamiltonian
Heff (E) = HPP+

(
ESPQ −HPQ

)
GQQ

(
ESQP −HQP

)
, where

HXY = X̂†ĤŶ and SXY = X̂†Ŷ with X̂, Ŷ ∈ {̂P, Q̂}. Furthermore,

the quantity GQQ =
(
ESQQ −HQQ

)−1
is the projection of

the Green’s function (GF) operator on the Q. Alternatively the
expression for the effective Hamiltonian can be derived from
projection of the Dyson equation for the GF

Heff (E) = ESPP +
[
GPP(E)

]− 1
(4)

where SPP and GPP are the overlap matrix and GF projected on
the active region. We notice that the price of the Hamiltonian
reduction is that it becomes explicitly energy dependent.

DNA/RNA Chain Construction from Fragments
The Hamiltonian operator of a chain of nucleotides can be
written as Ĥ =

∑
i ĥi +

∑
i,j V̂ij where ĥi is the Hamiltonian of

an isolated fragment and V̂ij the interaction between fragments.
The onsite matrix elements are εiα,iβ =

〈
φiα

∣∣Ĥ
∣∣ φiβ

〉
, and

the hopping parameters Viα,jβ =
〈
φiα

∣∣Ĥ
∣∣ φjβ

〉
where we set

to zero Vi,j= 0 for all j 6= i± 1. Within the two-center
approximation the onsite matrix elements contain contributions

from the neighboring nucleotides εiα,iβ =
〈
φiα

∣∣∣̂hi
∣∣∣ φiβ

〉
+

〈
φiα

∣∣V̂i,i− 1

∣∣ φiβ

〉
+

〈
φiα

∣∣V̂i,i+ 1

∣∣φiβ

〉
. By performing first-principles

calculations of single nucleotides Xi and pairs of nucleotides
XiXj we can extract all onsite hXi and interaction VXiXj matrix
elements and then project them on the same set of fragment MOs
to produce the reducedHamiltonians h̃Xi and ṼXiXj . Having these
building blocks we can construct the Hamiltonian of an arbitrary
DNA/RNA chain as a banded block matrix given by:

εXiαβ
= h̃Xi,αβ

+ ṼXi,αXi+ 1,β + ṼXi,αXi− 1,β ,

Viα,(i± 1)β = ṼXi,αXi ± 1,β (5)

where the terms ṼXiαXi + 1,β and ṼXiαXi− 1,β introduce a
renormalization factor on the onsite energy at site i coming from
the neighbors nucleotides on sites i ± 1. This process produces
a multi-orbital TB model which is derived directly from first-
principles calculations without uncontrolled approximations.
The size of the active region, i.e., number of valence MOs, is the
main parameter the effect of which can easily be controlled by
increasing the number of levels in the description.

A lot of the previous work on transport in DNA takes into
account only the frontier orbitals, i.e., the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular
orbitals (LUMO), of the molecule within parametrized models
(Iguchi, 2001; Roche, 2003; Shih et al., 2008; Hawke et al., 2010).
However, the HOMO-LUMO description has been shown to be
deficient in principle because the current is carried by manyMOs
which produce distinct features in the I–V curves (Heurich et al.,
2002). Moreover, the validity of the parametrization is difficult
to assess and a new parametrization is necessary for each new
system. This approach improves considerably the description
electronic properties beyond standard frontiers orbitals model
(LUMO-HOMO) and opens the possibility for considering
systems beyond DNA. At the same time, this model allows us to
handle long DNA/RNA strands and to accumulate large statistics,
which would be impossible from full first-principles calculations.

Transport
The Hamiltonian of the total system, i.e., electrodes plus
DNA/RNAmolecule, has the formH = HS + HL + HR + Hcpl

where HS is the molecule Hamiltonian, HL/R is the Hamiltonian
of the left/right electrode, and Hcpl is the coupling between the
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molecule and the electrodes. The Hamiltonian of the uncoupled
DNA/RNA molecule is:

HS =
∑

iα

εXiαc
†
iαciα +

∑

iα,jβ

VXiαXjβc
†
Xiα

cXjβ
(6)

where εXiα and VXiαXjβ are the matrix elements of the nucleotides

and the interaction between them, Equation (5) and c†Xiα
(cXiα

)

are the electron creation (annihilation) operators on nucleotide
i at fragment orbital α. The coupling between the electrodes
and a particular nucleotide Xi of the DNA/RNA molecule is

Hcpl =
∑

k,µ VXkµc
†
Xk
cµ, where VXkµ is the coupling between

the electrode band and the MOs on the nucleotide. Finally, the
electrodes are made of simple non-magnetic metals, such as Al
and Au, can be treated on the level of a single-band TB model,

HL(R) =
∑

µ εµc
†
µcµ +

∑
µ,ν tµνc

†
µcν, where εµ is the on-

site energy and tµν is the hopping integral. However, treating
the electrode explicitly can be avoided in this case, because the
molecular levels are discrete, while the typical metal band is
several electronvolts wide. Thus, we can treat the electrodes on
the level of the wide band approximation (WBA). This implies
that in the vicinity of the molecular level the density of states of
the electrode is essentially constant and the interaction between
the electrode band and the all MOs is the same. The main
feature of the electrode is its chemical potential which is taken
to be the electron work function (Singh-Miller and Marzari,
2009).

Given the Hamiltonian of the system of a molecule plus
electrodes, we use the GFmethod to obtain the transverse current
through base k as (Meir and Wingreen, 1992)

Ik =
2e

h

∫
dE

(
fL (E) − fR (E)

)
Tr

[
Ŵk
LGŴk

RG
†
]

(7)

where the semi-infinite left/right (L/R) electrodes are in
equilibrium with chemical potentials µL/µR, fL/R are the Fermi-

Dirac distribution functions, Ŵk
L/R are the escape rates to the

electrodes when connected to base k, and G is the retarded
GF of the DNA molecule connected to the electrodes. The
calculation is performed in real space. To calculate the current
we first diagonalize HS, Equation (6), to obtain the GF of
the uncoupled DNA/RNA molecule g. Next we find the GF
of the DNA/RNA coupled to the electrodes by solving the
Dyson equation G = g + g6G where 6 = 6L + 6R

is the self-energy due to the connection to the electrodes.
Within WBA 6L/R and ŴL/R = −2Im

[
6L/R

]
are constants

independent of the energy. Since the DNA/RNA molecule
is not chemically bonded to the electrodes, the contact is
weak and we use ŴL/R = 10−3eV in the calculations. The
exact value of ŴL/R is not very important because its effect
is to scale the current, but it does not change the current
distribution.

Base Calling
The identity of the base is decided based on the reading of
the current through it. In the simplest procedure we use the
current probability distribution functions (PDFs) for each base,

P1 = PX(Ik), where Ik is the current through nucleotide k
and X ∈ (A,G,C,T) for DNA and X ∈

(
A′,G′,C′,U

)
for

RNA. A base is assigned based on the maximum probability
X̃k = maxX PX(Ik) to measure this current through any of the
bases. Due to the overlap in the current distributions, however,
this base calling procedure is error prone.

Since the current spread is due to the influence of the
neighbors, the currents through neighboring bases are not
independent. In fact some features in the current PDF can be
related to resonances in the transmission caused by interaction
with the neighboring bases (Miroshnichenko et al., 2010;
Alvarez et al., 2014). Therefore, including these current-current
correlations can help alleviate the degeneracy in the current
PDFs. This is the essence of a Bayesian improvement procedure
we use to improve the accuracy of the base calls. The starting

guess is the sequence obtained from single current PDFs, {X̃
(1)
k

}.
The information for the correlations between the currents
through two, three, etc. bases, contained in the joint current
PDFs, P2 = PX1X2 (Ik, Ik+ 1), P3 = PX1X2X3 (Ik, Ik+ 1, Ik+ 2), etc.,
is used to gradually improve on this guess. On each improvement

step n the sequence guess from the previous step {X̃
(n− 1)
k

} is used
as a starting point. A new guess is obtained from the higher order
distribution as the maximum of the joint PDF for a given site
given that all other sites are fixed to those of the guess sequence,

X̃
(n)
k

= maxXk
PXk|{X̃

(n−1)}. If for a given site the sequences

are consistent, X̃
(n− 1)
k

== X̃
(n)
k

, we assume this site to be

certain and collapse the joint PDF such as it is one if X̃
(n)
k

is at
site k and zero otherwise. After the certain sites are determined
the sequence is recalculated using the modified joint PDF. The

newly obtained sequence, {X̃
(n)
k

}, is consistent with the order n
PDF. Since the influence of the further neighbors is bound to
be smaller, it is feasible to reduce the error rates below a desired
threshold by construct higher order PDFs.

In order to test this procedure we use a two-step process.
During the first step, we calibrate the method by constructing
the joint current PDFs. This is achieved by collecting a large
number of current readings for known DNA/RNA sequences
(randomly generated). From these we gather together the
currents through individual nucleotides, pairs, triples, etc.
which are used to construct non-parametric joint PDFs. In
principle, we can compute joint probability functions to any
order with large enough statistics. In the second step, we
use the obtained joint PDFs to compute the currents and call
the bases in a test DNA/RNA sequence {Xk}. As a metric of
the success rate of such a sequencing procedure we define the
fidelity:

f =
1

N

N∑

k= 1

(X̃k == Xk) (8)

where X̃k is the guessed bases at position, Xk is the actual base,
and the sum runs over all theN bases in the DNA/RNA sequence.
Each correct identification X̃k == Xk adds 1 to the sum and the
measure is normalized to 1. The fidelity is complementary to the
error rate.
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Results

First-principles Reduced Model
We performed first-principles calculations of the electronic
structure of DNA and RNA single nucleotides and nucleotide
pairs within ADF. Figure 2 shows the nucleotide energy levels
for the four DNA nucleotides (A,G,C,T) and the corresponding
RNA nucleotides (A′,G′,C′,U). Overall, we find that the
nucleotide HOMO levels are in the range of −5.0 to −6.0 eV
and the LUMO levels are approximately 4.0 eV higher in energy.
This is consistent with previous DFT calculations (Roca-Sanjuán
et al., 2006, 2008; Tsukamoto et al., 2009; Okamoto et al., 2012)
and photoemission data (Lee et al., 2012). We also notice that
the electronic structure of the corresponding DNA and RNA
bases is very similar (A,G and C). The reason for that is that
the backbone energy levels lie lower in energy and do not
influence significantly the frontier orbitals. Therefore, the valence
levels in all cases are determined mostly by the base itself.
On the other hand the T levels are significantly different than
those of U because in this case the modification is in the base
itself.

In Figure 2 the nucleotide levels are also compared with the
metal work functions. The relative position of the DNA/RNA
orbitals with respect to the metal chemical potential determines
which orbitals will participate in the transport. The first
observation is that, although for some electrodes for most bias
ranges (e.g., Al) the transport will remain in the tunneling
regime, for most electrodes (e.g., Au, Pt) more than one energy
level falls within the active window, which means that a multi-
level model is essential to correctly describe the transport. The
second observation is that the HOMO orbitals are in general
closer to the active window and they will contribute more to
the transport than the LUMO orbitals. For that reason we opt

FIGURE 2 | Molecular energy levels of the of DNA (A,G,C,T) and RNA

(A′,G′,C′,U) nucleotides calculated from first principles. The Fermi

levels of the metal electrodes, Al, Au, Pt, and Gr (graphene), are indicated by

horizontal dashed lines. The purine bases are colored red/orange and the

pyrimidine bases green/blue. The corresponding bases in DNA and RNA have

the same color coding except for the T/U which are given in blue/violet to

stress the difference in structure.

to include in the active window five MOs, four HOMO and one
LUMO.

Next we construct the multi-level Hamiltonian of a
polynucleotide molecule over an active energy region. We
perform calculations of pairs of nucleotides, XY , using FMO
theory where the MOs of the individual nucleotides serve
as fragment orbitals. From these calculations we obtain
the full onsite Hamiltonian matrix for each nucleotide and
the hopping Hamiltonian matrix between two nucleotides.
Furthermore, these large matrices are projected on the
valence orbitals using projector operators to obtain small
rank matrices. With this multi-band TB representation
we can construct the Hamiltonian of any DNA/RNA
chain.

To test this methodology we construct the effective
Hamiltonian of a AA pair and compute its energy levels.
As seen from Equation (4) the effective Hamiltonian is energy
dependent. The levels of the pair constructed using the described
methodology are shown as a function of energy in Figure 3 in
comparison with the actual energy levels for the pair computed
directly in ADF. For the energy values in the active energy
region, the eigenvalues of effective Hamiltonian are smooth
functions of the energy and agree very well with the eigenvalues
of the total system. However, outside of this energy region
singularities arise in the second term of Heff (E) at the energy

values equal to the eigenvalues of S−1
QQHQQ. Based on these test

calculations we find that the projection works extremely well
in the desired active window. However, in order to use the
effective Hamiltonian for a larger active window more valence
levels have to be included in the model. Another observation
is that the energy dependence of the Hamiltonian is very weak,
which justifies a linearization of the model. Further on we use
an energy independent Hamiltonian calculated from Equation
(4) at an energy equal to the average energy of the valence
orbitals.

FIGURE 3 | Eigenvalues of the 2-level effective Hamiltonian of AA DNA

pair as a function of energy. The true molecular energy levels obtained from

full first-principles calculations of the pair are given for comparison as bars.
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Statistical Model Calibration
We use the developed formalism to investigate the effect of the
structural noise on the current distribution. First we calibrate the
model to construct all joint PDFs. In order to collect sufficient
statistics we generate DNA/RNA molecules consisting of 200
nucleotides where each of the bases appears randomly with the
same probability. We calculate the current through each base of
the 200 bases on 150 such sequences. In 30 of these sequences,
poly(X) parts of varying length were introduced in order to
train the procedure to recognize repeating sequences. From the
resulting 30,000 observations we collect separately the currents
through each base X, the pairs of currents through each base pair
XY , and the triple of currents through each base triple XYZ. In
each case a non-parametric PDF is constructed by making a fine
histogram and interpolating it with a smooth function. The single
PDF PX(Ik) has themeaning of the probability tomeasure current
Ik through base X. There are 4 PDF for the current distribution
through each nucleotide. The double PDF PXY (Ik, Ik+ 1) has the
meaning of the probability to measure the currents Ik and Ik+ 1

through neighboring bases X and Y . There are 10 independent
double PDFs. Similarly there are 40 independent triple PDFs for
measuring triples of currents through three neighboring bases.

The method has to also be calibrated for each electrode. We
consider two distinct cases: Al the chemical potential of which is
well in the gap of the DNA/RNA and Au the chemical potential
of which is aligned with the DNA/RNAHOMO levels (Figure 2).
The resulting PDFs for the Al and Au electrodes for 0.1V applied
bias for the 5-level model are shown in (Figures 4, 5) respectively.
The PDFs for the graphene (Gr) and Pt electrodes are given in
the Supplementary Material. The most important observation is
the obvious many orders of magnitude spread in the tunneling
current in all cases and the corresponding large overlap of the
current distributions, despite the lack of any environmental
noise. This confirms that the structural noise indeed plays amajor
role in the error rates, which is unfortunate because this is an
intrinsic property of the system and not the experimental setup.

The second feature is that the average current in the two
cases is different by orders of magnitude, which implies that
they clearly represent two distinct transport regimes. For small
bias in the Al case the current is a pure tunneling current,
while in the Au case molecular orbitals fall in the bias window
and the current has a resonant character. Additionally, the
current spread in the resonant regime is much larger leading to
much stronger overlap between the current distributions. In the
tunneling regime the order of the current distributions follows
that of the HOMO levels (G > A ∼ C > T in case of DNA and
G > C > A > U in case of RNA), because the tunneling current
depends exponentially on the barrier height (Figure 4). For the
same reason the transport is dominated by the HOMO and the
5-level model PDFs are very similar to those obtained with the
1-level model (Alvarez et al., 2014).

In the resonant regime (Figure 5) the current spread is much
larger and the PDF overlap much more pronounced. Each
DNA/RNA nucleotide has m orbitals in the active window, thus
a molecule with n nucleotides will have nm energy levels, many
of which will be very close to the originalm nucleotide levels due
to hybridization (Miroshnichenko et al., 2010). If the nucleotide

A

B

FIGURE 4 | Single current probability distribution function (not

normalized) for all four bases in (A) DNA and (B) RNA within the 5-level

model in the tunneling regime. The calculation is performed with Al

electrodes and 0.1 V applied bias. The color coding follows Figure 2.

A

B

FIGURE 5 | Single current probability distribution function (not

normalized) for all four bases in (A) DNA and (B) RNA within the 5-level

model in the resonant regime. The calculation is performed with Au

electrodes and 0.1 V applied bias. The color coding follows Figure 2.

levels are within the bias window the neighboring levels will
also give resonant tunneling contributions to the current on
the same footing, which leads to the almost complete smearing
out of the current because of the randomness of the chain. In
contrast, in the tunneling regime the energy difference between
the nucleotide and the satellite levels will translate into smaller
satellite contributions to the current due to the exponential
dependence of the current on the energy. In the resonant regime
the 5-level model is essential to obtain correct results because
lower lying orbitals give large contributions. For example, the 1-
level model for Pt gives results similar to the tunneling regime
(Alvarez et al., 2014), because the Pt electrode Fermi level is
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significantly below the HOMO. In the case of Pt the 5-level model
gives a typical resonant PDF with large spread and overlap (see
Supplementary Material). At the same time, the 5-level PDFs are
less smooth than the PDFs from the 1-level model, with peaks
corresponding to the contributions from the lower lying MOs.

Finally, the main difference between the DNA and RNA PDFs
is the PDF of uracil. The U levels are lower than the rest of the
nucleotides which causes the corresponding PDF to be sharper
and have less overlap with the other nucleotides. This could
lead to lower error rates for RNA sequencing compared to the
equivalent DNA.

Discussion

We have developed a methodology to calculate the transverse
tunneling current through DNA/RNAmolecules in the nanopore
setup. The electronic structure of the molecule is on the level
of a multi-level TB Hamiltonian derived from first-principles
calculations by projecting the full molecule Hamiltonian on the
energy window active in transport. This methodology allows us
to investigate in both sufficient precision and sufficient detail the
current spread due to the carrier dispersion along the chain of
the molecule and the errors in base calling resulting from the
overlapping of the current distributions.

Error Rates in Base Calling
First we address the main issue with DNA/RNA nanopore
sequencing, namely the large error rates. We perform tests with
both randomly generated DNA/RNA sequences and naturally
occurring DNA sequences. The main difference between the
two is that the natural sequences have a bias as certain bases
appear more often than others in different organisms or in
different parts of the genome, and the gene and regulatory
sequences have constrained patterns of bases encoding genetic
information. First, we consider a randomly generated DNA/RNA
sequence composed of 200 base pairs (bps). We calculate the
tunneling current through each base and using the current PDFs
constructed in the calibration phase we call the bases. We repeat
the procedure for four different electrodes Al, Gr, Au, and Pt at
0.1 V applied bias voltage on both DNA and RNA sequences.
In addition, we compare the base calling procedure based on
single PDFs with the Bayesian improvement procedure based on
current-current correlations. As a measure of the success of the
procedure we calculated the fidelity, Equation (8). A summary of
the test results is given in Table 1.

The test shows that for the simple base calling the fidelity is
indeed unacceptably low for any choice of the electrodes. In the
resonant regime (Au, Pt) the fidelity is dismal, between 40 and
45% (55–60% error rate). In contrast to our previous results from
the 1-level model (Alvarez et al., 2014), the fidelity in the case of
Pt electrodes is comparable to that with Au electrodes due to the
resonant contributions of the lower lying levels. In the tunneling
regime (Al, Gr) the fidelity is significantly higher, around 65%
(35% error rate), which underlines the importance of the choice
of the electrodes. Nevertheless, this precision is not sufficient for
applications.

TABLE 1 | Comparison of the calculated fidelity of the base calling for

200bps randomly generated DNA/RNA sequences and naturally occurring

DNA gene sequences (human insulin and BRCA1) with and without

accounting for current correlations.

Al Gr Au Pt

P1 P3 P1 P3 P1 P3 P1 P3

DNA (random,

200bps)

0.645 1.000 0.655 0.995 0.400 0.760 0.455 0.880

RNA (random,

200bps)

0.575 1.000 0.565 1.000 0.475 0.980 0.520 0.925

Insulin (324 bps) 0.682 1.000 0.679 0.996 0.417 0.756 0.438 0.886

BRCA1 (5592bps) 0.658 0.998 0.657 0.995 0.508 0.869 0.388 0.767

The results are listed for several different electrodes at 0.1 V applied bias and low

temperature.

Including the current correlations dramatically changes the
picture. Including up to second order correlations essentially
increases the fidelity of the base calling in the tunneling regime
to 100%. Despite the large PDF overlaps in the resonant regime,
we also observe a dramatic improvement in that case too with
fidelities above 76%. The mechanism of this improvement is
that certain features in the current distribution are explained
by contributions from the neighboring bases. After these
are stripped out the distributions are distinguishable. Thus,
inclusions of correlations to a great extent resolves the problem
with the accuracy of the nanopore sequencing. We also note that
nanopore sequencing is equally well applicable to RNA. Actually,
due to the greater difference in the electronic structure of the
RNA bases the current distributions aremore distinguishable and
the error rates somewhat lower.

We also calculated the fidelity of the base calling for naturally
occurring sequences (Table 1). First we consider insulin which
is a hormone secreted in the pancreas and plays a major
role in glucose metabolism. Insulin is the first protein for
which the amino acid sequence was determined (Sanger and
Tuppy, 1951). The other is the Breast Cancer 1 (BRCA1)
susceptibility protein which is responsible for DNA repair and
mutations of which have been correlated with the occurrence
of breast cancer (Smith et al., 1996). The sequences were
obtained from the European Nucleotide Archive, accession
numbers AAA59179 and AAC37594 respectively1. The results
shows that the procedure works very well in the case of
natural sequences despite the fact that it has been calibrated
with randomly generated sequences. The decrease in fidelity is
almost unnoticeable in the tunneling regime (Al, Gr), but more
pronounced in the case of the resonant tunneling regime (Au, Pt).
This is an indication that bias should be taken into account in the
training procedure in order to reduce the error rates.

Error Rates in Sequence Repeats
In addition to general errors consisting of misidentifying
individual bases, a number of NGS technologies are prone to
errors in differentiating repeating, XX. . .X, sequences embedded
in the DNA chain (Metzker, 2010). These errors arise from the

1European Nucleotide Archive. Available online at: http://www.ebi.ac.uk/ena.
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TABLE 2 | Comparison of the calculated partial fidelity of the base calling

for poly(X)n segments (n = 3 or 20) inserted in a 200bps random DNA

sequence with and without accounting for current correlations.

Al Gr Au Pt

P1 P3 P1 P3 P1 P3 P1 P3

AAA 0.778 1.000 0.778 1.000 0.555 0.667 0.333 1.000

GGG 0.556 1.000 0.889 1.000 0.444 1.000 0.778 1.000

TTT 0.667 1.000 0.833 1.000 0.333 0.833 0.160 0.500

CCC 0.333 1.000 0.500 1.000 0.222 0.444 0.333 0.667

A….A 0.928 1.000 0.969 1.000 0.878 1.000 0.033 0.060

G….G 1.000 1.000 0.682 1.000 0.091 0.364 0.955 1.000

T….T 1.000 1.000 0.968 1.000 0.968 1.000 0.781 1.000

C….C 0.955 1.000 0.929 1.000 0.071 0.107 0.000 1.000

The results are listed for several different electrodes at 0.1 V applied bias and low

temperature.

difficulty of separating multiple peaks of the same base and from
the ambiguity of aligning the short reads generated by NGS
technologies in the presence of regions of multiple repeating
bases. Nanopore sequencing is capable of long read lengths and
therefore not as susceptible to alignment errors. To test this
premise, as a second test, we calculate the partial fidelity for
correctly identifying short (triplets) and long (20 bases) repeating
sequences appearing within otherwise randomDNA sequence. In
this case the sum in Equation (4) is not over all the bases but only
over the repeated sequences. The results are presented in Table 2.

Perhaps surprisingly we find that the transverse current
sequencing is prone to these types of errors as well. For
triplets using the simple base calling the probability for correctly
identifying a C base in DNA with Al electrodes should be 65%
(Table 1). However, when it appears in the CCC combination the
probability is as low as 33%. Similarly the identification rate for
the T base with Pt electrodes should be 46%, but it is as low as
16%. At the same time some cases show the opposite bias (e.g.,
G in triples with Pt electrodes). The reason for this behavior is
that multiple identical bases hybridize strongly which each other
creating levels which are very different from the original MOs.
Fortunately, including current correlations essentially resolves
this issue without special training. Again in the tunneling regime
the fidelity approaches 100%. In the resonant regime the results
are mixed. A larger bias window generally helps alleviate this
problem.

For longer repeating sequences, however, we find that even
including correlations does not improve significantly the fidelity.

The reason is that for longer sequences the electronic structure
of the nucleobase gradually changes from that of the molecular
orbitals of an isolated molecule X to that of the electron band
of a polymer of X, which are very different. Our calibrating
procedure, based on limited statistics of randomly generated
DNA, does not have enough long repeating sequences to
influence the PDFs and therefore it misidentifies the reads. The
results dramatically improve if during calibration we insert long
repeating stretches. Exceptions are certain combinations of bases
and electrodes (e.g., C with Au electrodes or A with Pt electrodes)

for which the base is systematically misidentified because the
currents from two of the bases in the poly(X) configuration are
essentially degenerate for that electrode and applied bias (Alvarez
et al., 2014).

Overall, our results indicate that a major source of error
in nanopore sequencing via transverse current is the intrinsic
noise coming from the disorder in the DNA/RNA chain itself.
Fortunately, with the help of a statistical procedure taking
into account the correlations between the currents through
neighboring bases, these errors can in principle be reduced to
levels comparable to those in NGS sequencing. This fact, in
combination with the other advantages of nanopore sequencing
could make this technology a viable alternative to NGS. Our
results also indicate that, although alignment is not required for
the nanopore sequencing procedure, repeating sequences pose
a problem due to the high level of hybridization between the
bases and the resulting modification of the electronic structure.
Accounting for current correlations alleviates the problem for
short base repeats where the influence of the neighbors on each
of the bases is significant. However, for very long repeating
sequences special calibration of the procedure is required to
correctly call the bases.
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